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7.01.1 Introduction size or facile motion would have allowed them to

Much of what we refer to as geology, or more
accurately geological activity on Earth, is due to
the simple act of our planet cooling to space. What
allows this activity to persist over the lifetime of the
solar system is that the major and most massive por-
tion of the planet, namely the mantle, is so large,
moves so slowly, and cools so gradually that it
sets the pace of cooling for the whole Earth. If the
Earth’s other components, such as the crust and core,
were allowed to lose heat on their own, their small

cool rapidly and their activity would have ceased
eons ago.

For this reason, the study of the dynamics of the
mantle, both its evolution and circulation, is critical
to our understanding of how the entire planet func-
tions. Processes from plate tectonics and crustal
evolution to core freezing and hence the geodynamo
are governed, and in many ways driven, by the cool-
ing of the mantle and the attendant phenomenon of
mantle convection, wherein hot buoyant material
rises and cold heavy material sinks.
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7.01.2 A Historical Perspective on
Mantle Dynamics

To some extent the development of the field of
mantle dynamics is most closely linked with the
history of theories of continental drift and plate tec-
tonics. Although mantle convection was invoked to
provide a driving mechanism for continental (or
plate) motions, the hypothesis that the mantle flows
and circulates predates even that of continental drift
(see Schubert er al, 2001, chapter 1). As discussed
recently by England e al. (2007), John Perry used
the notion of mantle convection in 1895 to refute the
estimate for the age of the Earth given by his former
mentor William Thomson (Lord Kelvin). However, a
great deal of progress on understanding mantle con-
vection also comes, obviously, from the general study
of the physics of thermal convection, not specifically
applied to the mantle.

Histories of plate tectonics (or continental drift) are
in abundance (e.g., Menard, 1986; Hallam, 1987) and
the recent text on mantle dynamics by Schubert ez 4/.
(2001) gives an excellent summary of the history of the
development of mantle convection theory in conjunc-
tdon with plate tectonics. However, the historical
context and personalities associated with some of the
steps in this development are important to understand
in terms of how the field evolved, and to some extent
how science in general has been done and 1s done now.
Thus, rather than merely repeat other historical sum-
maries here, we will focus instead on the contributions
(pertaining primarily to mantle convection) and pro-
fessional and personal histories of some of the leading
names in the development of the theories of thermal
convection and mantle dynamics. Roughly keeping
with the structure of this volume, this section concen-
the origins of the physics, theory,
and systematic experiments of convection by visiting
Benjamin Thompson (Count Rumford), John William
Strutt (Lord Rayleigh), and Henri Claude Bénard.
This will be followed by reviewing the lives of some
of the pioneers of the quanttative analysis of mantle

trates on

convection as a driving force of ‘continental drift’
namely Arthur Holmes, Anton Hales, and Chaim
Pekeris, and then two leading proponents of convec-
tdon and its association with the modern theory
of seafloor spreading, subduction, and plate tectonics,
Harry Hammond Hess and Stanley Keith Runcorn.
Apart from hopefully providing an in-depth perspec-
tive on the origins of the science of mantle convection,
this survey also reveals the rather fascinating historical

ties many of these famous characters had with one
another; for example that Rayleigh had become a
professor in the institution that Rumford established,
that Holmes had studied under Rayleigh’s son, and that
Chaim Pekeris was intimately involved with the birth
of the state of Israel that Rayleigh’s brother-in-law
Arthur Balfour helped create.

7.01.2.1 Benjamin Thompson, Count
Rumford (1753-1814)

Benjamin Thompson is perhaps one of the more
colorful and complex characters in the history of
science (Figure 1). He was simultaneously a brilliant
observationalist, an egotistical opportunist, and a
dedicated social reformer and champion of the poor.
His role as spy against the rebelling American colo-
nies on behalf of the British gives him a dubious role
in American (although not European) history in that
one of the fathers of thermodynamics also played a
role not unlike that of Benedict Arnold.

Rumford is primarily known for his work on the
theory of heat as motion — leading eventually to the
kinetic theory and thermodynamics — and for working
to debunk the caloric theory of heat. Histories of
convection will often note that Rumford is credited

Figure 1

Benjamin Thompson, Count Rumford (1753-
1814) (Smithsonian Institution Libraries Digital Collection).
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as possibly being the first to observe convection; in
fact, the study of the mass transport of heat was a
significant part of his overall body of work (Brown,
1967), and he wrote an important article on convection
in 1797, although the use of the word ‘convection’ was
not coined until much later, by Prout in 1834 (see
Schubert ez al., 2001).

Benjamin Thompson was born in Woburn
Massachusetts in 1753 to a line of Thompsons that
can be traced back to a James Thompson who arrived
10 years after the landing of the Mayflower (1620),
along with eventual Massachusetts Governor John
Winthrop. Thompson’s father and grandfather were
reasonably wealthy farmers, but his father died young
when Benjamin was less than 2 years old. The family
farm was inherited by Benjamin’s uncle who appears
to have treated his nephew well with a significant
income, a portion of land, and a high-quality educa-
tion. As with all the subjects of our histories here,
Thompson was a brilliant student, displaying talents
in mechanics and natural philosophy; however, he
was also known for being a somewhat spoiled child
at his family’s farm.

Thompson left school at age 13 for an apprentice-
ship in retail, but continued his studies independently
in engineering, mathematics, medicine, experimental
philosophy, along with French, fencing, music, and
draftsmanship. He also carried out independent experi-
ments in science, including astronomy, engineering,
anatomy, and nearly electrocuted himself trying to
repeat Benjamin Franklin’s experiments on thunder-
storm electrification.

At age 18, Thompson set out to generate much-
needed income and turned to tutoring the children of
local wealthy families, which led to his being invited
by the Reverend Timothy Walker of Concord, New
Hampshire, to run a school in his village. Concord
was originally known as Rumford and it is from this
town that Thompson was to derive his name upon
being ennobled. Thompson courted The Reverend
Walker’s daughter, Sarah, who had earlier married a
much older wealthy landowner who died after one
year of marriage. Less than a year after Sarah was
widowed, Thompson married her in 1772 when he
was 19. Thompson’s new wealthy wife facilitated his
connections with the British governing class, in par-
ticular by dressing him up in a fine hussar uniform
and parading him about Boston, where he made such
an impression on Governor John Wentworth that he
was given a British major’s commission in the 2nd
New Hampshire Regiment. In 1774, Thompson and
his wife had a daughter — also Sarah.

By this tume hostilities between the Colonies and
the Crown had been mounting; these included the
Stamp Act and subsequent riots (1765), the Boston
Massacre (1770), and the Boston Tea Party (1773),
which was followed by both the relocation of the
Massachusetts capital from Boston to Salem and
the passing of a series of acts, called, by the colonists,
the Coercive or Intolerable Acts. These events had
by now led to the First Continental Congress in
Philadelphia in September 1774, which demanded
repeal of these acts, as well as calling on civil disobe-
dience and the buildup of local militia called the
Minutemen. Eventually war broke out near Boston
in April 1775, at Lexington and Concord.

Benjamin Thompson’s acceptance of a British
commission in the 2nd New Hampshire Regiment
was thus problematic for several reasons. While
British officers resented the presence among their
ranks of an inexperienced schoolmaster, the people
of Concord and Woburn regarded him as a traitor
and he had to face two trials for “being unfriendly to
Liberty,” in 1774 and 1775, both of which were
weathered without formal charges. Nevertheless,
Thompson left for Boston in 1775 to offer his services
to the Britsh Army, in particular to gather intelli-
gence on rebels by various and nefarious means. In
March 1776, the British evacuated Boston and
Thompson left with them, abandoning his wife and
daughter; he was never to see his wife again, and his
daughter not again for 20 years.

In England, Thompson worked for the Secretary
of State for the Colonies, and he rose rapidly to other
prominent positions in the administration of colonial
rule. During this time, around 1778, his studies of
force and heat associated with gunpowder explosions
and ballistics of large guns led to his election as
Fellow of the Royal Society in 1781.

Thompson also briefly went back to the American
colonies in 1781 to take up command in the King’s
American Dragoons in New York. With the end of
the war shortly thereafter, Thompson returned to
England as a professional soldier and colonel, and
went to the continent as a soldier of fortune in
1783, landing in Bavaria, eventually to become the
advisor to Elector Karl Theodor. As a consequence of
his new employment, he was knighted by the British
King George III in 1784 to secure his loyalty to
England. It was in Bavaria, with the financial and
technical backing of his court position, that
Thompson did much of his scientific work, especially
on insulating properties of materials and on transport
of heat by fluids (i.e., convection). He also did much
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in terms of military, educational, social, and eco-
nomic reform in Bavaria, all for which he was
rewarded by being made a Count of the Holy
Roman Empire in 1792; he assumed the title of
Count Rumford, adopting the original name of the
New Hampshire village where his rapid climb began.

Rumford’s frenetic activity and modern innovations
met with great resistance by the established order who
eventually held sway with the Elector and caused
Rumford to be removed back to London as a Minister
to the English Court. However, due to a miscommuni-
cation with the British Crown, he arrived jobless in
London. Unable to remain idle, Rumford established
the Royal Institution in London which employed nat-
ural philosophers like Thomas Young and Humphrey
Davy to perform experiments and give public lectures.
However, his dominating style and large ego led to
battles with institute managers and he eventually left
both the Royal Institution and England in 1802. He
flitted for political reasons between Bavaria and France,
untl the invasion of Bavaria by Austria in 1805 sent
him permanently to France, where he hoped to gain
favor with Napoleon Bonaparte. In France, he married
the widow of the “father of chemistry” Antoine
Lavoisier, who had been sent to the guillotine at the
height of the French Revolution in 1794. However, in
France, Rumford fought scientifically with Laplace and
Lagrange and separated from Madame Lavoisier de
Rumford. He died in August 1814, and was buried in
the village of Auteuil.

Rumford was of course known widely for his phi-
losophic papers on the nature of heat and mounted
perhaps the most coherent assault on the caloric the-
ory. The caloric theory is — as with many failed
theories — frequently explained with hindsight as an
absurdity. However, it is important to understand that
it was a reasonably sophisticated physical and mathe-
matical theory that made distinct quantitative
predictions about the nature of both heat and matter
that were in fact borne out by experiments. Caloric
was considered the medium or ‘fluid’ that transported
and retained heat within matter. But more specifically,
caloric was thought to provide the repulsive force — by
providing a caloric atmosphere around each atom —
within matter to keep it from collapsing under the
influence of gravitational attraction. The mathematical
predictions of the caloric theory were borne out by the
experiments of Dulong and Petit on, for example,
thermal expansion. Similarly, predictions about depen-
dence of specific heat on temperature, phase changes
(in which caloric is either absorbed or released), adia-
batic heating under pressurization (wherein caloric is

squeezed out), and heat conduction as driven by caloric
potential, all verified the caloric theory. Indeed, the
notion of caloric substance remains a relic in our dis-
cussion of heat as ‘flowing’, or existing as quantities
with certain densities such as specific heat or latent
heat (Brown, 1967).

Thus, Rumford’s assault on caloric theory was not
on a ludicrous model that could be easily dispatched
by simple thought experiments. However, it did con-
flict with certain observations, a few key ones
Thompson was responsible for. Most notably, these
included his work on frictional heating, in particular
his observation that during work on boring out can-
nons, heat is created with no evident source of caloric
from other matter; and also the propagation of heat in
a vacuum by radiation (as caloric was thought to exist
only in proximity to atoms).

Rumford' s observations of thermal convection. Ramford’s
work on thermal convection was a rather famous
paper that was published in multiple venues in 1797
(Thompson, 1797; Brown, 1967) during his tenure in
Bavaria. Much of this work involved the investigation
of the insulating properties of matter, which he was
investigating as part of an effort to improve cold-
weather clothing for field soldiers, as well as the poor
and underclassed. But this work was also relevant in
his attack on caloric theory in that it showed that heat
could be transported by the motion of mass itself, and
if such mass flux did not occur the material was an
insulator (or nearly so). This also prompted him to
note that the internal motion of fluid particles also
provided a ready source of heat and this was a pre-
cursor to his theory of heat as particle motion.

Rumford’s most explicit observation of convection
itself occurred while examining the “communication
of Heat” by taking oversized thermometers filled
with liquids (including alchohol derived from wine)
and subjecting them to heating. Upon leaving one
thermometer in a window to cool, Rumford noticed
rapid fluid motion that was well delineated by dust
particles (which had been introduced because he had
let the tubes remain open for two years without
cleaning) illuminated by the sunlight:

I observed an appearance which surprised me, and at
the same time interested me very much indeed. I saw
the whole mass of the liquid in the tube in a most rapid
motion, running swiftly in two opposite directions, up

and down at the same time (Thompson, 1797).

On closer inspection, Rumford noticed a regular
circulation of upwelling along the axis of the tube
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and downwelling along the cooler glass boundary. He
further found that dousing the tube with ice water
hastened the motion, but that the circulation even-
tually ceased as the entire thermometer reached
room temperature.

Rumford reasoned that heat in liquids and gases
was only carried by particle motion and to prove this
he contrived experiments in which the fluid was
subjected to thermal gradients but the particle
motion was obstructed or ‘embarrassed’. He com-
pared heat transport in water, when pure and when
mixed with substances such as eider (duck) down and
stewed apples, which would “impair its fluidity.”
Rumford concluded that, “Heat is propagated
in water in consequence of internal motions or that it
is transported or carried by the particles of that
liquid....” The manner in which heat transport can
be inhibited by impaired fluidity led Rumford to
speculate on the role of convective heat transport in
nature, in particular that impaired fluidity was God’s
design, for example observing that

... when we advert to the additional increased visc-
osity of the [tree] sap in winter, and to the almost
impenetrable covering for confining Heat which is
formed by the bark, we shall no longer be at a loss to
account for the preservation of trees during winter
... (Thompson, 1797)

Rumford had in fact noted an important feature of
convection in many natural systems, viz. the concept
of self-regulation of heat during convective heat
transport. This is something considered also in man-
tle convection, in particular that high temperatures
lead to low viscosity and rapid convective expulsion
of heat, while low temperatures lead to greater effec-
tive insulation and eventual buildup of heat.

Count Rumford was in every sense an experimen-
talist and observationalist, but his contributions to the
study of heat marked the initiation of the modern
theory of classical thermodynamics, kinetic theory,
and heat transport by particle motion both microsco-
pically and through thermal convection.

Further reading, including sources for this brief
history, are Brown (1967) and Brown (1999).

7.01.2.2 John William Strutt, Lord Rayleigh
(1842-1919)

The contributions that John William Strutt (Figure 2)
made to various fields of physics is evident in
the number of phenomena named for him, including

Figure 2 John William Strutt, Third Baron Rayleigh (1842—
1919) (AIP Emilio Segre Visual Archives, Physics Today
Collection).

Rayleigh scattering, Rayleigh—Jeans criterion, Rayleigh
waves, and, within the study of convection, the
Rayleigh number. His greatest legacy is perhaps his
contribution to the theory of waves in solids and fluids;
however, he received the Nobel Prize in Physics for
the discovery and isolation of atmospheric argon,
which was essentially experimental chemistry.
Although Strutt was one of the few noble scientists
actually born into nobility (as opposed to say
Benjamin Thompson who was ennobled in his own
life), the Strutts were not from ancient noble stock.
The family could be traced back to 1660, where it was
known for milling corn with water-driven mills, a
business that eventually established the family’s finan-
cial standing. In 1761, John Strutt (Rayleigh’s great-
grandfather) purchased what was to become the family
estate of Terling Manor, and where Rayleigh would
eventually build his laboratory in which he did much
of his experimental work. John Strutt’s oldest surviv-
ing son Joseph Holden was a colonel in the West Essex
Militia, and a member of parliament (like his father);
for his public services, he was offered a peerage by
George III. However, for not entirely clear reasons,
other than an apparent conviction not to accept per-
sonal honors, Joseph Strutt declined the peerage and
asked that it be bestowed on his wife Lady Charlotte
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(Fitzgerald) Strutt, whom he had married in 1789.
When she died in 1836, the peerage went to Joseph’s
only son John James, who became the Second Baron
Rayleigh, during his father’s own lifetime. The name
Rayleigh was in fact after a small market town in Essex
(and possibly for no particularly deep reason other
than its noble sound). John James married Clara
Vicars in 1842 (nearly 30 years his junior); in biogra-
phies of Rayleigh, it is usually claimed that his
scientific and mathematical talent came not from the
Strutts but from the Vicars, who boasted several
members of the Royal Engineers and direct descen-
dancy from the brother of physicist Robert Boyle. In
November of the year of their marriage, John William
Strutt, oldest son and heir to the barony, was born,
prematurely. As a child he did not speak properly till
past the age of 3, prompting his grandfather Colonel
Strutt to remark that “That child will either be very
clever or an idiot” (Strutt, 1968).

John William suffered poor health throughout his
youth and had to be withdrawn from school twice to
be tutored privately. He entered Trinity College
Cambridge in 1861 where he studied rigorous mathe-
matics with, for example, Sir George Stokes, the
Lucasian Professor of Mathematics, and graduated
with honors in 1865. Immediately after graduating
Strutt opted not to go on the traditional grand tour
of the Continent, but rather visited the United States,
which was then in the throes of post-Civil War
Reconstruction. Upon his return to America, he pur-
chased experimental equipment to set up his own
laboratory. There was at the time no formal university
physics laboratory in Cambridge; although much
experimental work had already been done by the
likes of Michael Faraday and Humphrey Davy, most
of this was outside the university (in particular at the
Royal Institution, which, as noted above, was founded
by Count Rumford). It was not until 1871 that James
Clerk Maxwell was named the First Cavendish
Professor of experimental physics, and not till 1873
that the Cavendish labs were built.

Strutt’s first paper in 1869 was on Maxwell’s theory
of electromagnetism, for which he received much
encouragement from Maxwell himself. In 1871, he
married Evelyn Balfour, the sister of Arthur James
Balfour. (Arthur James Balfour became British Prime
Minister from 1902 to 1905 and was the author of the
Balfour Declaration (1917) in which Britain formally
supported the creation of a Jewish homeland in
Palestine during the partitioning of the Ottoman
Empire after World War I.) However, soon after his
marriage, Strutt had a seious bout of rheumatic fever,

which prompted a lengthy tour of Egypt; it was during
these travels that he did much of his work on his
famous book, The Theory of Sound. After his return in
1873, he assumed the title of Third Baron Rayleigh on
the death of his father, and took up residence in
Terling where he built his laboratory in which he did
much of his life’s scientific work. His book on sound
was published in 1877 and 1878 (in 2 volumes), an
achievement that emphasized his lifelong fascination
with sound and wave theory in general. During these
early years, he also continued to work on sound, elec-
tomagnetism, light, as well as his theory for light
scattering and the cause of the sky’s blue color.

James Clerk Maxwell’s untimely death in 1879, at
the age of 48, left the Cavendish Experimental Chair
vacant. The first Cavendish Chair had been offered
to Sir William Thomson (later Lord Kelvin) in 1871,
but he had refused in order to stay in Glasgow, and
his decision remained even upon being reoffered the
job in 1879. Rayleigh was then offered the position
and reluctantly decided to take it because he needed
the money given that revenue from Terling had
dropped off during the agricultural depression of
the late 1870s. Indeed, Rayleigh only held the posi-
tion until 1884 after which his economic situation
improved and he returned to his residence and
work in Terling. His brief tenure as the Cavendish
Professor was the only academic position he ever
held. However, during his time in Cambridge, he
carried out a vigorous program of experimental
instruction and research on electrical standards,
now having access to lab assistants and more facilities.
Also, in his years at Cambridge, he developed a close
acquaintance with Sir William Thomson.

After resigning his professorship and returning to
Terling, Rayleigh became Secretary of the Royal
Society for the next 11 years (1885-96). In 1887, he
became professor of natural philosophy at the Royal
Institution (see Section 7.01.2.1), at which he gave
over a hundred lectures until he left it in 1905.

One of the findings that Rayleigh is most noted for
1s his discovery of argon in the atmosphere. Rayleigh
had first suggested the presence of an unknown atmo-
spheric gas because of an apparent anomaly in the
density of atmospheric nitrogen relative to that
extracted from compounds. Later, he did careful and
difficult experiments separating argon from atmo-
spheric gas in 1895. William Ramsay, following up on
Rayleigh’s earlier suggestion, also conducted experi-
ments to extract argon. Some controversy ensued over
whether Ramsay had a right to follow Rayleigh’s sug-
gestion and infringe on his research. Nevertheless, the
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two shared priority of the discovery for which they
each received the Nobel Prize in 1904, Rayleigh’s in
physics and Ramsay’s in chemistry.

Rayleigh became President of the Royal Society
from 1905-08, and took on numerious public service
roles, chief of which was Chancellor of Cambridge
University in 1908. He published his complete papers
up to 1910 in 5 volumes; the remaining papers from
1911-19 were published posthumously under the
editorship of his son Robert John (who was himself
a prominent physicist; see Section 7.01.2.4) in 1920.
Rayleigh was author of approximately 450 papers,
working essentially up to his death in June 1919;
indeed three of his papers were still in review or in
press on the day of his death.

Rayleigh's linear theory of convection. Lord Rayleigh’s
paper on convection (Strutt, 1916) was written very
late in his life, in 1916, only three years before his
death. He had, however, worked sporadically on the
stability of fluid flows since at least the 1880s.
Rayleigh’s paper on convection was inspired by
Henri Bénard’s experiments which had taken place 15
years earlier (Section 7.01.2.3). In his 1916 paper,
Rayleigh described Bénard’s experiments, recognizing
two phases, which were an initial transient phase in
which an irregular or semiregular pattern is established
(with polygons of four to seven sides) and then a second
phase of stable and regular polygonal patterns. In a
footnote, he also commented that Bénard was perhaps
unaware of the work of James Thomson (Lord Kelvin’s
older brother), who did fundamental work on evapora-
tive convection finding similar polygonal patterns (see
Berg er al,, 1966). Rayleigh’s theory was in fact focused
on the first phase, or the transient onset; he did not
recognize in the second phase what was later termed
‘exchange of stabilities’ in that the state to which the
perturbations are moving the system is itself stable and
nonoscillatory (see Chandrasekhar, 1961). Rayleigh
followed a first-order pertubation analysis, although
in a rather informal manner. He explored the effect
on stability of various individual parameters (e.g, visc-
osity (considering both inviscid and viscous cases),
thermal diffusivity, sign of imposed temperature gra-
dient, gravity, and thermal expansivity), but did not
recognize dynamic similarity and dependence on a
few dimensionless numbers (see Chapter 7.04).
Although he did not pose the dimensionless number
called the Rayleigh number, it is easily recognizable in
his solution for the minimum critical temperature gra-
dient or ‘density drop’ across the layer (Strutt, 1916,
equations (44) and (46)). Rayleigh also commented on
the degeneracy of the linear problem (ie, mode

selection only in terms of wave number squared).
However, he also recognized that the basic differential
operators in the equations allowed wave number pairs
that permitted regular polyhedral patterns such as
squares and rolls, although he admitted that while
hexagons and triangles were obvious, the problem
was not immediately tractable (it was, however, later
solved analytically; see Chandrasekhar (1961)).
Bénard’s hexagonal patterns were cause for some con-
fusion in the comparison of theory and experiment, and
they were later inferred to be characteristic of systems
where vertical symmetry of the convecting fluid layer
is broken (e.g., with temperature-dependent viscosity;
see Manneville (2006) and Section 7.01.2.3).

Lord Rayleigh’s paper is of course one of the great
seminal works in the study of convection, not just for
establishing the theoretical framework of the problem
and developing the concept of marginal stability, but
also for inferring pattern selection at convective onset.
Further reading and sources for this history can be
found in Strutt (1968) and Lindsay (1970).

7.01.2.3 Henri Claude Bénard (1874-1939)

While the phenomeon of thermal convection had
been observed at least as early as the accounts of
Count Rumford (Section 7.01.2.1). Henri Bénard
(Figure 3) is widely recognized for having done the
first systematic quantitaive examination of natural
cellular convection. Even given all the problems
later found with his experimental results, he is justi-
fiably recognized as the father of experimental
studies of convection, which later inspired decades

Figure 3 Henri Claude Bénard (1874-1939). From Wesfried
J (2006) Scientific biography of Henri Bénard (1874-1939). In:
Mutabazi |, Wesfried J, and Guyon E (eds.) Dynamics of
Spatio-Temporal Cellular Structure — Henri Bénard Centenary
Review, pp.9-37. New York: Springer. (fig 2.3, p.15), with kind
permission of Springer Science and Business Media.
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of work not only on convection but also on self-
organizaton and critical phenomena (Wesfried,
2006; Manneville, 2006).

Henri Claude Bénard was born in Lieurey, a small
village in Normandy, in October of 1874. His father
was a financial investor who died when Bénard was
young. After attending schools in Caen and later
Paris, Bénard was, in 1894, accepted into the highly
competitive Ecole Normale Supérieure de Paris, one
of the French Grand Ecole’s, in a year with about 5%
acceptance rate in the sciences. While at the ENS-
Paris, he studied with some very notable classmates,
for example, physicist Paul Langevin and mathema-
tician Henri Lebesgue, and was witness to the
groundswell of outrage over the Dreyfus affair. In
1897, he received the agrege de physigue (now termed
agregation, whereby state teaching credentials are
obtained) and began work in the department of
experimental physics in the Collége de France,
which is unattached to any university and does not
grant degrees, but provides open public lectures
(similar to the Royal Institution). While there,
Bénard was assistant to Eleuthére Mascart and
Marcel Brillouin, who were, respectively, grand-
father and father of the physicist Leon Brillouin
(Wesfried, 2006). While at the Collége de France,
he worked on the rotation of polarized light through
sugar solutions, which gave him training in the use of
optics for measurements of fluid motion; this specific
work also led to the second topic of his PhD thesis,
which was then required for the French doctorate.

The experiments on convection for which Bénard
is well known today (Bénard, 1900, 1901) were the
primary part of his PhD thesis, but the topic was
arrived at much by accident (see below). In defense
of his thesis on 15 March 1901, his committee found
the work satisfactory but less than inspiring, criticiz-
ing Bénard because, while it was innovative (mostly
interesting in its application of optical methods) and
above average, it was disappointing in that it pro-
vided no general theoretical development to explain
the experiments. The report on his defense stated
that “though Bénard’s main thesis was very peculiar,
it did not bring significant elements to our knowl-
edge. The jury considered that the thesis should not
be considered as the best of what Bénard could pro-
duce” (Wesfried, 2006).

After his thesis in 1900, he briefly settled in Paris,
got married (but had no children), and was shortly
thereafter appointed to the Faculty of Sciences in
Lyon (1902). In Lyon, Bénard carried out much of
his well-known work on vortex shedding around

bluft (prismatic) bodies, and further developed his
ingenious employment of cinematography in labora-
tory experiments. In 1910, he was appointed to the
Faculty of Science at the University of Bordeaux in
physics under the department head Pierre Duhem.

With the outbreak of war in 1914, and as a former
student of the Ecole Normale, which carried with it
state obligations, Bénard entered the military and was
made an officer. He was put on a military scientific
commission wherein he worked on problems relating
to food refrigeration under transport, and, later, on
the military use of optics (e.g., using polarized light
for tracking ships and submarines, and for improving
periscopes).

After the war, Bénard returned to science, and in
1922 he moved to Paris as professor at the Sorbonne
University. In 1928, he became the President of
the French Physical Society. In 1929, he participated
in the development of the Institute of Fluid
Mechanics, and in 1930 became professor of experi-
mental physics. For the next decade he continued
to work with various students on convection and
vortex shedding. He died on 29 March 1939, slightly
shy of 65.

Benard s experiments on convection Henri Bénard’s first
observations of cellular convective motion came in
1898, at the Collége de France, while trying to make
a coherer of solid dielectrics. (A coherer is a loose,
often granular, agglomeration of conductors or semi-
nconductors whose conductivity is affected by
impingement of radio waves.) In the preparation, he
noticed a polygonal pattern in melted paraffin that had
graphite dust in it. From there, Bénard detoured into a
painstaking and systematic study of convection, in
particular the difficult task of finding the onset of
convection as near to conductive stability as possible.
To carry out this task meant eliminating minute ther-
mal fluctuations imposed at the boundaries, and so
Bénard constructed an apparatus comprised of a
metal container with steam circulation in its walls to
provide a nearly uniform isothermal bottom boundary;
the top however was exposed to air. Bénard observed
different patterns of convection cells which had poly-
gonal structure of four to seven sides (see also Section
7.01.2.2, as well as Chapter 7.03), but were predomi-
natly hexagaonal. He termed these cells zourbillons
cellulaires or cellular vortices, although we now refer
to them as Bénard cells or convective cells. Bénard
was able to measure closed streamlines of particle
flow, and observed an initial transient state of polygon
formation, settling down to a stable hexagonal config-
uration after some time, which allowed him to
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measure cell sizes accurately. He also observed con-
vective rolls (or rourbillons en bandes, what Rayleigh
later referred to as striped vortices), which occurred
at low heat flux, as well as high-heat-flux turbulent
‘vortex worms’. What is highly notable is the large
number of innovative optical techniques Bénard used
and developed. He not only introduced the use of
cinematography, but also particle trajectories, inter-
ference fringes due to light reflected off hills and
valleys on the convectively warped free surface, and
also light transmission across the fluid layer, which is
essentially the same as the shadowgraph technique
commonly used today (see Chapter 7.03). The combi-
nation of these optical effects in fact allowed him to
estimate isotherms with (quite impressively) 0.1°C
contours.

Years later, in 1916, Rayleigh analyzed Bénard’s
experiments (see Section 7.01.2.2), but assumed free-
slip top and bottom boundaries (which was an analy-
tically tractable configuration of boundary conditions).
Rayleigh’s work confirmed some of the patterns
observed by Bénard, but not the critical conditions
for convective onset (what we now call the critcal
Rayleigh number) due to inappropriate boundary con-
ditions. Because of World War I, Bénard was not
aware of Rayleigh’s work until the late 1920s, well
after Rayleigh’s death. In the late 1920s and early
1930s, Bénard compared his experiments to the theo-
retical work of Sir Harold Jeffreys who had repeated
Rayleigh’s stability analysis but with the appropriate
mixed boundary conditions of a free-slip top and a no-
slip bottom (see Wesfried, 2006). Bénard found the
patterns predicted in Jeffrey’s work matched some of
his experiments, but the conditions for convective
onset still did not agree, implying a significant dispar-
ity between theory and Bénard’s experiments.

Bénard was aware at the time of his first experi-
ments of problems inherent with an open surface, but
he was mainly concerned with the fact that some
working fluids, especially volatile ones such as alco-
hol, experienced evaporative convection, which is
often coincident with Marangoni (surface tension
driven) convection (see Berg er al, 1966). Bénard
thus used fats or oils (i.e., spermacetti) and wax that
had higher melting temperature and thus lower vapor
pressures. Block (1956), however, repeating Bénard’s
experiments, later suggested that thermally induced
surface tension gradients, rather than thermal buoy-
ancy, were the cause for the observed motions and
surface deflection; surface tension-driven convection,
now known as Marangoni—Bénard convection, was
formally developed by Pearson (1958).

Throughout his life, Bénard continued to make ana-
logies between the cells of his experiments and natural
ones, in some cases incorrectly (e.g, Taylor—Couette
rolls). However, he correctly advocated the cellular
cause of solar granulation. Moreover, he promoted the
idea that cloud streets were due to longitudinal con-
vective rolls aligned parallel to wind; he directed
experiments on convection in a tilted layer, and ones
with a moving top boundary, to find alignment of con-
vection rolls (see Wesfried (2006) and references
therein), essentially identical to what it is referred to
in mantle dynamics as Richter rolls. Additional reading
and historical sources for this brief history are Wesfried
(2000) and Mannville (2006).

7.01.2.4 Arthur Holmes (1890-1965)

The prospect of convective heat transport in the mantle
was alluded to in the early to mid-nineteenth century
(e.g, Schubert er al, 2001; England er al, 2007).
However, Arthur Holmes (Figure 4) can rightly be
considered one of the founders of the physical theory
of mantle convection as it pertains to the driving
mechanism of continental drift. Even so, Holmes is

Figure 4 Arthur Holmes (1890-1965). Used with
permission from the Arthur Holmes Isotope Geology
Laboratory at Durham University.
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stll perhaps most well known for championing the
science of radiometric dating to infer the age of the
Earth, and for establishing the geologic timescale
(Lewis, 2000).

Arthur Holmes was born in Gateshead, in the
northeast of England, in 1890. As a precocious teenage
student, he was strongly influenced by a teacher who
introduced him to both physics and geology through
the writings of William Thomson (Lord Kelvin) and
the Swiss geologist Edward Suess. At the age of 17 he
went to London to study physics at the Royal College
of Science, which was then being absorbed into the
new Imperial College London, but he then changed
directions to geology. However, his background and
interest in physics would serve his geological ventures
throughout his life. In his final year at Imperial
College he studied the novel and exciting phenom-
enon of radioactivity, and the prospect of radioactive
dating of rocks, under the new young professor Robert
John Strutt, the son of Lord Rayleigh. Strutt had
himself been involved in a vigorous and public debate
over the age of the Earth with his father’s old friend,
Lord Kelvin (Lewis, 2000).

The debate over the age of the Earth is traditional
historical fare in gesocience (see Lewis, 2000). Suffice it
to say that the controversy swirled about both Bishop
Usher’s biblically inferred age of 6 ky and Lord Kelvin’s
cooling age of 20 My, neither of which could be recon-
ciled with geologists’ observations of sedimentation and
speciation rates that required the Earth to be no less
than 100 My old. However, the discovery of radioac-
tivity in rocks and the resolution of radioactive half-
lives suggested a nearly direct measure of rock ages. (It
also provided a heat source for keeping the Earth from
having to cool from a recent molten state.) Several
scientists attempted to develop the technique of radio-
metric dating, including R. J. Strutt and Ernest
Rutherford. But, in the end, Yale scientist Bertram
Boltwood identified lead as the final product of the
uranium-radium decay series; since lead was a nonvo-
latile and thus a nonleaking daughter product — unlike
helium — its concentration could be reliably measured.
Boltwood used this decay series to infer the age of rocks
in both Connecticut and Ceylon (now Sri Lanka) and
determined ages of these rocks between 535 My and
22Gy and published these results in 1907 (see
Turekian and Narendra, 2002). Using Boltwood’s
method, Holmes similarly dated Devonian rocks and
arrived at an age of 370 My; his results were presented
(in his absence) at the Royal Society in 1911.

By 1911, Holmes was already in Mozambique
where he had taken a job in mineral prospecting

because his scholarly stipend in London was not
enough to live on. However, he was there only 6
months, having fallen seriously ill with malaria. He
returned to London to take a job as demonstrator in
the Imperial College where he continued to push the
geochronological methods. In 1913, at the age of 23,
Holmes published his first book, The Age of the Earth,
where he calculated the planet’s age to be 1.6 Gy old,
which was less than Boltwood’s estimate. Although
geologists were, on the whole, relieved that the 6 ky
and 20 My ages were proven wrong, many still held
fast to the 100 My date and were reluctant to accept
the radiometrically inferred ages, probably because
many did not understand the new physical principles
of radioacuvity (Lewis, 2000, 2002).

Holmes married Margaret (Maggie) Howe in
1914 and he continued working as a demonstrator
in the Imperial College through World War I. After
the birth of his son, Norman, in 1918, Holmes found
that he was unable to support his small family on his
demonstrator’s salary, and thus took a job prospecting
for oil with a company in Burma in 1920. However,
the company soon went bankrupt. Moreover,
Holmes’ 4-year-old son Norman fell ill with dysen-
tery and, despite available medical attention, died in
1922. Holmes and his wife soon returned to England,
impecunious and grieving. His misfortunes contin-
ued, however, and he could not find a position until
1924 (in the meantime running a curio shop for
income), when he was offered a professorship at the
University of Durham to build a new geology
department.

Holmes remained at Durham for nearly 20 years.
In that time, he produced his now famous papers on
mantle convection as the cause for continental drift
(see below) and wrote his text Principles of Physical
Geology, the first edition of which appeared in 1944.
However, also during those years, Holmes’ wife
Maggie died (in 1938), but he was soon thereafter
remarried to Doris Reynolds, a fellow geologist.

Holmes left Durham in 1943 to assume the Regius
Professorship at the University of Edinburgh where
he remained until retirement in 1956. While at
Edinburgh, he continued to work on refining the
age of the Earth and developing the geologic time-
scale, in addition to other geological pursuits. He
received various high honors (e.g, the Wollaston
and Penrose medals in 1956; and Vetlesen prize in
1964), primarily for his work on the geologic time-
scale, not on continental drift and convection. In the
early 1960s, evidence for plate tectonics was mount-
ing, especially with the Vine—Matthews work in 1963
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on seafloor spreading. Holmes’ sense of vindication is
evident in his revised text, which was published the
year he died, in 1965.

Holmes and mantle convection. By the late 1920s and
early 1930s, the debate over the age of the Earth had
given way to a new controversy over the theory of
continental drift. As is well known, the German
meteorologist Alfred Wegner had proposed his idea
based largely on geographical evidence (Wegener,
1924; Hallam, 1987). But he also proposed that con-
tinents plowed through oceanic crust like ships, and
the driving force was due to centrifugal effects.
Although Sir Harold Jeffreys had done some of the
most fundamental work on convection theory (see
Schubert ez 4l. (2001) and Section 7.01.2.3), he had
argued that there were no available forces sufficient
to deform the Earth’s crust during continental drift.
Holmes, on the other hand, supported the idea of
continental drift but, along with Bull (1931), pro-
posed that subsolidus convection in the mantle —
powered by heat production from radioactive decay
— was instead the driving mechanism for continental
breakup, seafloor formation (not spreading), crustal
accumulation at convergence zones, and continental
drift (Holmes, 1931, 1933). Holmes’ ideas of subsolidus
convection were similar to present-day understanding.
Some notable differences his model has with contem-
porary mantle convection theory are that Holmes
believed that mantle flow would establish jets and
prevailing winds as in the atmosphere, although
these in fact arise through the combination of convec-
tion and planetary rotation; as discussed in Chapter
7.02, the effects of rotation are not significant in mantle
circulation. Moreover, Holmes also proposed that sea-
floor formation was associated with deep and active
mantle upwellings, which was later proved to be unli-
kely even as early as the 1960s (see Section 7.01.2.7).
Holmes’ theories of convection were, like Wegener’s
theory of continental drift, rebuffed and ignored,
although Holmes continued to teach these ideas
while at Durham and Edinburgh; indeed, his famous
text contains a final chapter discussing his view of
continental drift and convection.

Further reading and sources for this section can be
found in Hallam (1987), Lewis (2000, 2002), and
Schubert ez 4. (2001).

7.01.2.5 Anton Hales and Chaim Pekeris

Arthur Holmes is largely seen as a visionary in being
the champion of convection as the driving mechanism
for continental drift. However, near the same time as

his first papers, two important papers on mantle con-
vection were published, that is, by Anton Hales (Hales,
1936) and Chaim Pekeris (Pekeris, 1935). Both of these
used modern fluid dynamic theory to estimate not
only the conditions for convection, as Holmes had
done, but also to calculate the finite-amplitude velo-
city and stresses of convective currents, and to
compare them with predictions from gravity observa-
tions. Not only were their theories fluid dynamically
sophisticated, but their predictions were borne out 30
years later in measurements of plate motions.
Moreover, their respective papers were precursors to
the modern analysis of how convection is reflected in
gravity, geoid, and topography. Thus these two
authors warrant some discussion. Both Hales and
Pekeris were perhaps better known for their lifelong
contributions outside of mantle dynamics (e.g., seis-
mology) but they both played important roles in the
growth of geophysics in the twentieth century.

7.01.2.5.1 Anton Linder Hales (1911-2006)
Anton Hales (Figure 5) was born in Mossel Bay, in
the Cape Province of South Africa in March 1911. As
with all our historical subjects, Hales showed an early
aptitude and talent for science and graduated from
the University of Capetown with a BSc in physics

Figure 5 Anton L. Hales (1911-2006). Used with
permission from the Department of Geosciences of the
University of Texas at Dallas.



12 An Introduction and Overview

and mathematics, at the age of 18, and a MSc at 19.
He then, in 1931 at the age of 20, took up a post as a
junior lecturer in mathematics at the University of
Witwatersrand in  Johannesberg (Lilley, 2006).
However, after only one more year, he received a a
scholarship to study at Cambridge. Although intend-
ing to study quantum mechanics, he was convinced
by Sir Basil Schonland (a senior lecturer in physics at
the University of Capetown) that this was the “wrong
choice” (Lambeck, 2002) and that he should instead
study geophysics. Thus, while in Cambridge, Hales
studied with Sir Harold Jeffreys and interacted with
Keith Bullen, and received his BA in mathematics
from St. John’s College in Cambridge in 1933.

Hales returned to South Africa where he resumed
his post as junior lecturer and eventually senior lec-
turer in applied mathematics at the University of
Witwatersrand. While there he also carried out
research primarily in seismology for which he
received his PhD from the University of Capetown
in 1936. That year Hales married Marjorie Carter with
whom he had two sons, James and Peter (Lilley, 2006).

At the outbreak of World War II, Hales scientific
career was put on hold and he served as an engineer-
ing officer in the North African campaign. After the
war, Hales left his lecturer position to become a
senior researcher at the Bernard Price Institute for
Geophysical Research at the University of
Witwatersrand where he worked on development of
seismic and gravity measurement methods. However,
in 1949, he left BPI for a professorship in applied
mathematics and became the head of the mathe-
matics department at the University of Capetown.
During these years, he went briefly to Cambridge
(1952) to receive a masters degree. In 1954, he
returned to Witwatersrand as director of BPI and
professor of geophysics. While director of BPI, he
continued to push for development of geophysical
methods, including paleomagnetism, and he was
involved with some of the first measurements antici-
pating plate tectonic motions by looking at pole paths
in South Africa, which began to convince Hales of the
validity, after all, of continental drift (Lambeck,
2002). It was also during his time at BPI, in 1957,
that Marjorie, his wife of 21 years, died.

In 1962, Hales left South Africa for the United
States to become the founding director of the
Geoscience Division for the Southwest Center for
Advanced Studies, later to become the University of
Texas at Dallas. That year he also married Denise
Adcock with whom he had two more sons, Mark and
Colin. While in Texas, Hales continued to build a

powerful research institute and made major contribu-
tions to seismic studies of the crust and upper mantle.

In 1973, at the age of 62, Hales was convinced
(most notably by Ted Ringwood and John Jaeger
(Lambeck, 2002)) to move to the Australian National
University (ANU) to become the founding director of
the Research School of Earth Sciences (RSES) where
he served untl 1978. Hales was an active and unique
director in that he minimized departmental structure
and bureacracy and pushed his scientific staff to work
globally rather than on regional Australian studies,
thereby establishing the school’s reputation as one
of the world’s foremost Earth science insttutes.
Moreover, under his directorship, the sensitive high
resolution ion microprobe (SHRIMP)-then a very
new and expensive technological advance in geo-
chemical analysis — was developed.

Hales retired from ANU in 1978 and returned to
the University of Texas as Professor of Geophysics.
He retired from the University of Texas shortly
thereafter in 1982, and returned to ANU and RSES
to resume his position as Emeritus Professor until
2002. By the time of his retirement, he had been
made a Fellow of the Royal Society of South Africa,
the American Geophysical Union (AGU), and the
Australian Academy of Sciences; in 2003, he was
given the Centenary Medal from the Australian gov-
ernment. Hales stayed in and around Canberra for
the remainder of his life. However, in 2004, his son
Mark from his second marriage was tragically killed
in a car accident (Lilley, 2006), only two years before
Anton Hales himself passed away, in December of
20006, at the age of 95.

Halé s and comvection in the mantle. Anton Hale’s work
on the viability of mantle convection occurred during
his doctoral studies but was unrelated to his disserta-
tion research; his paper on the subject was published in
1935 before receiving his PhD. The problem he exam-
ined, suggested to him by Harold Jeffreys, concerned
the plausibility of convection with regard to whether
the buoyant stresses driven by a mantle of a certain
viscosity and heat input were consistent with those
inferred by the gravity anomalies measured during the
famous submarine gravity surveys of F. A. Vening
Meinesz. To calculate convective stresses, Hales esti-
mated convective velocities by equating mid-mantle
advective heat transport with the conductive surface
heat transport necessary to remove the net radiogenic
heat production. Hales’ relationship for his velocities
could be shown to yield very plausible tectonic velo-
cities, as mentioned by Jeffreys himself in the later
editions of his famous text (Jeffreys, 1959). (Similarly,
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as shown in Bercovici (2003), a simple balance of the
net advective heat extraction by slabs of a given mean
temperature anomaly against the known mantle cool-
ing rate predicts quite readily slab velocities of 10
emyr ') Hales used these velocities to estimate the
stresses of convective currents, and compared these
with the stresses necessary to support mass anomalies
inferred from gravity measurments. Although Jeffreys
no doubt believed that convective stresses in a stff
mantle would be far in excess of those predicted by
gravity, Hales showed that the stress estimates were in
fact very close and easily permitted a convecting
mantle. Jeffreys ‘communicated’ (i.e., sponsored) his
former student’s findings to the Royal Astronomical
Society for publicaton (Hales, 1936).

Further reading, including sources for this brief
history, are Lambeck (2002) and Lilley (20006).

7.01.2.5.2 Chaim Leib Pekeris (1908-93)
Chaim Leib Pekeris (Figure 6) was born in Lithuania,
in June 1908 in the town of Alytus, where his father was

Figure 6 Chaim L. Pekeris (1908-93). From Gilbert F
(2004) Chaim Leib Pekeris, June 15, 1908-February 24,
1998. Biographical Memoirs 85: 217-231. National
Academy of Sciences. Reprinted with permission from the
National Academies Press Copyright 2004, National
Academy of Sciences.

a baker. He was the oldest of five siblings, and had two
brothers and two sisters. As a youth, he was (unsurpris-
ingly) precocious in mathematics, and was apparently
teaching high school math by age 16. In the 1920s, he
and his two brothers emigrated to the United States
with the help of family and friends already in America
(Gillis, 1995; Gilbert, 2004). The three Pekeris brothers
became American citizens and continued their educa-
tion in the US. In contrast, one of his sisters moved to
Palestine in 1935 as a Zionist. The remaining sister and
their parents were, however, later murdered by anti-
Semites in Alytus during the Holocaust.

Chaim Pekeris entered the Massachusetts Institute
of Technology (MIT) in 1925 to study meteorology,
and obtained his BSc in 1929. He stayed on for grad-
uate work with Carl-Gustave Rossby and obtained his
doctorate in 1933. During his graduate career, he was
also a Guggenheim Fellow and studied meteorology
in Oslo. After finishing graduate studies, he became an
assistant geophysicist in the Department of Geology at
MIT, and from there rapidly transitioned away from
meteorology. He also received a Rockefeller
Foundation Fellowship in 1934, and at the same time
was married to Leah Kaplan.

Pekeris had been hired at MIT by Louis Slichter
who had himself been hired by MIT to establish a
geophysics program. Pekeris was his first hire and the
second was Norman Haskell, a new PhD from
Harvard. The combination of Pekeris and Haskell dur-
ing the early 1930s made important contributions to
the burgeoning problem of continental drift and mantle
flow. As is well known, Haskell was to perform the first
analysis of Fennoscandian uplift from which the visc-
osity of the mantle was initially estimated (Haskell,
1937). In conjunction with Haskell’s work, Pekeris did
a ‘hydrodynamic’ analysis of thermal convection in the
Earth’s mantle, which led to an accurate first-order
estimate of mantle flow and velocities (see below).

Chaim Pekeris also worked on free oscillations,
but in particular of stellar atmospheres, although this
laid the foundation for his study of free oscillations of
the Earth for which he was perhaps best known
(Gilbert, 2004). He further studied pulse propagation
and inverse problems in sonar sounding and was
promoted to associate geophysicist in 1936. From
1941 to 1945 Pekeris worked for the Division of
War Research at the Hudson Laboratories of
Columbia University, again studying the propagation
of acoustic pulses and waves; he continued there as
director of the Mathematical Physics Group (1945-50),
and had a joint appointment at the Institute for
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Advanced Study at Princeton. For his war research, he
was given the title of honorary admiral.

After the war, Pekeris continued his scientific
research in several areas, including microwaves, atomic
physics, and explosive sound propagation through a
fluid—fluid interface, which led to a seminal paper on
normal modes and dispersion. He also produced the first
theoretical derivation for the critical Reynolds number
for onset of instability in pipe flow (Gilbert, 2004).

In addition to his scientific work, Pekeris was
involved with assisting in the ‘birth’ and stability of
the new state of Israel by aiding in the transfer of US
military surplus to Palestine (Gilbert, 2004). In 1950,
Chaim Weizmann, the first President of Israel, con-
vinced Pekeris to move to the Weizmann Institute of
Science in Rehovot, Israel, to be the founding chair of
the Department of Applied Mathematics.

At that ume conditions for the university in
Rehovot were extreme since Israel was in an
almost constant state of war, with the students and
many faculty in the army. The situation likely con-
tributed to Pekeris’ pragmatic approach of pursuing
development of applied math and physics through a
computational effort (Gillis, 1995). Thus, part of
his negotiation to come to the Weizman Institute was
to be given funds to build one of the world’s first
digital computers for scientific studies, the Weizmann
automatic computer (WEIZAC), which was completed
in 1955 and whose design was based on the von
Neumann machine. The WEIZAC’s first use was to
solve Laplace’s equations for Earth’s ocean tides for
realistic continental boundaries; this was a major
accomplishment showing the power of computers to
turn theory into ‘modeling’ (Gillis, 1995).

Pekeris continued to build and recruit for the
applied mathematics department and mentored
many graduate students who went on in science and
other faculty positions. He was also involved in estab-
lishing the first Israeli geophysical survey which led to
the discovery of oil in Israeli territory. In 1952, he was
elected to the US National Academy of Sciences.
While in Israel he continued to work on atomic phy-
sics (on the ground states of helium), as well as wave
propagation and free oscillations in both stars and the
Earth, and he was able to test his free oscillations
theory with data from the giant 1960 Chile earth-
quake. He and his students continued development
of computing synthetic seismograms from generalized
ray theory, which was computationally intensive and
required a computing upgrade from WEIZAC to the
more powerful GOLEM series of Israeli-developed
‘supercomputers’. He continued to work on all these

problems of atomic phyiscs, seismology, tides, free
oscillations, and hydrodynamics unul his retirement
at the age of 65 in 1973, which was also the year that
his wife Leah passed away. Even after retirement he
continued to do research, for example, publishing
again on the physics of ocean tides in 1978. Near and
during this postretirement time, he was recognized for
his lifelong contributions and was elected to various
societies and given prizes such as the Vetlesen prize
(1973), the Gold Medal from the Royal Astronomical
Society (1980), and the Israel prize (1981). In 1990, the
Mathematical Geophysics meeting was held in
Jerusalem in honor of Pekeris and his contributions.
In February of 1993, Chaim Pekeris died as a result of
injuries from a fall in his home in Rehovot. The
following year the Weizmann Institute of Science
began the annual Pekeris Memorial Lecture.

Pekeris’ model of mantle convection. Chaim Pekeris’s
paper on the viability of mantle convection (Pekeris,
1935) was in many ways one of the first truly sophis-
ticated analyses of mantle convection. His basic
hypothesis was to examine the convective circulation
caused by lateral thermal gradients associated with
the difference between a warm subcontinental mantle
and a cooler suboceanic mantle, both estimated from
crustal thickness and mantle heat production. Pekeris
also used Haskell’s value for mantle viscosity, and
calculated that the convective velocities were of the
order of 1cmyr ' which is a perfectly plausible
tectonic velocity. However, Pekeris’ theory also laid
the groundwork for other effects, including account-
ing for convection in a deep spherical shell, the effect
of convection on distortion of the surface, and the net
effect of convective density anomalies and surface
deflections on the gravity field, thereby predating
modern analysis of geoid and topography by 50
years. Pekeris’ paper was published 5 months before
Anton Hale’s paper, although they were both
received at the same time (December 1935) and
were similarly communicated by Harold Jeffreys to
the Royal Astronomical society. As with Hales,
Pekeris was not to examine mantle dynamics again
since it is likely that this field was perceived as too
speculative and without promise.

Further reading, including sources for this brief
history, are Gilbert (2004) and Gillis (1995).

7.01.2.6 Harry Hammond Hess (1906-69)

Harry Hess (Figure 7) was one of the giants of the
plate tectonics revolution, not only through his
legacy of careful seagoing observations, but in his
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Figure 7 Harry H. Hess (1906-69). From Shagham R,
Hargraues RB, Morgan WJ, Van Houten FB, Burk CA, Holland
HD, Hollister LC (eds.) (1973) Studiies in Earth and Space
Sciences: A Memoir in Honor of Harrg Hanmond Hess. The
Geological Society of America Memoir 132. Boulder, CO: The
Geological Society of America.

landmark paper (Hess, 1962) hypothesizing the
essence of seafloor spreading and subduction. Hess
was also (along with Keith Runcorn; see Section
7.01.2.7) one of the leading proponents, at the dawn
of the plate tectonics revolution, for the mantle-con-
vection driving mechanism of plate motion.

Harry Hammond Hess was born in New York
City in May 1906. At the age of 17, he entered Yale
University to study electrical engineering, but
switched to geology and, despite purported failures
at mineralogy, graduated with a BS in 1927.

After graduating from Yale, he worked as a mineral
prospector in northern Rhodesia for two years. He then
returned to the US where he started graduate school at
Princeton. For his PhD he worked on ultramafic peri-
dotite, thought to be part of the mantle. During
graduate school he also took part in some of F. A.
Vening Meinesz’ submarine gravity surveys, particu-
larly of the West Indies island arc, which later inspired
him for further marine surveys while in the navy. Hess

finished his graduate studies and received his PhD in
1932. After graduation and brief appointments at
Rutgers and the Geophysical Laboratory at Carnegie,
he returned to Princeton where he joined the faculty in
1934 and was to remain there for the rest of his life,
other than brief visiting professorships at the University
of Capetown from 1949 to 1950 (where he likely inter-
acted with Anton Hales), and Cambridge in 1965.

To continue the submarine activities he started
with Vening Meinesz, Hess arranged in the 1930s a
commission as an officer (lieutenant) in the US Navy
reserve. After the attack on Pearl Harbor in December
of 1941, he was called to active duty. He was first
involved with enemy submarine detection in the
North Atlantic and developed a technique for locating
German submarines. He volunteered for hazardous
duty to complete the submarine detection program
by joining the submarine decoy vessel USS Big Horn.
He was later made commanding officer of the USS
Cape Fobnson, which was a transport ship. Hess was
involved with some of the major island-hopping land-
ings of the Pacific theatre, such as the landings at the
Marianas, Leyte, Linguayan, and Iwo Jima. However,
Hess also continuously ran his ship’s sonar echo soun-
der to detect bathymetry en route to these landings,
thereby collecting seafloor profiles all across the
North Pacific. These surreptitious surveys led to the
discovery of ‘guyots’, flat-topped seamounts, which
Hess named after Swiss geographer Arnold Guyot
who founded the Princeton department. Hess inferred
these guyots to be islands that had been eroded to sea
level but had become submarine due to seafloor migra-
tion, hence providing one of the first major clues of
seafloor mobility. Such seafloor mapping continued
under the newly formed Office of Naval Research,
and this led to the discovery of the mid-ocean ridge
system, which was also found to have in many
instances rift-shaped valleys running along its length.

After the war Hess returned to Princeton and
initiated and directed the massive multinational
Princeton Carribean Research Project which set out
to perform a comprehensive exploration of Carribean
geology, producing more than 30 PhD’s in the pro-
cess. Hess was made department chair in 1950, a
position he kept for 16 years, and during which he
led a large expansion of the Princeton department. In
1952, he was elected to the National Academy (the
same year as Chaim Pekeris’ election) and also served
on various national advising committees. In the late
1950s, he and Walter Munk initiated the Mohole
Project to drill through the ocean crust into the
mantle, and he continued his work on Mohole
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through to 1966, leading to technical breakthroughs
that paved the way for the Deep Sea Drilling Project.

Harry Hess continued to serve his department and
as national advisor through the 1960s. He was
involved with development of the national space
program and was on a special panel appointed to
analyze rock samples brought back from the Moon
by Apollo 11. He received numerous honors and
awards: apart from National Academy membership,
he also was given the Penrose Medal in 1966, elected
to the American Academy of Arts and Sciences in
1968, and in 1969, just months before his death, he
was given an honorary doctorate by Yale.

In late August 1969, Hess was chairing a meeting
of the Space Science Board of the National Academy
in Woods Hole Massachusetts, which was discussing
the scientific objectives of lunar exploration only a
month since the amazingly successful Apollo 11 mis-
sion. During the meeting on August 25, Hess suffered
a fatal heart attack. He was buried in Arlington
National Cemetery. He was pothumously given the
NASA Distinguished Public Service award, and the
AGU established, as one of its primary awards, the
Hess medal in his honor (Dunn, 1984).

Hess, plate tectonics, and mantle convection. In 1960,
Harry Hess wrote an internal report to the Office of
Naval Research propounding his hypothesis of sea-
floor spreading. Years of experience in seafloor
surveying led him to believe that mid-ocean ridges
had rift valleys; his knowledge of sedimentology and
petrology also made evident to him that neither sea-
floor sediments nor fossils were ever more than a few
hundred million years old. Hess, was essentially con-
vinced by Wegener’s observations of continental
breakup, and he proposed the idea that the ocean
crust diverged away from linear ridges of volcanic
activity, later known as seafloor spreading, and that
sediments were swept into trenches. He also proposed
that ocean crust was subducted, but continental crust
tended to scrape off sea sediments to make mountain
ranges. In 1962, Hess republished the same paper in a
peer-reviewed volume (Hess, 1962), and this paper
became one of the most famous and highly cited
papers in geoscience, and was a landmark in the plate
tectonics revolution. However, evidence and verifica-
ton of the idea did not come unul the Vine—Matthews
study of magnetic seafloor lineations in 1963. The idea
that the seafloor traveled like a conveyor belt essen-
dally satsfied the main objections to continental drift.

At the same time that Hess proposed seafloor spread-
ing he also concluded, in the same paper, that the driving
mechanism for surface motions was mantle convection,

based on observations of gravity anomalies and studies
of peridotites, which being ultramafic were assumed to
upwell from the mantle. His convection postulate was
not based on fluid dynamical analysis but on a synthesis
of observations and physical intuition about the ramifi-
cations of seafloor spreading and seafloor destruction at
trenches. His intuition about the importance of subduc-
tion as convection was largely correct, although he, like
Holmes, assumed that ridges involved active upwelling
(which he also thought carried much more water than is
presently known to occur) and that ridges were henced
pried apart by convection (Hess, 1962).

Additional reading and historical sources for this
brief history are Buddington (1973), Leitch (1978),
and Dunn (1984).

7.01.2.7 Stanley Keith Runcorn (1922-95)

Keith Runcorn (Figure 8) is a unique figure in that
he was at the forefront of major discoveries in paleo-
magnetism that led to the modern theory of plate
tectonics, and was also an early and vigorous propo-
nent for the theory of mantle convection, not just as a
driving mechanism for continental drift, but also in
other planets, particularly the Moon.

Figure 8 S.Keith Runcorn (1922-95). American Geophysical
Union, courtesy, AIP Emilio Segre Visual Archives.
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Stanley Keith Runcorn was born in Lancashire,
England, in November 1922, and was educated there
as a youth. While an intellectually active young man,
he was more interested in history and geography,
although he was eventually persuaded by his father
and school headmaster to pursue science, particularly
astronomy (Collinson, 1998). At 18, in 1940, he went
to Cambridge to study electrical engineering and
graduated in 1943. He subsequently joined a tele-
communications research firm in Worcestershire to
work on radar during the remainder of World War IL.

After the war, in 1946, Runcorn took an assistant
lectureship in physics at Manchester University to
initially work on cosmic radiation, but then moved to
study stellar and planetary magnetic fields. The first
dynamo theories by Elsasser and Bullard had just been
proposed, and Runcorn’s first work was to test the
core-origin of the geomagnetic field by examing the
variation of horizontal field strength in coal mines,
which he found to increase with depth thereby lending
support to the core-origin hypothesis; this work led to
Runcorn’s PhD degree in 1949 (see Collinson, 1998).

In 1950, Runcorn moved to the Cambridge
Department of Geodesy and Geophysics and worked
on remanent magnetism of rocks of different ages to
infer polar wander paths for both Great Britain and
North America, which were found to differ. After
testing and eliminating the possibility of large uncer-
tainty in the data, Runcorn became convinced that
the variation in paths was due to continental drift,
and this set of observations in the end formed one of
the cornerstones for the advent of plate tectonics (see
Girdler, 1998).

In 1956, Runcorn left Cambridge for the Chair of
Physics at King’s College, University of Durham at
Newcastle upon Tyne. He was to remain there untl
his retirement from the British system in 1988. He
quickly established a geophysics program within the
Physics Department (largely by moving Cambridge
colleagues with him) and continued to work on and
foster paleomagnetic studies, with considerable field
work of his own in the Western United States. During
this time, he also established his well-known reputa-
tion for extensive travel and departmental absence,
earning the facetious title of “Theoretical Professor
of Physics” (Collinson, 1998).

It was during his time in Newcastle that Runcorn
began his work on mantle convection (see below),
which also led to his growing-core hypothesis that
had implications for the change of length of day.
These ideas prompted Runcorn to move toward the
study of coral growth rings, which demonstrated that

he had no fear of moving into a different field, even if
it was biology. He also continued work through the
1960s on ocean currents and tides, but then even-
tually landed on the study of the Moon, which, given
the advent of space exploration and the Apollo pro-
gram, was a field he would pursue for the remainder
of his life. Runcorn continued to work on ideas of
convection and geomagnetism in the Moon as well as
on various other topics including Chandler wobble,
Jupiter’s rotation, and Mars geodesy. In the late
1980s, before his retirement, he also became inter-
ested in variations in the gravitational constant G, but
this pursuit was eventually found to be fruitless.
Runcorn retired from Newcastle in 1988 and took a
part-time Chair at the University of Alaska at
Fairbanks, while also keeping a position in physics
at Imperial College London. During his life, Runcorn
had been elected a Fellow of the Royal Society
(1965), received the Gold Medal of the Royal
Astronomical Society (1984), the Fleming Medal of
the AGU (1983), Vetlesen Prize (1971), Wegener
Medal (1987), and several other honors.

In 1995, on the way to the AGU meeting in San
Francisco, Keith Runcorn stopped off in San Diego to
give a seminar and discuss Galileo Orbiter results
with a colleague. On December 5, he was found
dead, the victim of a violent homicide, the perpetra-
tor of which was later apprehended and found guilty
of first degree murder and sentenced to imprison-
ment (Imperial College Reporter, 1996, Nature, 1997).

Runcorn and mantle convection. Not long after his
move to Cambridge in 1956, Keith Runcorn became
interested in mantle convection as a driving mechan-
ism for continental drift. In two papers in Nature in
1962 (Runcorn, 1962a, 1962b), he established the
theoretical arguments for subsolidus creep in the
mantle under buoyancy stresses and made a quanti-
tative prediction of convective velocities similar
(although perhaps unbeknown to him) to those of
Hales and Pekeris. He also believed that a growing
core influenced the onset of convective-driven drift,
an idea that never found much traction.

Runcorn also proposed the then radical idea that the
long-wavelength geoid was not frozen into the Earth
but was due to mantle convection (Runcorn, 1963).
While Runcorn’s analysis of the geoid was not as
sophisticated as modern analysis (see Chapters 7.02,
7.04, 7.08), it did lead him to infer that spreading centers
were not sites of deep active upwellings, as had been
inferred by Holmes and Hess, but were better explained
by broad upwellings, which is a more modern and
plausible view of mantle flow (see Chapters 7.07, 1.12).
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This observation also prompted Runcorn to have little
faith in the significance of the ridge-push force
(Runcorn, 1974; Girler, 1998). In many ways, Keith
Runcorn’s views of mantle convection were well
ahead of their time and have largely been borne out
by the last several decades of analysis.

Additional reading and historical sources for this
brief history are Collinson (1998) and Girdler (1998).

7.01.2.8 Mantle Convection Theory in the
Last 40 Years

The origin of modern mantle convection theory was
not only contemporaneous with the birth (or rebirth) of
the theory of plate tectonics but also with the advent of
the study of nonlinear convection. Up ull the early
1960s, the study of linear convection, that is, the
onset of convective instability from infinitesimal per-
turbations (see Chapters 7.02, 7.04) was well studied
across several fields, as summarized in the classic trea-
tise by Subramanyan Chandrasekhar (1910-95; Nobel
Prize 1983) (Chandrasekhar, 1961). However, the mid-
1960s witnessed increased activity in experimental
studies of convection as well in theories of finite-
amplitude or nonlinear convection (see Manneville,
2006). Well-controlled experiments that documented
transitions in convective state (e.g, patterns) (see
Chapter 7.03) provided inspiration and testing for var-
ious studies of nonlinear convection, leading to several
seminal theoretical approaches such as nonlinear per-
turbation theory and matched asymptotic analysis (see
Chapter 7.04).

Along with the plate tectonics revolution and the
renewed study of the physics of convection, mantle
convection theory made rapid progress and growth
and achieved a rather mature level in the late 1960s
and early 1970s (e.g, Turcotte and Oxburgh, 1972;
Oxburgh and Turcotte, 1978) through the work of
various investigators that had migrated in from physics
and engineering, most notably Dan McKenzie, Jason
Morgan, Donald Turcotte, and Gerald Schubert, the
former two also having made major contributions to
formulating the modern working theory of plate tec-
tonics (see Chapter 6.02). Throughout the late 1960s
and 1970s, many of the fundamental problems of con-
vection in a solid-state mantle had been identified,
although not necessarily solved. This included the
fact that mantle convection was occuring in a fluid
with a complex variable rheology, and that convection
was occuring through multiple solid—solid phase trans-
formations most notably at the top and bottom of the
Earth’s transition zone at depths of 410 and 660 km,

respectively (see Chapters 1.17, 2.06, 7.02, 7.08). This
work set the stage for the explosion in the field of
mantle dynamics that occurred during rapid improve-
ments in computing power and numerical methods. In
particular, many seminal contributions in the numer-
ical analysis of mantle convection were made by Ulrich
Christensen and colleagues during the 1980s and 1990s.
With the combination of laboratory, theoretical, and
numerical analyses, along with improved observations
coming from, in particular, seismology, isotope geo-
chemistry, and mineral physics, our picture of mantle
convection has progressed in the last 20 years to highly
sophisticated levels of complexity and realism,
although much still remains to be understood.

7.01.3 Observations and Evidence
for Mantle Convection

Many of the observations that are relevant to mantle
dynamics are covered in other volumes of this trea-
tise, as well as within this volume. As discussed above
in Section 7.01.2, the modern theory of mantle con-
vection was motivated as the driving mechanism for
continental drift and plate tectonics. The observa-
tions that in themselves inspired the resurgence of
the mobile-surface theory of plate tectonics was lar-
gely from paleomagnetic studies showing relative
continental motion and seafloor spreading (see
Sections 7.01.2.6, 7.01.2.7, and Chapters 5.12, 6.02).
Global seismicity also gave clear delineation of the
structure of plates and locations of plate boundaries
(Chapter 4.16), as well as outlines of subducting slabs
along zones of deep earthquakes or Wadati—Benioff
zones (Chapter 4.11). With the advent of the space
program and satellite measurements came accurate
geodetic measurements of sea-surface height and
hence global models of the Earth’s geoid and gravity
field (Chapter 3.02) which provide important con-
straints about the density structure of the mantle
associated with convection (see Chapter 1.23).
Mantle geochemistry and petrology also provided
important constraints on mantle dynamics through
the analysis of magma reaching the surface from the
mantle at mid-ocean ridges, ocean islands, large
igneous provinces, and at subduction-related arcs.
Isotopic and petrologic analyses of melting, as
well as melt fractionation of trace elements, gave
important information regarding the depth of melt-
ing beneath ridges and hot spots. However, the
disparity between the concentration of incompatible
elements in mid-ocean ridge basalts (MORBs) and
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ocean-island basalts (OIB), in addition to a host of
other geochemical arguments involving, for example,
noble gas isotopes, has been one of the driving motiva-
tions for inferences about the preservation of isolated
reservoirs (e.g., layering) in the mantle. These geo-
chemical observations, however, seem to conflict with
geophysical evidence for whole-mantle stirring by
sinking slabs (van der Hilst er 4/, 1997; Grand ez al,
1997), and this has engendered a long-standing debate
about the structure and nature of mantle convection
(see Section 7.01.6.2, Chapters 7.10, and 2.04).

Our understanding of mantle dynamics also draws
from observations on other planets. The lack of crater-
ing record on Venus argues for massive resurfacing
events, and giant volcanoes on Mars are evidence of
extensive and deep magmatism (see Chapters 10.06 and
10.09). However, that neither of our neighboring ter-
restrial planets appears to have at least present-day
plate tectonics continues to be one of the cornerstones
in the argument that plate tectonics requires liquid
water (Tozer, 1985).

7.01.4 Mantle Properties

The study of mantle convection has a boundless appe-
tite for information on the properties of the convecting
medium. Indeed, what caused the theory of continen-
tal drift to be marginalized for decades was the
material property argument by Sir Harold Jeffreys
that the Earth was too strong to permit movement of
continents through ocean crust. Later measurements
of mantle viscosity by postglacial rebound were an
important key element in recognizing that the mantle
is fluid on long timescales (see Chapter 7.02).

Fluid dynamics is rife with dimensionless num-
bers and one of the most important such numbers in
the study of convection is the Rayleigh number (see
Chapter 7.02). The Rayleigh number defines the
vigor of convection in terms of the competition
between gravitationally induced thermal buoyancy
that acts to drive convective flow, and the dissipative
or resistive effects of both fluid viscosity, which
retards convective motion, and thermal diffusion
which acts to diminish thermal anomalies. The

Rayleigh number is written generically as
pgaATd?
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where p is density, g is gravitational acceleration, v is
the thermal expansivity, AT'is the typical temperature

contrast from the hottest to coldest parts of the fluid
layer, 4 is the dimension of the layer such as the layer
thickness, x 1s thermal diffusivity, and p 1s dynamic
viscosity (see Chapter 7.02).

An estimate of the mantle Rayleigh number by
itself requires knowledge of the material responses to
various inputs such as heat and stress. The response
to heat input involves heat capacity, thermal expan-
sivity «, and heat conduction or thermal diffusion (k)
(see Chapters 2.06, 2.19, 7.02). The density structure
inferred from high-pressure and temperature experi-
ments (see Chapter 2.06), and seismology (see
Chapters 0.01, 1.17), constrain how mantle density p
responds to pressure changes as upwellings and
downwellings traverse the mantle, undergoing sim-
ple compression or decompression, as well as solid—
solid phase transitions; both effects can have either
stabilizing or destabilizing effects on mantle currents
(Chapters 7.02, 7.08, 7.09).

One of the most important factors within the
Rayleigh number and in the overall study of mantle
convection is viscosity g That the mantle is viscous at
all was one of the key elements in determining the
viability of the mantle convection hypothesis. That
continents were inferred to be in isostatic balance
clearly implied that they are floating in a fluid mantle;
but isostatic equilibrium does not indicate how fluid the
mantle is since it gives no information about how long
it takes for the floating continents to reach an isostatic
state. However, measurements of this approach to iso-
stasy could be taken by examining postglacial rebound,
that is, the uplift of high-latitude continental masses
such as Scandinavia and Canada, following the melting
of the glacial ice caps after the end of the last ice age
(Haskell, 1937; see Chapter 3.07). From these analyses
came one of the most crucial and well-known material
properties: the average viscosity of the mantle of
p=10""Pas. Today, the analysis of the mantle’s
response to changing loads (e.g, melting ice caps or a
decrease in Earth’s rotation rate) is done through an
increasingly sophisticated combination of geodetic
satellite and field analyses, which further refine the
viscosity structure of the mantle (see Chapters 3.07,
123, 7.02, 7.04).

The viscosity of the mantle is so large that it is
called a slowly moving or creeping fluid and thus does
not suffer the complexities of classical turbulence
(Chapter 7.02). However, one of the greatest of all
complexities in mantle dynamics is associated with
the various exotic rheological behaviors of mantle
rocks, which are almost exclusively inferred from
laboratory experiments (Chapter 2.14). Mantle
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viscosity is well known to be a strong function of
temperature, and the dramatic increase in viscosity
toward the surface leads to various conundra about
how plate tectonics forms or functions at all and/or
how subduction zones can ever initiate from such a
cold strong lithosphere (see Chapters 7.02, 7.03, 7.08,
2.14, 9.06). The mantle’s rheology is also complicated
by the various deformation mechanisms it can assume,
prevalently diffusion creep at ‘low’ stress, and disloca-
tion creep at higher stress, although other creep and
slip mechanisms are also possible (see Chapters 2.14,
7.02). In diffusion creep, viscosity is a function of
mineral grain size and this effect can induce dramatic
changes if grain-growth or grain-reduction mechan-
isms exist. In dislocation creep, viscosity is non-
Newtonian and is a function of stress itself, thereby
undergoing pseudoplastic behavior in which the mate-
rial softens the faster it is deformed. These and many
more complexities (see Section 7.01.64) continue to
keep mantle convection a rich field.

7.01.5 Questions about Mantle
Convection We Have Probably
Answered

7.01.5.1 Does the Mantle Convect?

The existence of this entire volume, as well as an
enormous body of literature on mantle convection,
would seem to obviate this question. However, less
than 50 years ago, the notion that the mantle convects
was not entirely accepted. The physical requirements
or conditions for a fluid mantle to convect (ie., a
sufficiently high Rayleigh number) could be inferred
from material property measurements; these indeed
imply that the Rayleigh number is perhaps a million
times what 1s needed to just barely convect at all, and
thus should be convecting vigorously (see Chapter 7.02).

However, the direct observation of a convecting
mantle is most closely linked to those that verify
plate tectonics (Chapter 5.12) and to seismic imaging
of the Earth’s interior. Plate spreading and subduction,
and the ‘creation’ and ‘destruction’ cycle of lithosphere
that they represent, demand vertical transfer from the
surface into the mantle and vice versa. That heat flow
and bathymetry measurements show the lithosphere
going from a hot ridge to a cold trench is not only
evidence that ridges and trenches are the expression of
upwellings and downwellings, respectively, but that
the cooling lithosphere is nothing more than a convec-
uve thermal boundary layer (see Chapters 7.02, 7.04,
6.05). Lastly, seismology has given us not only the

deep-earthquake trace of the cold sinking slab along
the Wadati—Benioft zone (Chapter 4.11) but also tomo-
graphic images of these same slabs sinking deep into
the mantle (van der Hilst ez 4/, 1997, Grand et al., 1997).
There remains little if any doubt that the mantle
convects, but it is important to remember what the
first-order evidence 1s for this conclusion, especially
considering that the mantle is more inaccessible to
direct observation than are distant galaxies.

7.01.5.2 Is the Mantle Layered at 660 km?

The average structure of the mantle in terms of den-
sity and elastic properties was shown by seismological
studies (augmented by mineral physics) to contain
discontinuities, most notably at about 410 and
660 km depths (see Chapters 0.01, 1.17, 2.06), the latter
one being considerably more distinct. The presence of
a strong discontinuity in density at 660 km depth
suggested that the lower mantle was a denser and
perhaps 1solated and sluggish layer convecting sepa-
rately from the upper mantle. This layered-
convection argument was reinforced by observations
that deep earthquakes along subducting slabs seem to
cease around 700 km (see Chapter 4.11), and that some
tomographic images show slabs stalling at this depth.
This view also fits well with the geochemical infer-
ences that MORBs and OIBs must be coming from
different layers (the former from the upper mantle
above 660km, the latter from the lower mantle
below 660 km; see also Section 7.01.6.2 and Chapter
7.10). The convergence of seismology and geochem-
istry toward a single model of a mantle layered into
compositionally distinct regions was indeed a compel-
ling argument. The prospect of mantle convection
existing in two layers separated at 660 km depth was
a prevalent theme in the study of mantle convection
for several decades starting in the late 1960s.
However, high-pressure mineral physics experi-
ments indicated that mantle discontinuities are most
likely associated with solid—solid phase transitions, not
compositional changes. The major upper-mantle com-
ponent olivine was shown to undergo a change to a
spinel structure called wadsleyite at 410km depth;
wadsleyite itself undergoes a less dramatic transition
to ringwoodite at around 510 km, and then, at 660 km
depth, ringwoodite changes to a combination of per-
ovskite and magnesiowlistite (see Chapter 2.06).
Studies of convection in the presence of such phase
changes indicated that they might impede convection
temporarily but not indefinitely (se¢ Chapters 7.02,
7.08); and indeed seismic tomographic studies using
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body waves showed that many slabs do indeed pene-
trate this boundary and sink well into the lower mantle
(van der Hilst ez al., 1997; Grand ez al., 1997).

In the end, the predominant evidence points to the
mantle not being layered with an impermeable bound-
ary at 660 km depth. This of course leads to other
conundra, especially with regard to explaining geo-
chemical observations, which has thus inspired several
variants of deep-mantle layering and ways of isolating
reservoirs or chemical components (se¢ Chapter 7.10).

7.01.5.3 What Are the Driving Forces of
Tectonic Plates?

Upon the widespread acceptance of the plate tectonic
model, considerable effort was put forward to make
direct estimates of the plate-driving forces. This effort
was perhaps best represented by the seminal work of
Forsyth and Uyeda (1975), although considerable
work has followed since then (Jurdy and Stefanick,
1991). Several plate forces have been coined, most
notably the two driving forces of ridge push and slab
pull. Which of these two forces is dominant was the
subject of some debate (Hager and O’Connell, 1981;
Jurdy and Stefanick, 1991). However, perhaps the
most compelling evidence for slab pull is the profound
correlation, shown in the original paper by Forsyth
and Uyeda (1975), between the fraction of convergent
(trench) boundary and plate velocity (Figure 9);
essentially no other meaningful correlation was
shown between any other plate characteristic and
plate velocity. This correlation showed that the fastest
plates (of order 10cmyr~ ') have the most amount of
slab connected to them, while the slowest plates (of
order 1cmyr ") have little or no slab connected to
them, which demonstrated rather conclusively that
slab pull is the driving force of plate tectonics, because,
quite simply, for a plate to move it needs a slab
(Chapter 7.08). From a mantle convection perspective
this inference fits very well with the modern picture of
cold downwelling or slab-dominated mantle circula-
tion. That is, the Earth’s mantle is primarily driven by
the surface cooling of a mantle that is more or less
uniformly heated by radioactive decay of uranium,
thorium, and (at one time) potassium, and is also losing
primordial or fossil heat (se¢ Chapter 7.06); such a
configuration of distributed heat production and sur-
face heat loss typically leads to convection dominated
by cold downwelling currents, which are synonymous
with subducting slabs (see Chapter 7.08). Most impor-
tantly of all, the estimate of plate-driving forces are
thus completely reconcilable with and even subsumed
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Figure 9 A histogram of percent trench length (percent
that a plate boundary is comprised of subduction zone)
versus plate velocity for the major plates. (Initials on the
abscissa are for European (EUR), N. American (NAM), S.
American (SAM), Antarctic (ANT), African (AF), Caribbean
(CAR), Arabian (ARAB), Indo-Australian (IND), Philippine
(PHIL), Nazca (NAZ), Pacific (PAC), and Cocos (COC)
plates.) Adapted from Forsyth D and Uyeda S (1975) On the
relative importance of the driving forces of plate motion.
Geophysical Journal of the Royal Astronomical Society 43:
163-200 after Bercovici D (2003) The generation of plate
tectonics from mantle convection. Earth and Planetary
Science Letters 205: 107-121, Elsevier.

by the theory of mantle convection. Moreover, this
inference leads to the important conclusion that the
tectonic plates are not so much driven by convection,
they are convection. The plates are cooling thermal
boundary layers that are both driven by and become
slabs, which are in themselves convective downwel-
lings; the plates are thus convection.

7.01.6 Major Unsolved Issues in
Mantle Dynamics

7.01.6.1 Energy Sources for Mantle
Convection

The discovery of radioactive elements at the turn of
the nineteenth century was a key discovery in many
regards, including providing evidence that the Earth
has internal sources of heat. This was also the key
argument to refute Lord Kelvin’s estimate for the age
of the Earth since he assumed it was cooling freely
(without heat sources) from an initially molten state
(see Section 7.01.2.4 and also Chapter 9.01). Early
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estimates of the concentration of radioactive ele-
ments inside the Earth are based on heat flow and
geochemical measurements of crustal rocks, in con-
junction with cooling models (see Chapters 7.04, 7.06);
these arguments tended to point toward a high
enough concentration of radioactive elements in the
mantle to account for as much as 70-80% of the heat
flow out of the Earth to be due to radiogenic heating
(Schubert er al, 2001). This satisfied the condition
that the Earth has been cooling relatively slowly over
its 45Gy lifetime. However, recent estimates of
radioactive element abundances from the study of
chondrites (thought to be representative of planetary
building blocks) possibly suggest somewhat less
radiogenic heating (see Chapter 7.06). If radiogenic
heating is small, then more of the Earth’s heat flow is
from loss of fossil heat (as with Lord Kelvin’s assump-
tons; see also England er 4/ (2007); this would
demand rapid cooling from a recently excessively
hot or even molten state, unless the physical process
of convection was itself somehow very different in
the past in order for the mantle to retain its heat (see
Chapter 7.06, 9.06). Alternatively, if chondritic est-
mates of these radiogenic sources are very wrong,
then it implies significant problems with the chon-
dritic model for planetary composition and thus for
our understanding of Earth’s formation. Either possi-
bility leads to many intriguing directions for future
nquiry.

7.01.6.2 Is the Mantle Well Mixed, Layered,
or Plum Pudding?

As mentioned above in Sections 7.01.3 and 7.01.5.2,
there are various lines of geochemical evidence-ran-
ging from the disparity between trace-element
abundances in MORBs and those in OIBs, sources
and reservoirs of noble gases, source and origin of
continental crust, etc. — that suggest that the mantle
has 1solated reservoirs, such as distnct layers.
Although layering of the mantle at 660 km depth has
probably been eliminated, the motivation still persists
to reconcile the geochemical inference of an unmixed
mantle with the geophysical evidence of a well-stirred
mantle. The problem remains unsolved, although var-
ious models and solutions have been proposed, in
particular deep layering, or mechanisms for keeping
the mantle poorly mixed (the ‘plum pudding’ model).
This issue comprises the major thrust of Chapter 7.10,
and is touched upon in Chapter 7.09, as well as else-
where, notably Chapter 2.04.

7.01.6.3 Are There Plumes?

Convective plumes are relatively narrow cylindrical
upwellings typical of convection and especially in
fluids with strongly temperature-dependent viscosity,
such as mantle rocks. The existence of plumes in the
mantle was proposed by Jason Morgan (se¢ Chapter
7.09) to explain anomalous intraplate volcanism such
as at Hawaii. That hot spots appeared to be more or
less immobile relative to plates suggested a deep ori-
gin, and it has often been supposed that plumes
emanate from the most obvious heated boundary in
the mantle, the core—mantle boundary. However, deep
plumes have eluded direct observation by seismic
methods, other than with recent forefront techniques
that still remain controversial (Montelli ez 4/, 2004).
To some extent, evidence for the existence of plumes
is still circumstantial and thus they remain the subject
of ongoing debate. The subject of plumes and melting
anomalies is discussed in Chapter 7.09.

7.01.6.4 Origin and Cause of Plate
Tectonics

As noted already, the modern theory of mantle convec-
tion was motivated to provide the driving mechanism
for plate tectonics. We also argued above (Section
701.5.3) that plate tectonics is indeed convection.
However, there still remains no unified theory of man-
tle dynamics and plate tectonics, wherein plate
tectonics arises naturally and self-consistently from
mantle convection. There are some aspects of plate
tectonics that are reasonably well explained by convec-
tive theory, in particular the existence of cold planar
downwellings akin to subducting slabs (see Chapter
7.08). But stll many first-order questions remain. Just
with regard to subduction itself, there is still no widely
accepted theory of how a subduction zone and sinking
slab initiates from a thick cold and, by all appearances,
immobile lithosphere (Chapters 7.02, 7.03, 7.08); litho-
spheric instabilities and sublithospheric small-scale
convection are easily generated (see Chapter 7.07), but
a widely accepted mechanism for getting the entire suff
cold lithosphere (from surface to base) to bend and sink
remains elusive. Also, asymmetric subduction (only one
plate subducts at a trench) is not easily obtained with
convection theory, although such asymmetries are
likely associated with disparity between oceanic and
continental lithosphere.

However, many other issues remain in the problem
of ‘plate generation’. Although mid-ocean ridges are
associated with upwelling from the mantle, all evidence
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points to the upwelling being shallow and the spread-
ing being passive; that is, ridges are pulled apart by
slabs at a distance, rather than pried apart by a deep
upwelling (see Chapters 1.11 and 7.07). How such pas-
sive upwelling occurs in a convection calculation is not
universally understood, although self-consistent con-
vection calculations with near-surface melting do a
reasonably good job of predicting the formaton of
passive ridges (T'ackley, 2000b; see Figure 10).

One of the long-standing problems in understand-
ing the plate-like features of mantle convection is the
generation of toroidal motion, which involves strike-
slip shear and spin of plates (Hager and O’Connell,
1979; O’ Connell ez al, 1991; Dumoulin ez al,, 1998).
Toroidal motion is enigmatic because it is not
directly generated by convective forces but must
arise by the coupling of buoyancy driven flow and
large viscosity variability (see Chapter 7.04). The
dependence of toroidal flow on rheological effects
also links it closely to the generation of narrow
weak plate boundaries separated by broad strong
plates. Plate-like toroidal flow and plate-like struc-
tures have been shown to both require severe
velocity-weakening mechanisms that are well
beyond even the reasonably complex viscous creep
rheologies typical of the mantle (Figure 11); see, for
example, the review by Bercovici (2003). The

focusing of deformation associated with plate bound-
ary formation and the strike-slip form of toroidal flow
are classified as a natural occurrence of shear locali-
zation. Although some creep rheologies (showing
plastic behavior) can generate some plausible locali-
zation, their effect is instantaneous in that the weak
zones only persist as long as they are being deformed,
whereas actual plate boundaries have long lives even
if inactive and can hence be reactivated (Gurnis ez a/,
2000). The mechanisms for such localization are thus
likely to involve ‘state’ variables that will grow under
a rapidly deforming state, but decay away slowly
after deformation ceases. Temperature is a simple
analogy of such a state variable in that thermal
anomalies can be generated by frictional dissipation
and cause weakening, but will diffuse away gradually
after forcing stops. More plausible but more exotic
shear-localizing state variables might be defect and
microcrack density, or as has been proposed by
Bercovici and Ricard (2005), the most effective
mechanism may be grain-size reduction through
damage (Figure 12).

Regardless of their successes, none of these shear-
localizing mechanisms have yet to explain the role of
water as 1s assumed to exist (Section 7.01.3). Moreover,
essentially all plate generation models have been
designed to address present-day instanteneous plate

Figure 10 A simulation of plate generation over mantle convection. The plate rheology is viscoplastic and the viscosity
reduction associated with melting is parametrized into the model, leading to exceptional plate-like behavior and apparent
passive spreading (i.e., narrow spreading centers not associated with any deep upwelling). The right panels show surfaces of
constant temperature, which here are dominated by cold downwellings; the left panels show the viscosity field (red being high
viscosity and blue low viscosity). Different rows show different times in the simulation. After Tackley P (2000b) Self-consistent
generation of tectonic plates in time-dependent, three-dimensional mantle convection simulations. Part 2: strain weakening
and asthenosphere. (G%) 1 (doi: 10.1029/2000GC000,43). American Geophysical Union.
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Figure 11 A shallow-layer model of mantle-lithosphere flow uses the Earth’s present-day divergence field as a source—sink
field (upper left) to drive motion; various non-Newtonian rheologies for the lithosphere are examined to see which best
recovers the present-day strike-slip or vertical vorticity field (lower left). Power-law rheologies are characterized by the power-
law index n such that strain-rate goes as stress”. Positive power indices of n = 3 (typical of mantle rocks) or even n =21 (closer
to viscoplasticity) are insufficient to recover the vertical vorticity field (upper two right panels). A more exotic rheology with
power-law index of n=—1, which allows for stick-slip or velocity weakening behavior, is much more successful at
reproducing the Earth’s vorticity field. From Bercovici D (1995) A source-sink model of the generation of plate tectonics from
non-newtonian mantle flow. Journal of Geophysical Research 100: 2013-2030. American Geophysical Union.

motions, and none have even begun to address plate
motion changes, and plate growth and shrinkage,
although some effort has been made to understand
the convective forces that can cause plate motion
changes (e.g, Lowman ez a/, 2003). Much still remains
to be examined in the basic and important problem of
plate generation, and aspects of it are discussed
throughout this Treatise, in particular Chapters 7.02,
7.03, 7.04, 7.08, and 9.06. Several reviews on plate
generation can also be found in the literature, in
particular those of Bercovici (2003), Bercovici er .
(2000), and Tackley (2000a).

7.01.7 Burgeoning and Future
Problems in Mantle Dynamics

7.01.7.1 Volatile Circulation

The interaction of the ocean and atmosphere with
the mantle has in fact been an important and fertile

field of study for the last few decades, although it has
largely been the province of mantle petrology and
geochemistry. However, questions of how much the
mantle entrains, returns, and stores various important
volatiles such as water and carbon dioxide remain
important and largely unanswered (Williams and
Hemley, 2001; Karato, 2003; Hirschmann, 2006).
The relevance of the problem is manifold, but can
be summarized perhaps in two themes. First, the
ingestion of volatiles by the mantle affects its con-
vective circulation and thus both the thermal and
chemical evolution of the mantle, mainly because of
the rheological effects of volatiles (which tend to
weaken rocks), as well as their tendency to facilitate
melting and hence chemical and isotopic fractiona-
tion. Second, how the mantle ingests, stores, and
releases various volatiles controls the evolution of
the oceans and atmosphere, both in their size (or
mass), as well as composition (since different volatiles
are likely to be entrained and stored differently).
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S (min/max=-1/1)

Q (min/max=-1.3/1.3)

G (min/max=-0.003 14/0.002 54)

Vh (max vec.length=0.103)

@ (minfmax=0.04733,0.05202)

A (min/max =0.9849/8.696)

Figure 12 A simple source-sink model of shallow two-phase flow with a shear localizing damage mechanism. Damage per se
involves transfer of deformational work to the creation of surface energy on interfaces by void and/or grain boundary generation
in the continuum. In the case shown, all damage is focused on grain size reduction. The panel meanings are indicated by
symbols where S is the imposed divergence rate (i.e., the source-sink field) that drives flow; G is the dilation rate due to void
formation; ¢ is void volume fraction; (2 is vertical vorticity or rate of strike-slip shear; v, is horizontal velocity; and A is the
‘fineness’ or inverse grain size. This particular calculation shows that fineness-generating, or grain size-reducing, damage is very
effective at creating localized fault-like strike-slip zones in vorticity €2, and solid-body-like translation in the velocity field vy,.
Adapted from Bercovici D and Richard Y (2005) Tectonic plate generation and two-phase damage: Void growth versus grainsize
reduction. Journal of Geophysical Research 110(B03): 401 (doi: 10.1029/2004JB003,181). American Geophysical Union.

The flux of volatiles into the mantle is primarily
through subduction zones (Peacock, 1990; Hirschmann,
2006). Crustal rocks entering a subduction zone are
necessarily hydrated by virtue of being submarine.
Whether the lithosphere as a whole is hydrated is
questionable since it tends to be dried during the pro-
cess of mantle melting and formation of crust at ridges.
Absorption of carbon dioxide is first by dissolution in
seawater to form an acidic solution that reacts
with calcium-rich sediments to produce carbonates
(Falkowski er al, 2000), which are then entrained by
subduction. However, the quantification of volatile
entrainment through subduction zones 1s problematic
for many reasons; in the case of water, it is difficult to
make an accurate estimate of how much gets carried
by slabs, how much continues to be carried down
after devolatlization through arc magmatism, and

which hydrous silicate phases in slabs are capable
of carrying water to significant mantle depths
(Williams and Hemley, 2001; Hirschmann, 2006; see
also Chapter 2.04).

Storage of volatiles in the mantle is also the subject
of much debate. Although solid rocks cannot absorb
volatiles in great concentrations, the mass of the mantle
is so large that it could conceivably hold several to tens
of world ocean masses. Moreover, the region of the
mantle between the phase transitions at 410 and
660 km depths — called the transition zone — is known
for having anomalous solubility of at least water and
while it is only a tenth of the thickness of the mantle, it
could hold much more water than the upper mantle
(above 410 km) and lower mantle (below 660 km) com-
bined. The transfer of anomalous water from the
transition zone through convection could possibly
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cause deep melting, as has been proposed since the
early 1990s (e.g., Inoue and Sawamoto, 1992; Inoue,
1994); this melting might have an effect on trace-ele-
ment circulation and led to the appearance of layering
in whole-mantle convection (Bercovici and Karato,
2003; Karato e al, 2006). How much volatile mass is
eventually returned to the oceans and atmospheres
through volcanism is perhaps better constrained since
most nonarc volcanic output occurs at mid-ocean
ridges whose basalts are relatively dry. The ingestion
of water by slabs and meager water return at ridges
suggests that the mantle is on the whole absorbing
oceans, although it is equally possible that little water
1s taken into the mantle beyond arc volcanism (Dixon
et al. (2002); see Chapters 7.08; 2.04; and Hirschmann
(2006). The balance of volatiles between the oceans
and atmosphere is an ongoing debate since it relies on
various feedback mechanims, some of which are still
not well articulated. Volatiles will tend to reduce man-
tle viscosity and enhance convective vigor, but
whether this enhances ingestion or output of water is
not entirely known and similar models can lead to very
different conclusions, such as complete mantle degas-
sing in a brief time (McGovern and Schubert, 1989), or
drainage of the oceans into the mantle over billions of
years (Bounama er 4/, 2001). However, evidence that
ocean masses have remained more or less constant over
billions of years (see Hirschmann, 2006) implies a
steady-state exchange of the mantle with the oceans
and atmosphere that has either a trivial explanation
(1., there is no exchange), or requires a self-regulating
feedback mechanism. Such mechanisms might involve
the ocean—mantle contact area that governs the size
(depth and breadth) of the world’s oceans, and thus the
size of ocean basins, plate boundary lengths, and plate
sizes. T'o simply state that subduction zones and ridges
must ingest and eject an equal amount of water is not
an explanadon since the mechanisms of absorption
at subduction zones and release at ridges are vastly
different and it would be fortuitous if they could bal-
ance each other for any given plate or ocean-size
configuration.

7.01.7.2 Mantle Convection, Water,
and Life

The presence of liquid water on Earth is likely a
necessary condition for plate tectonics, and an obvious
necesary condition for the existence of life as we know
it. A major question still remains as to whether all
three are linked; that is, that plate tectonics has
allowed liquid water and life, or possibly even whether

life has influenced plate tectonics. The volcanic return
of subducted carbon dioxide, which is removed from
the atmosphere by oceans and seafloor sediments,
likely sustains a greenhouse state that keeps the sur-
face temperature sufficiently high for water to remain
liquid, and hence permit plate tectonics. Moreover,
the aborption of carbon dioxide by ocean—sediment
reactions, which prohibit buildup of CO, and thus a
possible runaway greenhouse, is probably also tecto-
nically controlled by the continuous exhumation of
calcium-rich minerals through mountain building
(Walker er al, 1981). Thus plate tectonics possibly
plays a role in keeping the Earth at the right tempera-
ture for liquid water (and life) to exist, and thus for
plate tectonics itself to persist (Ward and Brownlee,
2000). Whether or not life is a mere passive player in
this balance remains an open question.

7.01.8 Summary and Context of the
Rest of This Volume

This volume on mantle dynamics is designed to follow
two themes: (1) how is mantle convection studied, and
(2) what do we understand about mantle dynamics to
date. The first four chapters following this overview are
thus concerned with pedagogical reviews of the physics
of mantle convection (Chapter 7.02), laboratory studies
of the fluid dynamics of convection relevant to the
mantle (Chapter 7.03), theoretical analysis of mantle
dynamics (Chapter 7.04), and numerical analysis and
methods of mantle convection (Chapter 7.05). The sub-
sequent chapters concentrate on leading issues of mantle
convection itself, which include the energy budget of the
mantle (Chapter 7.06), the upper mantle and lithosphere
in and near the spreading center (mid-ocean ridge)
environment (Chapter 7.07), the dynamics of subducting
slabs (Chapter 7.08), hot spots, melting anomalies, and
mantle plumes (Chapter 7.09), and lastly geochemical
mantle dynamics and mixing (Chapter 7.10).

The physics of mantle convection is extensively
muladisciplinary since it involves not only fluid
mechanics, but also gravitational potential theory (to
understand not only self-gravitaton of our massive
convecting medium but how the shape of the geoid
or sea surface is affected by and informs us about
convection), seismology and mineral physics (to
understand the thermodynamic state and properites
of the mantle such as density, thermal expansivity,
and solid—solid phase transitions), material science (to
understand rheology and deformation mechanisms and
transport phenomena), and geochemistry, petrology,



An Introduction and Overview 27

and complex multphase, multcomponent flows
(to understand chemical mixing and mantle melting).
Chapter 7.02 begins by elucidating the basic physics of
convection universal to any fluid system, and then
proceeds to discuss the complexities associated with
the mantle, including, for example, compressibility,
phase changes, viscoelasticity, silicate rheology, etc.
Many of the future research topics involving mantle
complexities cannot be described with single-
component and single-phase fluid mechanics; thus
some care is given to develop an introduction to com-
plex fluids entailing multicomponent systems
undergoing mixing and chemical transport, as well as
deformable multiphase media.

As discussed above in Section 7.01.2.3, the initiation
of the modern study of convection is attributed to the
first systematic experimental studies of Henri Bénard.
Thus, Chapter 7.03 involves a survey of laboratory
methods for studying convection, and for approaching
the particular complexities of mantle convection itself.
Convection in the mantle 1s, of all geophysical flows,
perhaps most easily scaled to laboratory conditions
since the ratio of viscosity to the cube of layer thickness
is easily preserved between the mantle and the labora-
tory model. Moreover, laboratory models do not suffer
the assumptions made in physical theory to obtain a
closed system, the simplifying approximations of ana-
lytic theory to obtain a mathematical solution, or the
limitations of numerical resolution in computer mod-
els; thus the need for studying convection in real
materials 1s paramount. However, the mantle is an
exotic fluid in that it is undoubtedly chemically inho-
mogeneous, has phase changes, is heated and cooled
internally, and has rheology sensitive to various state
variables such as temperature, pressure, and stress or
grain size, and these effects are all difficult to reproduce
in the laboratory and with available laboratory fluids.
Thus, progress in laboratory models is both vital for
exploring new physics and testing theories, but remains
an extremely challenging field. Chapter 7.03 thus not
only discusses the methods for creating and observing
convection experiments, but also reviews the consider-
able progress in incorporating the complexities of the
mantle itself into these experiments.

The birth of convection as a field of physics is also
associated with Lord Rayleigh’s seminal theoretical
work on convective instability (Section 7.01.2.2). In
the last 40-50 years, the theoretical analysis of con-
vection in both the linear and especially nonlinear
regimes has burgeoned, not only because of its
relevance to planetary and stellar atmospheres and
interiors, but because convection is the classic

paradigm of a nonlinear dynamical system under-
going chaotic behavior and self-organization (e.g.,
Nicolis, 1995). Thus, Chapter 7.04 surveys the wealth
of theoretical analyses on convection itself, as well as
on individual theories relating to features of convec-
tive circulation. Thus the initiation of mantle plumes
is examined through stability (Rayleigh—Taylor) the-
ory, and fully developed plumes and mantle diapirs
through simpler fluid dynamical models. Similarly,
subducting slabs are examined through, for example,
the theory of bending viscous sheets. Finally, con-
vection is studied holistically through a review of
weakly nonlinear perturbation theories which predict
three-dimensional patterns at convective onset, to
matched-asymptotic boundary layer theories for
strongly supercritical convection.

Progress in the study of mantle dynamics in the
last 20 years has been driven by the rapid increase in
computational power, as well as ever-growing
sophistication in numerical models. Numerical meth-
ods are invariably the most versatile of all methods of
study since they can examine strongly nonlinear
convection without excessive simplifying assump-
tions, and can incorporate any relevant physics that
can at least be articulated mathematically. Thus,
Chapter 7.05 reviews the numerical analysis of man-
tle dynamics by surveying the leading methods that
are employed today. Classic methods of numerical
modeling include finite-difference, finite-volume,
and spectral methods, all of which are outlined in
Chapter 7.05; but perhaps the most powerful and
versatile method is finite elements and this is given
special attention. Some classic examples of how
numerical analysis is used to attack key problems
are also discussed; these include the omnipresent
mantle complexities of thermochemical convection,
phase changes, and non-Newtonian rheology.

With the major tools of studying mantle convec-
tion surveyed in detail, the volume progresses to
topics specific to the mantle itself. An obvious and
key issue of mantle dynamics is the energy source for
convection, which remains an active and at times
controversial issue, and this is reviewed in Chapter
7.06. The energy budget of the Earth relies on various
important quantities that are unfortunately not easily
constrained. The loss of heat through the Earth’s
surface 1s a first-order observation but is problematic
in that the measurements are difficult to make (e.g,
measurements of conduction through the lithosphere
are easily contaminated by the effects of hydrother-
mal circulation) and global coverage of heat flow is
difficult given the large variation in both crustal
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thickness and properties between and within oceans
and continents. Second, the estimate of the heat sources
inside the Earth is also problematic since it involves
understanding the composition of the bulk Earth,
which involves measurements of radioactive element
concentrations from various sources such as continen-
tal crust, oceanic basalts, and chondritic meteorites, but
of course never directly from the mantle itself. Finally,
basic understanding of convection from theoretical,
numerical, and analytical models (Chapters 7.03, 7.04,
7.05) allows construction of thermal histories of how
the Earth cools and has evolved under the action of
convection.

Chapters 7.07, 7.08, and 7.09 concentrate on some
of the key individual features of convective currents.
Chapter 7.07 treats the problem of convection in the
upper mantle, its interaction with mid-ocean ridges,
and the oceanic lithosphere. It is widely recognized
that the plates and lithosphere are the dominant
convective thermal boundary layer of the mantle as
it is cooled from above. How the oceanic lithosphere
forms following complex magmatic processes at
ridges can play a key role in the entire convective
cycle, since, for example, melting at ridges can cause
dehydration and strengthening of the lithosphere.
How this same lithosphere transmits heat and thick-
ens as it moves away from mid-ocean ridges is further
an important feature of mantle convection. However,
small-scale convection (as well as hot spot activity) in
the sublithospheric asthenosphere can have a pro-
found effect on how heat is transferred into the
lithosphere. Moreover, plate motions can affect the
structure of this small-scale convection, typically by
aligning convective rolls with plate motion. Similar
to small-scale convection is the convective instability
of the lithosphere itself, which can lead to delamina-
tion and further change of lithospheric structure and
cooling.

Chapter 7.08 continues with the plate and litho-
sphere as it enters subduction zones and becomes
what is clearly the driving force for mantle convec-
tion, that i1s, subducting slabs. The chapter first
reviews the basic mechanism and energy release of
slab descent. It then proceeds to examine evidence
for slab structure from seismological observations,
which can then be used to constrain dynamic models
of sinking slabs as they descend through the subduc-
tion zone wedge environment and through mantle
phase transformations. Phase changes have a particu-
larly important effect on slabs because they can not
only impede slab transfer into the lower mantle, but
the slow kinetics inside cold slabs might cause

metastable phases to exist, which potentally cause
fine-scale buoyant stresses that could influence slab
deformation and seismicity. One of the primary con-
straints on slab-related convection and mantle
structure involves the geoid and topographic signa-
ture of subduction zones; in particular, the geoid over
subduction zones is generally positive which suggests
that the cold positive mass anomaly of the slab is
supported by a viscosity increase with depth rather
than by a downward deflection of the surface. Finally,
as discussed above, the volatile flux into the Earth is
entirely coupled to subduction and slab dynamics,
and this issue is necessarily discussed in detail.

To contrast the discussion of cold slabs, Chapter
7.09 concerns anomalously hot mantle, melting anoma-
lies, and the mantle’s other primary convecting current,
the elusive mantle plume. The chapter reviews first the
observations relating to hot spots and melting, includ-
ing discussion of age-progression volcanism (which has
been the observational foundation of the stationary hot-
spot model); the topographic structure of hot-spot
swells (which suggest a larger mantle structure than
just the volcanic edifice itself); the signature of large
igneous provinces (thought to be associated with large
starting plumes and/or the initiating of continental
rifting); and the geochemical, petrological, and seismo-
logical evidence for the depth of origin of hot spots.
Next, the process of hot-spot melting and volcanism,
the formation of plume swells, and the fluid dynamics
of deep-mantle plumes are examined and evaluated.

The final chapter in this volume, Chapter 7.10,
involves the ongoing problem of interpretting obser-
vations of geochemical heterogeneity from the
perspective of mantle convection theory. The chap-
ter first reviews the observations and evidence for
mantle heterogeneity, starting with its origin during
early segregation of the mantle, crust, and core, to its
present state. As discussed in Section 7.01.6.2, much
of the evidence for current heterogeneity involves
analysis of trace (incompatible) elements in MORBs
and OIBs, as well as budgets of noble gases, and these
primary constraints are explained and reviewed as
well. Following the survey of observations, the chap-
ter examines models of mixing, trace-element
transport, and layering in the mantle to address
the fate, scale, and isotopic signature of dispersed
heterogeneities, as well as the stability of reservoirs
of large-scale chemical heterogeneity. The problem
of chemical evolution and heterogeneity remains one
of the biggest unsolved problem in mantle dynamics
and thus recent and future directions in this field are
also discussed.
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In the end, this volume is designed to give both a
classical and state-of-the-art introduction to the
methods and science of mantle dynamics, as well as
a survey of leading order problems (both solved and
unsolved) and our present understanding of how the
mantle works.
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7.02.1 Introduction

In many text books of fluid dynamics, and for most
students, the word ‘fluid’ refers to one of the states of
matter, either liquid or gaseous, in contrast to the solid
state. This definition is much too restrictive. In fact, the
definition of a fluid rests in its tendency to deform
irrecoverably. Basically, any material that appears as
elastic or nondeformable, with a crystalline structure
(Le., belonging to the solid state) or with a disordered
structure (e.g, a glass, which from a thermodynamic
point of view belongs to the liquid state) can be deformed
when subjected to stresses for a long enough time.

The characteristic time constant of the geological
processes related to mantle convection, typically
10My (3x10's), is so long that the mantle,
although stronger than steel and able to transmit
seismic shear waves, can be treated as a fluid.
Similarly, ice, which is the solid form of water, is
able to flow from mountain tops to valleys in the
form of glaciers. A formalism that was developed for
ordinary liquids or gases can therefore be used in
order to study the inside of planets. It is not the
equations themselves, but their parameters (viscosity,
conductivity, spatial dimensions, etc.) that character-
ize their applicability to mantle dynamics.
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Most materials can therefore behave like elastic
solids on very short time constants and like liquids at
long times. The characteristic time that controls the
appropriate rheological behavior is the ratio between
viscosity, 1, and elasticity (shear modulus), g, called
the Maxwell time 7y (Maxwell, 1831-79):

™ = i [1]
HR

The rheological transition in some materials like
silicon putty occurs in only a few minutes; a silicon
ball can bounce on the floor, but it turns into a puddle
when left on a table for tens of minutes. The transi-
tion time 1s of the order of a few hundred to a few
thousand years for the mantle (see Section 7.02.3.2).
Phenomena of a shorter duration than this time
will experience the mantle as an elastic solid while
most tectonic processes will experience the mantle as
an irreversibly deformable fluid. Surface loading of
the Earth by glaciation and deglaciation involves
times of a few thousands years for which elastic
aspects cannot be totally neglected with respect to
viscous aspects.

Although the word ‘convection’ is often reserved
for flows driven by internal buoyancy anomalies of
thermal origin, in this chapter, we will more gener-
ally use ‘convection’ for any motion of a fluid driven
by internal or external forcing. Convection can be
kinematically forced by boundary conditions or
induced by density variations. The former is ‘forced’
and the latter is ‘free convection’ which can be of
compositional or thermal origin. We will however,
mostly focus on the aspects of thermal convection (or
Rayleigh—Bénard convection (Rayleigh, 1842—-1919;
Bénard, 1874-1939; see Chapter 7.01) when the fluid
motion is driven by thermal anomalies and discuss
several common approximations that are made in this
case. We know, however, that many aspects of mantle
convection can be more complex and involve com-
positional and petrological density anomalies or
multiphase physics. We will therefore review some
of these complexities.

The physics of fluid behavior, like the physics of
elastic media, 1s based on the general continuum
hypothesis. This hypothesis requires that quantities
like density, temperature, or velocity are defined
everywhere, continuously and at ‘points’ or infinite-
simal volumes that contain a statistically meaningful
number of molecules so that these quantities repre-
sent averages, independent of microscopic molecular
fluctuations. This hypothesis seems natural for

ordinary fluids at the laboratory scale. We will
adopt the same hypothesis for the mantle although
we know that it is heterogeneous at various scales and
made of compositionally distinct grains.

7.02.2 Conservation Equations

The basic equations of this section can be found in
more detail in many classical text books (Batchelor,
1967; Landau and Lifchitz, 1980). We will only
emphasize the aspects that are pertinent for Earth’s
and terrestrial mantles.

7.02.2.1 General Expression of
Conservation Equations

Let us consider a fluid transported by the velocity
field v, a function of position X, and time # There are
two classical approaches to describe the physics in
this deformable medium. Any variable 41in a flow can
be considered as a simple function of position and
time, A(X, 7), in a way very similar to the specification
of an electromagnetic field. This is the Eulerian point
of view (Euler, 1707-1783). The second point of view
1s traditionally attributed to Lagrange (Lagrange,
1736-1813). It considers the trajectory that a material
element of the flow initally at X, would follow
X(X, 7). An observer following this trajectory would
naturally choose the variable A(X(X, 2), 7). The same
variable 4 seen by an Eulerian or a Lagrangian obser-
ver would have very different time derivatives.
According to Euler the time derivative would simply
be the rate of change seen by an observer at a fixed
position, that is, the partial derivative 0/0r
According to Lagrange, the time derivative, noted
with D, would be the rate of change seen by an
observer riding on a material particle

LI
a 40X, or o

DA (dA(X(XO, t),t)) 2]
Dr dr X
where the X; are the coordinates of X. Since X is the
position of a material element of the flow, its partial
time derivative is simply the flow velocity v. The
Lagrangian derivative i1s also sometimes material
called the derivative, total derivative, or substantial
derivative.

The previous relation was written for a scalar field
A but it could easily be applied to a vector field A.
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The Eulerian and Lagrangian time derivatives are
thus related by the symbolic relation

D 0
EZEﬂL(V‘V) 3]

The operator (v - V) is the symbolic vector (v,0/0x,
1,0/0x3, 1v30/0x3) and a convenient mnemonic is to
interpret it as the scalar product of the velocity field
by the gradient operator (0/0x;, 0/0x3, 0/0x;3). The
operator (v + V) can be applied to a scalar or a vector.
Notice that (v- V) A is a vector that is neither paral-
lel to A nor to v.

In a purely homogeneous fluid, the flow lines are
not visible and the mechanical properties are inde-
pendent of the original position of fluid particles. In
this case the Eulerian perspective seems natural. On
the other hand, a physicist describing elastic media
can easily draw marks on the surface of deformable
objects and flow lines become perceptible for him.
After an elastic deformation, the stresses are also
dependent on the initual equilibrium state. The
Lagrangian perspective is therefore more appropri-
ate. We will mostly adopt the Eulerian perspective
for the description of the mantle. However when we
discuss deformation of heterogeneities embedded in
and stirred by the convective mantle, the Lagrangian
point of view will be more meaningful (see Section
7.02.5.1.7).

A starting point for describing the physics of a
continuum are the conservation equations. Consider
a scalar or a vector extensive variable (i.e, mass,
momentum, energy, entropy, number of moles)
with a density per unit volume 4, and a virtual but
fixed volume € enclosed by the surface X. This
virtual volume is freely crossed by the flow. The
temporal change of the net quantity of 4 inside €2 is

d 04
— | AV = | —=dV 4
dt/Q d Qﬁtd 4

Since € is fixed, the derivative of the integral is the
integral of the partial time derivative.

The total quantity of the extensive variable 4 1in a
volume €2 can be related to a local production, H,
(with units of A per unit volume and unit time), and
to the transport (influx or efflux) of A across the
interface. This transport can either be a macroscopic
advective transport by the flow or a more indirect
transport, for example, at a microscopic diffusive
level. Let us call J 4 the total flux of A per unit surface

area. The conservation of 4 can be expressed in
integral form as

a—AdV:—/L-dS +/H4dV (5]
o Or v Q

where the infinitesimal surface element vector dS is
oriented with the outward unit normal; hence, the
minus sign associates outward flux with a sink of
quantity 4. Equation [5] is the general form of any
conservation equation. When the volume €2, surface
3, and flux J 4 are regular enough (in mathematical
terms when the volume is compact, the surface pie-
cewise smooth, and the flux continuously
differentiable), we can make use of the divergence

theorem
[3as= [ V3,00 @
)3} 9]

to transform the surface integral into a volume inte-
gral. The divergence operator transforms the vector J
with Cartesian coordinates (7, 7, %) (Descartes,
1596-1650) into the scalar V- J=0%/0x, + 0%/
0x, + 07;/0x3, scalar product of the symbolic opera-
tor V by the real vector J (notice the difference
between the scalar V- J and the operator J- V).
Since the integral eqn [5] is valid for any virtual
volume €2, we can deduce that the general differen-
tial form of the conservation equation is

UV, =, y
A similar expression can be used for a vector
quantity A with a tensor flux J and a vector source
term Hy,. In this case, the divergence operator
converts the second-order tensor with components
7 into a vector whose Cartesian components are
Y_1307;/0x;

We now apply this formalism to various physical
quantities. Three quantities are strictly conserved:
the mass, the momentum, and the energy. This
means that they can only change in a volume € by
influx or efflux across the surface ¥. We must iden-
tify the corresponding fluxes but no source terms
should be present (in fact, in classical mechanics the
radioactivity appears as a source of energy) (see also
Section 7.02.2.5.3). One very important physical
quantity is not conserved — the entropy — but the
second law of thermodynamics insures the positivity
of the associated sources.
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7.02.2.2 Mass Conservation
The net rate at which mass is flowing is
) =PV (8]

Using either the Eulerian or the Lagrangian time
derivatives, mass conservation becomes

op B

5+V (pV) =0 [9]
or

Dp _

Dr +pV-v=0 [10]

In an incompressible fluid, particles have constant
density, and so in the particle frame of reference,
the Lagrangian observer does not see any density
variation and Dp/Dr= 0. In this case, mass conserva-
tion takes the simple form V - v=0. This equation is
commonly called the continuity equation although
this terminology i1s a little bit vague.

Using mass conservation, a few identities can be
derived that are very useful for transforming an
equation of conservation for a quantity per unit
mass to a quantity per unit volume. For example for
any scalar field 4,

opd)  o. _ D4
o TV (pdv) = (1]
and for any vector field A,
%A | . _,bA
o +V (pA@V)—th [12]

where A ®v is a dyadic tensor of components A4;v;.

7.02.2.3 Momentum Conservation

7.02.2.3.1 General momentum
conservation

The changes of momentum can be easily deduced by
balancing the changes of momentum with the body
forces acting in the volume ) and the surface force
acting on its surface X, that 1s, Newton’s second law
(Newton, 1642—1727). The total momentum is

/pvdV [13]
0

and its variations are due to

® advective transport of momentum across the sur-
face %,

® forces acting on this surface, and

® internal body forces.

opdxdz

ayydxdz
—

o -y

el oyydxdz

X

Figure 1 The force per unit area applied on a surface
directed by the normal vector n; is by definition o - n;. The
component of this force along the unit vector e; therefore
€ :0 N,

The momentum conservation of an open, fixed
volume, can therefore be expressed in integral form as

/Qa(glv)dV:—/Epv(v-ds)

+/g-dS +/FdV [14]
¥ Q

The tensor @ corresponds to the total stresses applied
on the surface X (see Figure 1). Our convention is
that 0;;is the /~-component of the force per unit area
across a plane normal to the j~direction. The term F
represents the sum of all body forces, and in particu-
lar the gravitational forces pg (we will not consider
electromagnetic forces).

Using the divergence theorem (for the first term
on the right-hand side, pv(v - dS) can also be written
p(v®v)-dS) and the equality [12], the differential
form of momentum conservation becomes

Dv
—=V- F 15
YA [15]

p
It is common to divide the total stress tensor into a
thermodynamic pressure —PI where I is the identity
stress tensor, and a velocity-dependent stress 7. The
relationship between the tensor 7 and the velocity
field will be discussed later in Section 7.02.3.2.
Without motion, the total stress tensor is thus iso-
tropic and equal to the usual pressure. In most
geophysical literature, it has been assumed that the
velocity-dependent tensor has no isotropic compo-
nent, that is, it is traceless tr(Z) =0. In this case the
thermodynamic pressure P is the average isotropic
stress, tr(0') = —3 P, which is not the hydrostatic pres-
sure (see Section 7.02.3.2 for more details). The
velocity-dependent stress tensor 7 is thus also the
deviatoric stress tensor.
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As V- (PI) = VP, momentum conservation [14], in
terms of pressure and deviatoric stresses, 1s
Dv

pp, = VP+VT+F [16]

This equation is called the Navier—Stokes equation
(Navier, 1785-1836; Stokes, 1819—1903) when the
stress tensor s linearly related to the strain rate tensor
and the fluid incompressible (see Section 7.02.3.2).

7.02.2.3.2 Inertia and non-Galilean forces

In almost all studies of mantle dynamics the fact that
the Earth 1s rotating is simply neglected. It is however
worth discussing this point. Let us define a reference
frame of vectors e, attached to the solid Earth. These
vectors rotate with the Earth and with respect to a
Galilean frame such that

—wxe [17]

where @ is the angular velocity of Earth’s rotation. A
point of the Earth, X =3, X;e;, has a velocity in the
Galilean frame:

(@)~ ZA(&)= ()

= VEarth + @ X X [18]

where Vg, 15 the velocity in the Earth’s frame, and
by repeating the derivation, an acceleration Yg, in a
Galilean frame (Galileo, 1564-1642)

do
YGal:YEar[ll+2wXV+wX(wXX)+EXX [19]

In this well-known expression, one recognizes on the
right-hand side, the acceleration in the non-Galilean
Earth reference frame, the Coriolis (Coriolis, 1792—
1843), centrifugal and Poincaré accelerations (Poincaré,
1854-1912).

To quantify the importance of the three first
acceleration terms (neglecting the Poincaré term),
let us consider a characteristic length scale (the
Earth’s radius, #=6371km), and mantle velocity
(the maximum plate tectonic speed, U= 10cmyr ')
and let us compare the various acceleration terms.
One immediately gets

ineria U 1 [20]
Coriolis  2wa 2.9 x 10!
Coriolis _2wU 1 1]
gravitational force g 2.1 x 103

centrifugal  w 1

‘a
—_— = =— [22]
gravitational force g = 291

Thus, the inertial term is much smaller than the
Coriolis term (this ratio is also known as the Rossby
number (Rossby, 1898-1957)), which is itself negli-
gible relative to gravitational force. Even if we argue
that a more meaningful comparison would be
between the whole Coriolis force 2pwU and the lat-
eral variations of the gravitational force §pg (this ratio
would be the inverse of the Eckman number,
(Eckman, 1874-1954)), inertia and Coriolis accelera-
tions still play a negligible role in mantle dynamics.
Neglecting inertia means that forces are instanta-
neously in balance and that changes in kinetic
energy are negligible since inertia is the time deriva-
tive of the kinetic energy. We can perform a simple
numerical estimate of the mantle kinetic energy. The
kinetic energy of a lithospheric plate (a square of size
2000 km, thickness 100 km, velocity 5cm yr_l, and
density 3000 kgm™?) is 1.67 k], which is comparable
to that of a middle size car (2000 kg) driven at only
465kmh™"!

The centrifugal term is also quite small but not so
small (1/291 of gravitational force). It controls two
effects. The first is the Earth’s flattening with an equa-
torial bulge of 21 km (1/300 of Earth’s radius) which is
a static phenomenon that has no interactions with
convective dynamics. The second effect is the possi-
bility that the whole planet rotates along an equatorial
axis in order to keep its main inertial axis coincident
with its rotational axis (Spada ez al, 1992a; Ricard ez al,
1993b). This rotational equilibrium of the Earth will
not be discussed here (see, e.g, Chandrasekhar (1969)
for the static equilibrium shape of a rotating planet
and, eg, Munk and MacDonald (1960) for the
dynamics of a deformable rotating body).

We neglect all the acceleration terms in the follow-
ing but we should remember that in addition to the
convective motion of a nonrotating planet, a rotation of
the planet with respect to an equatorial axis is possible.
This motion documented by paleomagnetism is called
True Polar Wander (Besse and Courtillot, 1991).

7.02.2.3.3 Angular momentum
conservation

The angular momentum per unit mass J = X X v obeys
a law of conservation. This law can be obtained in two
different ways. First, as we did for mass and momentum
conservation, we can express the balance of angular
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momentum in integral form. In the absence of intrinsic
angular momentum sources, its variations are due to

® advective transport of angular momentum across
the surface X,

® torque of forces acting on this surface, and

® torque of internal body forces.

The resulting balance is therefore

/Q%dl/:f/zpj(v.ds)qL/zxx(g.ds)

+/X><FdV 23]
Q

The only difficulty to transform this integral form

into a local equation is with the integral involving the

stress tensor. After some algebra, eqn [23] becomes
DJ

pE:XXV'Q-FXXF-FT [24]

where the torque 7 is the vector (T4, — Tz, Tyz — Tan
Ty —Taxy)- A second expression can be obtained by the
vectorial multiplication of the momentum equation

[15] by X. Since

Dv DJ DX DJ DJ
XX =2 " xy=_—>— == |25
><Dt Dr DtXV Dr vV Dr 23]
we get
p%:XxV-quXXF [26]

which differs from [24] by the absence of the torque
7. This proves that in the absence of sources of
angular momentum, the stress (either @ or 7) must
be represented by a symmetrical tensor,

c=0", 7=71 [27]

where []' denotes tensor transposition.

7.02.2.4 Energy Conservation

7.02.2.4.1 First law and internal energy

The total energy per unit mass of a fluid is the sum of
its internal energy, U, and its kinetic energy (this
approach implies that the work of the various forces
is separately taken into account; another approach
that we use in Section 7.02.2.5.3, adds to the total
energy the various possible potential energies and
ignores forces). In the fixed volume €2, the total

energy 1s thus
2
/p(Z/{ + —)dV 28]
Q 2

A change of this energy content can be caused by

® advection of energy across the boundary X by
macroscopic flow,

® transfer of energy through the same surface with-
out mass transport, by say diffusion or conduction,

® work of body forces,

work of surface forces, and

® volumetrically  distributed
production

radioactive  heat

Using the divergence theorem, the balance of energy
can therefore be written as

0 v’ v

+F-v + pH [29]

where q 1s the diffusive flux, H the rate of energy
production per unit mass, and where the stresses are
divided into thermodynamic pressure and velocity
dependent stresses.

This expression can be developed and simplified
by using [11] and the equations of mass and momen-
tum conservation, [9] and [16] to reach the form

Du
pE:fV-quV'v—i-z:Vv—FpH [30]
The viscous dissipation term 7 : Vv is the contraction
of the two tensors 7 and Vv (of components 0v,/0x,).

Its expression is 3;;7,;0v,/Ox;.

7.02.2.4.2 State variables

The internal energy can be expressed in terms of the
more usual thermodynamic state variables, namely,
temperature, pressure, and volume. We use volume
to follow the classical thermodynamics approach, but
since we apply thermodynamics to points in a con-
tinuous medium, the volume 7 is in fact the volume
per unit mass or 1/p. We use the first law of thermo-
dynamics which states that during an infinitesimal
process the variation of internal energy is the sum
of the heat 0 and reversible work §1/ exchanged.
Although irreversible processes occur in the fluid, we
assume that we can adopt the hypothesis of a local
thermodynamic equilibrium.

The increments in heat and work are not exact
differentials: the entire precise process of energy
exchange has to be known to compute these incre-
ments, not only the initial and final stages. Using
either a T'— Vor T'— P formulation, we can write

00 = CpdT + IdV = CpdT + hdP [31]
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where Cp an C) are the heat capacities at constant
pressure and volume, respectively, and 4 and / are
two other calorimetric coefficients necessary to
account for heat exchange at constant temperature.
For fluids the reversible exchange of work is only due
to the work of pressure forces

W = —pPdv [32]

This implies that only the pressure term corre-
sponds to an energy capable to be stored and
returned without loss when the volume change is
reversed. On the contrary, the stresses related to
the velocity will ultmately appear in the dissipa-
tive, irrecoverable term of viscous dissipation. This
point will be further considered in Section 7.02.3.2
about rheology.

Thermodynamics states that the total variations of
energy, dU =00+ 6 W, enthalpy, dH =dU + d(PV),
or entropy, dS =60/ T, are exact differentials and I,
H, and S are potentials. This means that the net
change in energy (enthalpy, entropy) between an
initial and a final state depends only on the inital
and final states themselves, and not on the intermedi-
ate stages. This implies mathematically that the
second partial derivatives of these potentials with
respect to any pair of variables are independent of
the order of differentiation. Using these rules a large
number of relations can be derived among the ther-
modynamic coefficients and their derivatives. These
are called the Maxwell relations and are discussed in
most thermodynamics textbooks (e.g., Poirier, 1991).
We can in particular derive the values of / (starting
from dif and dS in T'— V formulation) and 4 (starting
from dH and dS in T'— P formulation),

and p— 2T [33]
p

/= OZTKT
In these expressions for / and 4, we introduced the
thermal expansivity « and the isothermal incompres-

sibility K
a=L() Z (%
~r\or), p\oT/,

kr= (20} = (2
=""\or), "o,

The thermodynamic laws and differentials apply to
a closed deformable volume (7). This corresponds to
the perspective of Lagrange. We can therefore inter-
pret the differential symbols ‘d’ of the thermodynamic
definitions [31] of [32] as Lagrangian derivatives ‘D’.

Therefore, in total, when the expressions for /and
h are taken into account, [33], and when the

[34]

differential symbols are interpreted as Lagrangian

derivatives, the change of internal energy,
dU =60+ 6W, can be recast as
DU DT Vv
e TKy— P)~—— 35
Dr "Dr + (aTkr=P) P 53]
or
DU DT Tpp V-
_:Cp_fa__,p_v [36]
Dr Dr p Dr p

In these equations we also have replaced the volume
variation using mass conservation [9]

DV D(1/p)
Dr Dt

1Dp V-
== B
peDr - p

7.02.2.4.3 Temperature

We can now employ either thermodynamic relation
[35] or [36], in our conservation equation deduced
from fluid mechanics, [30], to express the conserva-
tion of energy in terms of temperature variations

DT Dp

Cp—=-V- T : H
pPDt Viata D[+1Vv+p

b [38]
pCVE:*V'q—|—(1T](TV'V+ZZVV+[)H

Apart from diffusion, three sources of temperature
variations appear on the right-hand side of these equa-
tions. The last term pH is the source of radioactive
heat production. This term is of prime importance for
the mantle, mostly heated by the decay of radioactive
elements like **°U, #**U, 2*°Th, and *K. Altogether
these nuclides generate about 20 x 10"*W
(McDonough and Sun, 1995). Although this number
may seem large, it is in fact very small. Since the Earth
now has about 6 x 10° inhabitants, the total natural
radioacuvity of the Earth is only ~3 kW /person, not
enough to run the appliances of a standard kitchen in a
developed country. It is amazing that this ridiculously
small energy source drives plate tectonics, raises
mountains, and produces a magnetic field. In addition
to the present-day radioactivity, extinct radionu-
cleides, like that of **Al (with a half life of 0.73 My),
have played an important role in the initial stage of
planet formation (Lee ez al, 1976).

The viscous dissipation term 7:Vv converts
mechanical energy into a temperature increase.
This term explains the classical Joule experiment
(equivalence between work and heat (Joule, 1818—
89), in which the potental energy of a load (mea-
sured in joules) drives a propeller in a fluid and
dissipates the mechanical energy as thermal energy
(measured in calories).
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The remaining source term, containing the ther-
modynamic coefficients (o or Ky in (38)) cancels
when the fluid is incompressible (e.g., when a=0 or
when V:v=0). This term is related to adiabatic
compression and will be discussed in Section 7.02.4.2.2.

7.02.2.4.4 Second law and entropy

We now consider the second law of thermodynamics
and entropy conservation. Assuming local thermody-
namic equilibrium, we have di/ = T'dS — PdV. Using
the equation of conservation for the internal energy
U, [30], and expressing the volume change in terms of
velocity divergence, [37], we obtain

DS
pTﬁsz-q—Q-z:Vv-i-pH [39]

To identify the entropy sources, we can express this
equation in the form of a conservation equation (see [7]),

0 1
(apf):_v' <pSV + %)_ VT
1 1

The physical meaning of this equation is therefore
that the change of entropy is related to a flux of
advected and diffused entropy, pSv and q/ 7, and to
three entropy production terms, including from
radiogenic heating.

A brief introduction to the general principles of
nonequilibrium thermodynamics will be given in
Section 7.02.5.14. Here, we simply state that the
second law requires that in all situations, the total
entropy production is positive. When different
entropy production terms involve factors of different
tensor orders (tensors, vectors, or scalars), they must
separately be positive. This 1s called the Curie prin-
ciple (Curie, 1859—-1906) (see, e.g, de Groot and
Mazur (1984) and Woods (1975)). It implies that

-q-VT' >0 and 7:Vv>0 [41]

The usual Fourier law (Fourier, 1768-1830) with a
positive thermal conductivity #>0,

q=—iVT [42]

satisfies the second law.

When the conductivity 4 is uniform, the thermal
diffusion term of the energy equation —V - q becomes
IV?T, where V?=V -V is the scalar Laplacian
operator (Laplace, 1749-1827). Instead of a thermal
conductivity, a thermal diffusivity & can be introduced:

k

=G [43]

K

(in principle, isobaric and isochoric thermal diffusiv-
ities should be defined). In situations with uniform
conductivity, without motion and radioactivity
sources, the energy equation [38] becomes the stan-
dard diffusion equation
orT 5

= kV2T 44
o =V [44]

The relation between stress and velocity satisfy-
ing [41] will be discussed in detail in Section 7.02.3.2.
We will show that the relationship

Z:ZU(E*%V'V> [45]

is appropriate for the mantle, where the strain rate
tensor € is defined by

e=2 (% + [V 46

Using this relation and assuming 7 uniform, the
divergence of the stress tensor that appears in the
momentum conservation equation has the simple form

Ver=nVv + gV(V -v) [47]

where the vectorial Laplacien Vv is V(V - v) — V x
(V xv). This relationship suggests a meaningful
interpretation of the viscosity. The momentum equa-
tion [16] can be written as

oV ne

— =—=V°v + other terms. .. [48]

or p
forgetting the other terms, a comparison with the
thermal diffusion equation [44] shows that the kine-
matic viscosity, v, defined by

V=- 49

) [49]

should rather be called the momentum diffusivity; it
plays the same role with respect to the velocity as
thermal diftusivity does with respect to temperature.

7.02.2.5 Gravitational Forces

7.02.2.5.1 Poisson’s equation

In this chapter, the only force is the gravitational
body force. The gravity is the sum of this gravita-
tional body force and the centrifugal force already
discussed (see Section 7.02.2.3.2). The gravitational
force per unit mass is the gradient of the gravitational
potential 1, a solution of Poisson’s equation (Poisson,
1781-1840), that s,

g=-V¢ and V¢ =47Gp [50]
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where G is the gravitational constant. In the force
term that appears in the momentum equation [16],
F = pg, the gravitational force per unit mass should
be in agreement with the distribution of masses: the
Earth should be self-gravitating.

7.02.2.5.2 Self-gravitation

When dealing with fluid dynamics at the laboratory
scale, the gravitational force can be considered as
constant and uniform. The gravitational force is
related to the entre distribution of mass in the
Earth (and the Universe) and is practically indepen-
dent of the local changes in density in the
experimental environment. Therefore, at the labora-
tory scale, it is reasonable to ignore Poisson’s
equation and to assume that g is a uniform and con-
stant reference gravitational field.

Inside a planet, the density can be divided into an
average depth-dependent density, po(7), the source of
the reference depth-dependent gravitational field,
go(7), and a density perturbation Op, the source a
gravitational perturbation ég. The force term, F, is
therefore to first order pogy+ 0pgo+ podg; it is
tempting to assume that each term in this expression
is much larger than the next one and hopefully that
only the first two terms are of importance (neglecting
the second term would suppress any feed back
between  density  perturbations and  flow).
Practically, this assumption would imply considera-
tion of the total density anomalies but only the
depth-dependent  gravitational  field.  Solving
Poisson’s equation to compute the perturbed gravita-
tional field would thus be avoided. We can test the
above idea and show that unfortunately, the third
term, +p,0g, may be of the same order as the second
one (Ricard er al, 1984; Richards and Hager, 1984;
Panasyuk ez 4l, 1996). To perform this exercise we
have to introduce the spherical harmonic functions
Y5(0, ). These functions of latitude 6 and longitude
¢ oscillate on a sphere just like two-dimensional
(2-D) sinusoidal functions on a plane. Each harmonic
function changes sign /— m times from north to south
pole, and # times over the same angle (180°) around
the equator. The degree / can thus be interpreted as
corresponding to a wavelength of order 2ma//, where
a is radius. Spherical harmonics constitute a basis for
functions defined on the sphere and are also eigen-
functions of the angular part of Laplace’s equation
which facilitates the solution of Poisson’s equation.

Let us consider a density anomaly 6p = g6(r —a)x
Yy, (0, ¢) at the surface of a sphere of radius # and
uniform density po (8(r—a) is the Dirac delta

function (Dirac, 1902-84), o has unit of kgm .
This mass distribution generates inside the planet
the radial gravitational perturbation field of

bg = 4nGo

NS
We can compare the terms py(dg) and g (6p), both
averaged over the planet radius. For a uniform pla-
net, the surface gravitational force per unit mass is
2=4/31Gpya. Since (6p) = 0 ¥,,,(0, ¢)/a, we get
Po (5g> 3 c
= 52
2(6p) 20 +1 [52]

This estimate is certainly crude and a precise com-
putation taking into account a distributed density
distribution could be done. However, this rule of
thumb would remain valid. At low degree the effect
of self-gravitation pydg is about 50% of the direct
effect dpgy and reaches 10% of it only near /~ 15.
Self-gravitation has been taken into account in var-
ious models intended to explain the Earth’s gravity
field from mantle density anomalies (see a/so Chapters
7.04 and 1.23). Some spherical convection codes seem
to neglect this effect, although it is important at the
longest wavelengths.

7.02.2.5.3 Conservative forms of
momentum and energy equations

In the general remarks on conservation laws in Section
7.02.2.1, we wrote that conserved quantities like mass,
momentum, and energy can only be transported but
do not have production terms (contrary to entropy).
However, in the momentum conservation [16] and in
the energy conservation [29], two terms, pg and pg - v,
appear as sources (we also said that the radioactive
term pH appears because the classical physics does not
identify mass as energy and vice versa. A negligible
term —pH/¢’, where ¢ is the speed of light, should,
moreover, be present in the mass conservation).

It is interesting to check that our equations can be
recast into an exact conservative form. An advantage
of writing equations in conservative form is that it is
appropriate to treat with global balances, interfaces,
and boundaries (see Section 7.02.2.6). We can obtain
conservative equations by using Poisson’s relation and
performing some algebra (using g+ Vg=Vg- g, since
g=—Vi)

1 1,
rg=- .V (g®g* 5¢ 1) [53]
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Dy 1 o 1 og’
V=—p—-—V (g—)-—= [54
M "Dr 47rGV <g 6;) 381G Or >4

If we substitute these two expressions in the momen-
tum and the energy conservation equations, [16] and
[29], we obtain the conservative forms

o(pv)
or

:*V'<pV®v+Plfz
+ L geg-—— g [55]
e ?
0 2 z
&(p(u+¢+7)+87rc)
‘UZ
=-V- pV(Z//‘Fw‘F?)‘Fq

d
+Pv—z-v+i—¢>+pH [56]

4G Ot

When the gravitational force is time independent, a
potential ¢ can simply be added to the kinetic and
internal energies to replace the work of gravitational
forces. When gravitational force and its potential are
time-dependent (due to mass redistribution during
convection, segregation of elements, etc.), two new
terms must be added; a gravitational energy propor-
tional to ¢ and a gravitational flux proportional to
g0t /0r (this is equivalent to the magnetic energy
proportional to B where B is the magnetic induction,
in tesla (Tesla, 1856-1943), and to the Poynting vector
of magneto-hydrodynamics (Poynting, 1852-1914)).

In a permanent or in a statistically steady regime,
the time-dependent terms of energy equation [56] can
be neglected and the equation can then be integrated
over the volume of the Earth. The natural assumption
is that the Earth’s surface velocities are perpendicular
to the Earth’s surface normal vector and that the sur-
face is either stress free or with no horizontal velocity
(we exclude the case of convection forced by imposing
a nonzero surface velocity). Using the divergence the-
orem to transform the volume integral of the
divergence back to a surface integral of flux, most
terms cancel and all that remains 1s

/q-dS: /pHdV [57]
2 Q

The surface flux in a statistically steady regime is
simply the total radiogenic heat production.

It is surprising at first that viscous dissipation does
not appear in this balance. To understand this point,
we can directly integrate the energy equation written
in terms of temperature [38],

DT " ' DpP
- B . — : 14
/Q'OCPDth /Eq dS+'/Q(aTD,+Z Vv)d
+ /pHdV (58]
Q

On the right-hand side, the first and last terms cancel
each other out by [57]. On the left-hand side, we can
use [11] to replace pDT/Drby O(pT)/0t+V - (pvT).
The modest assumptions that Cp is a constant and that
the temperature is statistically constant lead to

DpP
/Q<QTE +1: VV) dr =0 [59]

The total heat production due to dissipation is
balanced by the work due to compression and expan-
sion over the convective cycle (Hewitt ez al, 1975).
This balance is global, not local. Dissipation occurs
mostly near the boundary layers of the convection
and compressional work is done along the downwel-
lings and upwellings of the flow.

7.02.2.6 Boundary and Interface
Conditions

7.02.2.6.1 General method

A boundary condition is a special case of an interface
condition when certain properties are taken as known
on one side of the interface. Sometimes the properties
are explicitly known (e.g, the three velocity compo-
nents are zero on a no slip surface), but often an
interface condition simply expresses the continuity
of a conserved quantity. To obtain the continuity
conditions for a quantity 4, the general method is to
start from the conservation equation of 4 in its inte-
gral form (see [5]). We choose a cylindrical volume §2
(a pill-box) of infinitely small radius R where the top
and bottom surfaces are located at a distance +e
from a discontinuity surface (see Figure 2). We
choose two Cartesian axis Ox and 0y, we call n the
upward unit vector normal to the interface and t, a
radial unit vector, normal to the cylindrical side of
the pill-box, and 6 is the angle between t and Owx.

Figure 2 The pillbox volume used to derive the interface
and boundary conditions.
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If we now make the volume {2(¢) shrink to zero by
decreasing € at constant R, the volume integrals of the
time dependent and the source terms will also go to
zero (unless the source term contains explicit surface
terms like in the case of surface tension, but this is
irrelevant at mantle scales). Since the surface of the
pillbox X(¢) remains finite, we must have

lim / ), ds=0 [60]
e—0 Z(E)

(the demonstration is here written for a vector flux,
but is easily extended to tensor flux). This condition
can also be written as

+e 2m
wRZ[JA]-nqLR[ /0 J-tdzdf [61]

where [X] is the jump of X across the interface, some-
times noted Xt — X . In most cases, the second term
goes to zero with € because the components of J are
bounded, or is exactly zero when the flux is not a
function of @ (since the double integral becomes the
product of an integral in z times fOZﬂ tdf = 0). In these
cases, the boundary condition for 4 becomes

D4] n=0 [62]

At an interface, the normal flux of 4 must therefore
be continuous. However in some cases, for example,
when J varies with x and y but contains a z-derivative,
the second term may not cancel and this happens in
the case of boundaries associated with phase changes.

7.02.2.6.2 Interface conditions in the 1-D
case and for bounded variables

Using the mass, momentum, energy, and entropy
conservations in their conservative forms in (9),
(55), (56), and (40) and assuming for now that no
variable becomes infinite at an interface, the interface
conditions in the reference frame where the interface
is motionless are

[pv]'n=0
2] n—[Pln =0

[povU + q—T v+ Pv]'n=0 [63]
q].,=
[va + '1‘} n=0

(the gravitational force per unit mass and its potential
are continuous). In these equations, we neglected
the inertia and the kinetic energy terms in the second
and third equations of [63] as appropriate for the
mantle. When these terms are accounted for
(adding [—pv®V] - n to the second equation and

[pve’/2] - n to the third), these equations are
known as Hugoniot—Rankine conditions (Hugoniot,
1851-87; Rankine, 1820-72).

On any impermeable interfaces where v - n=0,
the general jump conditions [63] without inertia
imply that the heat flux, [q] - n, the entropy flux
[q/T]-n (and therefore the temperature 7°), and
the stress components [T] - n— [P]n are continuous.
In 3-D, four boundary conditions are necessary on a
surface to solve for the three components of velocity
and for the temperature. The temperature (or the
heat flux) can be imposed and, for the velocity and
stress, either free slip boundary conditions (v - n=0,
which is the first condition of [63] and (Z - n) x
n=0), or no slip boundary conditions (v=0), are
generally used.

7.02.2.6.3 Phase change interfaces

Mantle minerals undergo several phase transitions at
depth and at least two of them, the olivine = wad-
sleyite  and  the  ringwoodite = perovskite +
magnesiowustite transitions around 410 and 660 km
depth, sharp enough to be
modeled by discontinuities. Conditions [63] suggest
that [pv] -n=0 and [ -n—Pn] =0 and these seem
to be the conditions used in many convection models.
However as pointed by Corrieu ez 4/. (1995), the first
condition is correct, not the second one. The problem
arises from the term in 0v,/0z present in the rheolo-
gical law [100] that becomes infinite when the
material is forced to change its density discontinu-
ously. To enforce the change in shape that occurs
locally, the normal horizontal stresses have to
become infinite and therefore their contributions to
the force equilibrium of a pillbox do not vanish when
the pillbox height is decreased.

To derive the appropriate interface condition we
have to consider again [61] where J 4 is substituted by
0. The only terms may be unbounded on the inter-
face are o, 0,,, and 0, Omitting the other stress
components, that would make no contribution to the
interface condition when € goes to zero, the stress
continuity becomes

respectively, are

+e€ 2w
7R [o] - n + exR/ / Oy cos 0 dzdf +
—€ 0

+€ P2
Re, / / 0,y sinfdzdf =0 [64]
—€ 0

Since R is small, we can replace the stresses on the
cylindrical side of the pillbox by their first-order
expansions, for example, 0, = 0,,(0) 4+ (00, /0x) X
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RcosO + (ngx/ﬁy)Rsine and perform the integra-
tion in 6. After simplification by 7R, one gets

0 +e R +e
[g]'n—b—exa—x/ axxdz-i-eya/ 0,y dz=10 [65]

This expression already demonstrates the continuity
of 0... Using o, =0, + 2n0v,/Ox — 2ndv,/0z, and
assuming that the viscosity remains uniform, we see
that

lim / Opedz = —27 lim / 0% 4o ol [66]
e—0 ), c—0 ) 0z
The same result holds for the o), term. Since v, is
discontinuous, forcing a sudden change in volume
implies a discontinuity of the tangential stresses.
The boundary conditions are thus

[sz] _277% [vz] = [Tyz] _277% [vz] = [TZZ_P] = [‘UX}
=[] = [pu] = 0 67

When the kinetic energy is neglected, and the
viscous stresses are much smaller than the pressure
term, which are two approximations valid for the
mantle, the last two boundary conditions are, assum-
ing continuity of temperature,

{pv(bl+§>:| ‘n+[q -n=0 ”

pvS] - n+ -la =0
The diffusive flux q can be eliminated from these two
equations. Since pv is continuous and remembering
that U + P/p is the enthalpy H, we simply recognize
the Clapeyron condition, which is latent heat release,

AH = TAS [69]

where the enthalpy and entropy jumps, [H] and [S],
were replaced by their more traditional notations,
AH and AS. The heat flux is discontinuous across
an interface,

AHpv-n +[q-n=0 [70]

and the discontinuity amounts to the enthalpy
released by the mass flux that has undergone a che-
mical reaction or a phase change.

7.02.2.6.4 Weakly deformable surface

of a convective cell

When a no slip condition is imposed at the surface,
both normal and shear stresses are present at the
boundary. These stresses, according to the second
interface condition [63], must balance the force

—7T - n+ Pn exerted by the fluid. This is reasonable
for a laboratory experiment with a fluid totally
enclosed in a tank whose walls are rigid enough to
resist fluid traction. However in the case of free slip
boundary conditions, it may seem strange that by
imposing a zero vertical velocity, a finite normal
stress results at the free surface. It is therefore worth
discussing this point in more detail.

The natural boundary conditions should be that
both the normal and tangential stresses applied on
the free deformable surface, z= /(x, y, #), of a con-
vective fluid are zero

(T - n—Pn) 0 [71]

onz=5h"
(neglecting atmospheric pressure). In this expression
the topography 4 is unknown and the normal, com-
puted at the surface of the planet, isn = (e,—Vyh)/

\/1 + |Vh|* where e, is the unit vector along z,

opposite to gravity.
The variation of topography is related to the con-
vective flow and satisfies

ok + v - Vuh—2 =0 [72]
or

This equation expresses the fact that a material par-
ticle on the surface remains always on it. In this
expression v{; and 2 are the horizontal and vertical
velocity components at the surface of the planet. We
will see in Section 7.02.4 that lateral pressure and
stress variations are always very small compared to
the average pressure (this is because in most fluids,
and in the mantle, the lateral density variations
remain negligible compared to the average density).
This implies that the surface topography is not much
affected by the internal dynamics and remains close
to horizontal, [Vy4| << 1. Boundary condition [71]
and topography advection [72] can therefore be
expanded to first order to give

(Z : ezipez)on 2=0 7p(]g()bez [73]
ob
—= 74
LR 4

where we again make use of the fact that the total
stress remains close to hydrostatic, that s,
n- 7T -n<<P (pyand g are the surface values of
density and gravity). To first order, the stress bound-
ary condition on a weakly deformable top surface is
therefore zero shear stress but with a time-dependent
normal stress related to the surface topography and
vertical velocity.
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The convection equations with these boundary
conditions could be solved but this is not always
useful. Since the boundary conditions involve
both displacement 4 and velocity v, the solution is
akin to an eigenvalue problem. It can be shown that
for an internal density structure of wavelength A, v
goes to zero in a time of order 7/ pogo A, where 7 is the
typical viscosity of the underlying liquid over the
depth A (Richards and Hager, 1984). For the Earth,
this time is the characteristic time of postglacial
rebound and is typically a few thousand years for
wavelengths of a few thousand kilometers (e.g,
Spada ez al,, 1992b).

For convection, where the characteristic times
are much longer, it is thus appropriate to assume
that the induced topography is in mechanical equili-
brium with the internal density structure. A zero
normal velocity can therefore be imposed and the
resulting normal stress can be used to estimate
the topography generated by the
flow. Internal compositional interfaces can be
treated in a similar manner if they are only weakly
deformable (ie, their density
jumps are much larger than the thermal density
variations). This is the case for the core—mantle
boundary (CMB).

For short wavelength structures and for rapid
events (e.g, for a localized thermal anomaly imping-
ing the Earth’s surface), the time for topographic
equilibration becomes comparable to the timescale
of internal convective processes. In this case the pre-

convective

when intrinsic

cise computation of a history-dependent topography
is necessary and the finite elasticity of the litho-
sphere, the coldest part of the mantle, plays an
important role (Zhong et al., 1996).

7.02.3 Thermodynamic and
Rheological Properties

Section 7.02.2 on conservation equations is valid for
all fluids (although the interface conditions are
mostly discussed when inertia and kinetic energy
are negligible). The differences between mantle con-
vection and core, oceanic, or atmospheric convection
come from the thermodynamic and transport proper-
tes of solids that are very different from those of
usual fluids. We review some basic general properties
of solids in Section 7.02.3 and will be more specific in
Section 7.02.6.

7.02.3.1 Equation of State and Solid
Properties

The equation of state of any material (EoS) relates its
pressure, density, and temperature (see Chapter 2.06).
The equation of state of a perfect gas, PV/
T'= constant, is well known, but irrelevant for solids.
Unfortunately, there is no equation for solids based
on a simple and efficient theoretical model. In the
Earth mineralogical community, the third-order
finite strain Birch-Murnaghan EoS seems highly
favored (Birch, 1952). This equation is cumbersome
and is essentally More  physical
approaches have been used in Vinet e al (1987),
Poirier and Tarantola (1998), and Stacey and Davis
(2004), but it seems that for each solid, the EoS has to
be obtained experimentally.

In the simplest cases, the density varies around p,
measured at temperature 7, and pressure P, as

empirical.

p= po(lfa(Tf Ty) + P;TP") [75]

where the thermal expansivity a and incompressi-
bility K'r-have been defined in [34]. This expression is
a first-order expansion of any EoS. Equation [75] can
however be misleading if one forgets that the para-
meters « and K are not independent but must be
related through Maxwell relations (e.g., their defini-
tions [34] imply that O(ap)/0P = —0(p/K+)/0T).

Equation [75] can be used for a very simple
numerical estimate that illustrates an important char-
acteristics of solid Earth geophysics. Typically for
silicates « ~ 107" K™!, Ky ~ 10" Pa, while tempera-
ture variations in the mantle, AT, are of a few 1000 K
with a pressure increase between the surface and the
core, AP, of order of 10" Pa. This indicates that the
overall density variations due to temperature differ-
ences are negligible compared to those due to
pressure differences (¢ AT<<1 but AP/K7 ~1).In
planets, to first order, the radial density is only a
function of pressure, not of temperature. This is
opposite to most liquid or solid laboratory experi-
ments, where the properties are usually controlled by
temperature.

A very important quantity in the thermodynamics
of solids is the Griineisen parameter (Griineisen,

1877-1949)
al(T 1 6P)
lN=—+=— (2 76
pCr — pCy <6T , 7el

The Griineisen parameter is dimensionless, does not
vary much through the mantle (I" is typically around
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1 within 50%), and can reasonably be considered as
independent of the temperature. An empirical law
(Anderson, 1979) relates I' with the density

r=T, (%)’l [77]

where ¢1s around 1. The Griineisen parameter can also
be related to the microscopic vibrational properties of
crystals (Stacey, 1977). At high temperature, above the
Debye temperature (Debye, 1884—1966), all solids have
more or less the same heat capacity at constant volume.
This is called the Dulong and Petit rule (Dulong,
1785-1838; Petit, 1791-1820). At high 7] each atom
vibrates and the thermal vibrational energy is equipar-
tioned between the three dimensions of space (degrees
of freedom) which leads to C},, = 3R per mole of atoms,
independent of the nature of the solid (R is the gas
constant). Assuming that the mantle is made of pure
forsterite. Mg,S10,4 that contains seven atoms for a
molar mass of 140 g, its heat capacity at constant volume
is therefore close to Cy,, = 21R=174.56 J K" mol ' or
Cy=1247J K "kg~". The approximate constancy of
Cy and the fact that I' is only a functon of p [77],
allow us to integrate [76]:

P= F(p) + Oé()K(Y{(T_ T(])(ﬁ) ! [78]

where o and K are the thermal expansivity and
incompressibility at standard conditions and where
Hp) 1s a density-dependent integration constant. A
rather simple but acceptable choice for the function
Hp), at least for mantle dynamicists, is the
Murnaghan EoS (Murnaghan, 1951) at constant T'
that allows us to write an EoS for solids of the form

()] ()

with an exponent # of order of 3. This equation could
easily be used to derive any thermodynamic property
like a (P, 'T") or Ky (P, T'). This equation has been
used implicitly in various models of mantle convec-
tion (e.g., Glatzmaier, 1988; Bercovici ez al., 1989a,
1992). An important consequence of this EoS assum-
ing ¢~ 1 is that aK;-1s more or less constant and that

Kr ~ KD (ﬁ) . a~ ag (ﬁ> [80]
Lo Lo

In the mantle, the incompressibility increases and the
thermal expansion decreases significantly with depth.
The geophysical consequences are further discussed
in Section 7.02.6.5.1.

Two other thermodynamic equalities can also be
straightforwardly deduced by chain rules of derivatives
and will be used in the following. A relation between
the two heat capacities Cp and Cp of the energy equa-
tions [38] can be derived from the two expressions for
heat increments, [31] and the definition of 4, [33],

ooy = 2L (2P [81]
p—Cp = ) \atT),

The same expressions for heat increments, [31] and
the / and 4 definitions, [33], imply that for an adia-
batic transformation (when 6Q and 4S are zero),

oP _ pCp . or _ C[
(ﬁ)s_ aT and <©T)S_ akr'T [52]
Equations [81]—[82] take simpler forms when the

Griineisen parameter [76] and the adiabatic com-

pressibility defined by

K (ap ) 83]
s=P\5,
op) s
are used; they are
Cp K
—=—=1+4TaTl 84
i i [84

Since I'~ 1 and since aT'<<1, the two heat capa-
cities are basically equal. It seems safer to assume that
Cy 1s constant (the Dulong and Petit rule) and infer
Cp from it. The incompressibility K is defined simi-
larly to K7 but at constant entropy. The theory of
elastic waves introduces this parameter that can be
obtained from seismic observations

4
2 2 -
K =(%-3%) 551
where v, and v, are the p and s, compressional and
shear seismic, wave velocities. This important para-

meter provides a connection between geodynamics
and seismology.

7.02.3.2 Rheology

In Section 7.02.2.3, no assumption is made on the
rheology of the fluid, that is, on the relation between
the stress tensor and the flow itself. In contrast, the
discussion of energy conservation (Section 7.02.2.4)
relies on the assumption that the pressure-related
work is entirely recoverable [32]; as a consequence,
the work of the deviatoric stresses ends up entirely as
a dissipative term, hence a source of entropy. In a real
fluid, this may be wrong for two reasons: part of the
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deviatoric stresses may be recoverable and part of the
1sotropic work may not be recoverable. In the first
case, elasticity may be present, in the second case,
bulk viscosity (see Chapter 2.14).

7.02.3.2.1 Elasticity

On a very short timescale, the mantle is an elastic
solid in which compressional and shear waves propa-
gate (e.g., Kennett, 2001). In an elastic solid, the linear
strain tensor,

(Vu + [Vu]) [86]

€ =

N | o=

where u is the displacement vector (this is valid for
small deformations (see, e.g, Malvern, 1969; Landau
and Lifchitz, 2000) for the large deformation case) is
linearly related to the stress tensor,

Jf‘/ = Aiﬁ/GZ/ (87]

where A is the fourth-rank stiffness tensor. Since
both the stress and the strain tensors are symmetric
and because of the Maxwell thermodynamic relations
for internal energy (including the elastic energy),
GZL{/GEZ]@&M = 621/{/661,;@6,-/, the elastic tensor is
invariant to permutations of 7 and 7, # and /, z7 and #/.
This leaves in the most general case of anisotropy, 21
independent stiffness coefficients (Malvern, 1969). In
crystals, this number decreases with the number of
symmetries of the unit cell. For isotropic elastic
solids, only two parameters are needed, the incom-
pressibility K and the rigidity pgr and the elastic
behavior satisfies

o° = Kue(€)I + 2um <§e, étr@)z) 58]

where tr(e)=V - u.

Two remarks can be made on this rapid presenta-
tion of elasticity which are more deeply developed in
textbooks of mechanics (e.g, Malvern, 1969; Landau
and Lifchitz, 2000) or of seismology (e.g., Dahlen and
Tromp, 1998). First, the expression [88] assumes that
the displacement vector is computed from an initial
situation where the solid is perfectly stress free, that
is, 0°=0 when €°=0. In practical problems, only
incremental displacements with respect to an initial
prestressed state are known and g has to be under-
stood as a variation of the stress tensor. Second,
temperature variations are associated with changes
in elastic stresses and the incompressibility X takes
these variations into account. The incompressibility
should be K= Kj for rapid adiabatic seismic waves

and K= K for isothermal variations. The other
elastic parameters that introduced,
Poisson’s ratio, Young’s modulus (Young, 1773—
1829), Lamé’s parameters (Lamé, 1795-1870), are
simple functions of incompressibility and rigidity.
Since the term proportional to g is traceless, eqn
[88] leads to, tr(0*) = 3K tr(€”), the rheology law can
also be written in terms of compliance (i.e., getting €°
as a function of o°):

are often

o1 1
e=—uo)N+-—|o
9K 2R 3

1 .
o u@)n) [
In these equations, the trace of the stress tensor can
also be replaced by the pressure definition

(o) = 3P [90]

The momentum equation [15] remains valid in a
purely elastic solid (except that the advective trans-
port is generally neglected, D/Dr~0/01), but the
discussion of energy conservation and thermody-
namics is different for elastic and viscous bodies.
The work the elastic stress is entirely recoverable: a
deformed elastic body returns to its undeformed
shape when the external forces are released. The
internal energy change due to the storage of elastic
stress is O W=V 0o ,:de’ instead of 6 W= —PdV and
this is provided by the deformation work term 7: Vv,
which is therefore nondissipative. Thus, for an elastic
body, the temperature equations [38] and the entropy
equation [39] hold but with the 7:Vv source term
removed.

7.02.3.2.2 Viscous Newtonian rheology
On a very long timescale, it is reasonable to
assume that the
become eventually relaxed and dissipated as heat.
This is the assumption that we have implicitly
made and that is usual in fluid mechanics. Since
the dissipative term is 7:Vv=17:€" and must be
positive according to the second law, this suggests a
relationship between velocity-related stresses and
velocity derivatives such that the total stress tensor
has the form

internal  deviatoric  stresses

oy = —Pby + A&y [91]

0; being the Kronecker symbol (Kronecker,
1823-91). Except for the time derivative, the only
formal difference between this expression and [87] is
that pressure exists in a motionless fluid but is always
associated with deformation in an elastic solid.
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Using the same arguments as for the elastic case,
the viscous rheology in the isotropic case can there-
fore be written in term of stiffness

o = (P4 CaleL + (& uen) b

where tr(€") =V - v. Using tr(c?) = 3(— P+ (tr(€)),
the rheology can also be expressed in term of
compliance

,:Q*C 3

The two parameters 77 and ¢ are positive according to
the second law and are called the shear and bulk

& 1<3P+rr(gv»ui(gvirr(gvn) 93]

viscosities. When they are intrinsic material proper-
ties (Le., independent of the flow itself), the fluid is
called linear or Newtonian. The hypothesis of iso-
tropy of the rheology is probably wrong for a mantle
composed of highly anisotropic materials (see Karato,
1998) but only a few papers have tried to tackle the
problem of anisotropic viscosity (Christensen, 1997a;
Muhlhaus er al., 2004).

Since tr (¢°)/3=—P+(V - v, the isotropic aver-
age of the total stress is not the pressure term, unless
¢V - v=0. Therefore, part of the stress work, 7: €&°,
during isotropic compaction could be dissipated in the
form of the heat source ((V - v)®. A density-indepen-
dent bulk viscosity allows an infinite compression
under a finite isotropic stress. The bulk viscosity para-
meter ( is generally only introduced to be
immediately omitted and we will do the same.
However, using [92] with { =0 but keeping V - v#£0
does not seem valid since it would remove all
resistance to isotropic compression. We will see
that considering (=0 in [92] is formally correct
although the real physical explanation is more
complex: elastic stresses must be present to provide a
resistance to isotropic viscous compression. The bulk
viscosity, or some equivalent concept, is however
necessary to handle two phase compression problems
(McKenzie, 1984; Bercovici ez al, 2001a) (see Section
7.02.5.2).

7.02.3.2.3 Maxwellian visco-elasticity

To account for the fact that the Earth behaves
elastically on short time constants and viscously at
long times, it is often assumed that under the same
stress, the deformation has both elastic and viscous
components. By summing the viscous compliance
equation [93] with the time derivative of the elastic

compliance equation, [89] and in the case of an
infinite bulk viscosity ¢, we get

. 1 . 1 1
=—twu(o)l + —|o—-tr(o)l
I3 oK (o)l + 2 (_ 3t1r(_)_)

1 N S
+ (o quien) o4
where 0=0"=0‘ande= € 4 ¢° This time-
dependent rheological law is the constitutive law of
a linear Maxwell solid.

A few simple illustrations of the behavior of a
Maxwellian body will illustrate the physical meaning
of eqn [94] (see also Chapter 7.04). First, we can
consider the case where stress and strain are simple
time-dependent sinusoidal functions with frequency
w (Le, 0 =0, exp(iws) and €= € exp(iw?)). The
solution to this problem can then be used to solve
other tme-dependent problems by Fourier or
Laplace transforms. Equation [94] becomes

&=ttt (1o 1) (o Juter) b3
where 7 =1/ pg 1s the Maxwell time, [1]. This equa-
tion can be compared to [89], and shows that the
solution of a visco-elastic problem is formally equiva-
lent to that of an elastic problem with a complex
elastic rigidity. This is called the correspondence
principle.

We can also solve the problem of a purely 1-D
Maxwellian body (only 0., and €., are nonzero),
submitted to a sudden load o.,=0\H () (where
H is the Heaviside distribution (Heaviside, 1850—
1925)), or to a sudden strain €., = ¢yH (7). The solu-
tions are, for >0,

1 1
=0y + —oyr 96
€0 Sk oo + 37700 [96]
and
t
00 = 3kuR exp (7/e—> € [97]
T

respectively, with #=3K/(3K+ pgr). In the first case,
the finite elastic deformation is followed by a steady
flow. In the second case, the initial elastic stresses are
then dissipated by viscous relaxation over a time
constant, 7/4 This time constant is different from
the Maxwell time constant as both deviatoric and
nondeviatoric stresses are present. For mantle mate-
rial the time 7/ would however be of the same order
as the Maxwell time constant 7 (in the mid-mantle,
K~ 2jig ~ 200 GPa).
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From eqn [94], we can now understand what
rheology must be used for a compressible viscous
mantle. For phenomena that occur on time constants
much larger than the Maxwell time, the deviatoric
stresses can only be supported by the viscosity. As a
typical viscosity for the deep mantle is in the
range 10'°~10** Pas (see Sections 7.02.4 and 7.02.6),
the appropriate Maxwell times are in the range
30 yr—30 kyr, much shorter than those of convection.
By constrast, the isotropic stress remains only sup-
ported by elasticity in the approximation where the
bulk viscosity ¢ is infinitely large. The appropriate
rheology for mantle convection is therefore given by

1 . 1 1
e =—tu(0)l + —|o--u(o)] 98
= gpu@n+ (o ju@n) oy
This equation is simultaneously a rheology equation
for the deviatoric stress and an EoS for the isotropic
stress. Using P= —tr(0)/3, the stress tensor verifies

o=-Pl+2e I.)1 [99]
o= -Pl+me- ol

This equation is intrinsically a visco-elastic equation,
that can be replaced by a purely viscous equation
plus an EoS

g:—41+mm(§—§u@ﬂ) [100]
Mdzg [101]

Equation [100] is therefore the appropriate limit of
eqn [92] for slow deformation, when { =+ oo and
when isotropic compaction is resisted by the elastic
stresses.

The use of a Maxwell visco-elastic body to repre-
sent the mantle rheology on short timescale remains
however rather arbitrary. Instead of summing the
elastic and viscous deformations for the same stress
tensor, another linear viscoelastic body could be
obtained by partitioning the total stress into elastic
and viscous components for the same strain rate.
Instead of having the elasticity and the viscosity
added like a spring and a dashpot in series
(Maxwell rheology), this Kelvin—Voigt rheology
would connect in parallel a viscous dashpot with an
elastic spring (Kelvin, 1824-1907; Voigt, 1850-1919).
Of course, further degrees of complexity could be
reached by summing Maxwell and Voigt bodies, in
series or in parallel. Such models have sometimes be
used for the Earth but the data that could support or
dismiss them are scarce (Yuen ez al., 1986).

7.02.3.2.4 Nonlinear rheologies

Even without elasticity and bulk viscosity, the
assumption of a linear Newtonian rheology for the
mantle is problematic. The shear viscosity cannot be
a direct function of velocity since this would contra-
dict the necessary Galilean invariance of material
properties. However, the shear viscosity could be
any function of the invariants of the strain rate tensor.
There are three invariants of the strain rate tensor;
its trace (but tr(€)=0, for an incompressible
fluid), its determinant and the second invariant
L =+/€ : € (where as in [30], the double dots
denote tensor contraction). The viscosity could
therefore be a function of det (€) and /.

The main mechanisms of solid-state deformation
pertinent for mantle conditions (excluding the
brittle and plastic deformations) are either diffusion
creep or dislocation creep (see Poirier (1991)). In
the first case, finite deformation is obtained by sum-
ming the migrations of individual atoms exchanging
their positions with crystalline lattice vacancies.
In crystals, the average number of lattice vacancies
C varies with pressure, P, and temperature, 7,
according to Boltzmann (Boltzmann,
1844-1906),

statistics

PV
CO(CXP (— ﬁ) [102]

(V1s the atomic volume, R the gas constant). A mineral
is composed of grains of size 4 with an average con-
Co. A first-order
expansion of [102] indicates that a gradient of vacan-
cies of order |VC| oc(Co/d)(TV/RT') appears under a
deviatoric stress 7, due to the difference in stress
regime between the faces in compression and the
faces in extension (TV<<RT') (see Poirier, 1991;
Ranalli, 1995; Turcotte and Schubert, 1982; Schubert
et al., 2001). This induces a flux of atoms (number of
atoms per unit surface and unit time)

centration of lattice vacancies

C 7

F oD [103]
where D is a diffusion coefficient. This flux of atoms
goes from the grain faces in compression to the grain
faces in extension. Along the direction of maximum
compression, each crystal grain shortens by a
quantity 04 which corresponds to a total transport
of #6d/V atoms. These atoms can be transported in a
time 07 by the flux 7 across the grain of section Ve
(with volume diffusion Dy). They can also be trans-
ported by grain boundary flux 7z (with grain
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boundary diffusion Dp) along the grains interfaces
through a surface 44 (b being the thickness of the
grain boundary), according to

2 2
dV(Sd ~ Ipd*6t  or a°od

~ Fphdst  [104]

As €=(0d/b1)/d, the previous equations lead to the
stress—strain rate relationship

¢ (b, + 0,2z [105]
£ dZRT v Bd L

This diffusion mechanisms lead to a Newtonian
rheology but with a grain-size dependence of
the viscosity; nocd® for Nabarro-Herring creep
with diffusion inside the grain (Nabarro, 1916-2006;
Herring, 1914) and nocd’ for Coble grain-
boundary creep (Coble, 1928-92). The viscosity is
also very strongly 7T-dependent not so much
because of the explicit factor 7' in [105], but
because diffusion 1s a thermally activated process,
Docexp(—Egqg/RT), where FEgg is an activation
enthalpy of diffusion.

In the case of dislocation creep, lines or planar
imperfections are present in the crystalline lattice
and macroscopic deformation occurs by slip motion
along these imperfections, called dislocations. Instead
of the grain size 4 for diffusion creep, the mean
spacing d, between dislocations provides the length
scale. This distance is often found to vary as 1/5.
Therefore, instead of a diffusion creep with a viscos-
ity in 4” the resulting rheology is rather in /, ” and is
also thermally activated with an activation energy
Eg;s- Dislocation creep leads to a nonlinear regime
where the equivalent viscosity varies with the second
invariant with a power —», where 7 is typically of
order 2,

€ oclyexp(—Eais/RT)T [106]

(this relationship is often written, in short, € ocz”
with a stress exponent m of order 3 but " really
means /3 'T).

In general, for a given stress and a given tempera-
ture, the mechanism with the smallest viscosity
(largest strain rate) prevails. Whether linear (grain
size dependent), or nonlinear (stress dependent),
viscosities are also strongly dependent upon tem-
perature, pressure, melt content, water content,
mineralogical phase, and oxygen fugacity (e.g,
Hirth and Kolhstedt (1996)). In Section 7.02.6.3 we
will further discuss the rheological mechanisms
appropriate for the Earth.

7.02.4 Physics of Convection

The complex and very general system of equations
that we have discussed in Sections 7.02.2 and 7.02.3
can be used to model an infinite number of mantle
flow situations. Mantle flow can sometimes be simply
modeled as driven by the motion of plates (some
examples are discussed in Chapters 7.05, 7.07 and
7.08). It can also be induced by compositional density
anomalies (some examples are discussed in Chapters
7.10 and 1.23). However, a fundamental cause of
motion is due to the interplay between density and
temperature and this 1s called thermal convection.
The phenomenon of thermal convection is com-
mon to all fluids (gas, liquid, and creeping solids) and
it can be illustrated by simple experiments (see
Chapter 7.03). The simplest can be done using
water and an experimental setup called the shadow-
graph method. Parallel light enters a transparent fluid
put in a glass tank and is deflected where there are
refractive index gradients due to temperature varia-
tions in the fluid. A pattern of bright regions and dark
shadows is formed on a screen put on the other side
of the tank. From this shadowgraph the structure of
the temperature pattern can be qualitatively assessed
(see examples of shadowgraphs in Tritton (1988)).

7.02.4.1 Basic Balance

From a simple thought experiment on thermal con-
vection, we can derive the basic dynamic balance of
convection. Let us consider a volume of fluid, §2, of
characteristic size 4, in which there is a temperature
excess AT with respect to the surrounding fluid. The
fluid is subject to a gravity g, it has an average density
p and thermal expansivity «. The volume €2, because
of its temperature,
Archimedian force, or buoyancy (Archimedes around
287-212 BC) given by

anomalous experiences an

F=—adpalATg [107]

(1 is a constant taking into account the shape of €2,
e.g., g =4m/3 for a sphere). If the volume €2 is in a
fluid of viscosity 7, it will sink or rise with a velocity
given by Stokes law (Stokes, 1819-1903)

Zpa AT
v, = —m%g [108]

(¢ is a drag coefficient accounting for the shape of €2,
Le., ¢, =7/6 for a sphere).
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During its motion, the volume 2 exchanges heat
by diffusion with the rest of the fluid and the diffu-
sion equation [44] tells us that a time of order

2
pC,a”

k
is needed before temperature equilibration with its
surroundings. During this time, the fluid parcel
travels the distance /= vz,

A natural indication of the possibility that the par-
cel of fluid moves can be obtained by comparing the
distance / to the characteristic size 2. When />> 4, that
1s, when the fluid volume can be displaced by several
times its size, motion will be possible. On the contrary
when /<< 4, thermal equilibration will be so rapid or
the Stokes velocity so slow that no motion will occur.

The condition />> 4, when v, and 7 are replaced
by the above expressions, depends on only one quan-
tity, the Rayleigh number Ra

[109]

 PPaAT@ Cp  aATgd

R
“ nk KV

[110]

in terms of which motion occurs when Rz>>1
(assuming that ¢;c;¢3 ~ 1). The Rayleigh number com-
pares the driving mechanism (e.g, the Archimedian
buoyancy) to the two resistive mechanisms, the diffu-
sion of heat, represented by x (see [43]), and the
diffusion of momentum, represented by v (see [49]).
This simple balance suggests that a large nondi-
mensional number Rz favors fluid motion. How large
Ra needs to be is a question that we cannot address at
this moment but it will be discussed in Section
7.02.44. Convection lifts hot fluid and causes cold
fluid to sink (assuming « >0, which is true for most
fluids and for the mantle). A convective system will
rapidly reach an equilibrium where all thermal het-
erogeneities are swept up or down (if Rz is large) or
thermally equilibrated (if Rz is small), unless a forcing
mechanism continuously injects new cold parcels at
the top and new hot parcels at the bottom. This can
be done by cooling the top surface or heating the
bottom one. When a fluid is heated from the side, a
lateral temperature anomaly is constantly imposed
and the liquid lateral thermal equilibration is pre-
vented. The fluid remains in motion regardless of the
amplitude of the imposed temperature anomaly.

7.02.4.2 Two Simple Solutions

7.02.4.2.1 The diffusive solution

Trying to directly and exactly solve the mass,
momentum, energy, and Poisson’s equations and
accounting for a realistic EoS would certainly be a

formidable task. This complex system of equations
has however two rather obvious but opposite
solutions.

A steady and motionless solution is indeed possi-
ble. The assumption 0/07=0 and v =0 satisfies the
mass equation [9], the momentum equation [16]
when the pressure is hydrostatic,

0=-VP + pg [111]

and the energy equation [38] when the temperature
is diffusive (using the Fourier law [42]),

V-(,kVT) + pH=0 [112]

Solving analytically for the hydrostatic pressure and
the diffusive temperature is trivial when H, &, and p
are uniform. For example, choosing a depth z posi-
tive downward, we get

1
P = pgz, T:T()—i—ATz—i-Esz(/a—z) [113]

across a conductive solution with T'=T,, P=0 at
2=0, and T'=Ty+ AT at z=h Computing analy-
tically the conductive solution remains feasible, but
could be quite cumbersome if one introduces a rea-
listic EoS and computes gravity in agreement with
the density distribution using Poisson’s equation [50].
In Section 7.02.4.4 we will understand why the fluid
does not necessarily choose the diffusive solution.

7.02.4.2.2 The adiabatic solution

The previous diffusive solution was obtained for a
steady motionless situation. However, the opposite
situation where the velocities are very large also
corresponds to a rather simple situation. The energy
equation [38] can also be written as

DInT _Dlnp
’ -T —_V- :
pC;T( Dy Dy ) V-q+z:Vv+pH [114]
or
DInT  « DP
CoT - — ) =-V- : H (115
pCp ( Dy pCth) V-q+7:Vv+pH [117]

The right-hand sides of these equations were pre-
viously shown to be equal to p7'DS/Drin [39]. If we
decrease the viscosity in a fluid, the convective velo-
city increases. The advection terms, v+ VT, v - Vin p,
and v+ VP become then much larger than the time
dependent, diffusion, and radioactive production
terms. With a low viscosity, the fluid becomes also
unable to sustain large stresses. As a consequence,
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when convection is vigorous enough, the fluid should
evolve toward a situation where

(VInT)g—T'(VInp)g=0
o [116]
pLp

(VInT)s- —= (VP)5=0

Since such equations imply that the entropy is
exactly conserved, DS/Dr=0, this equilibrium is
called the adiabatic equilibrium. We added a sub-
script | ]s to denote the isentropic state.

Notice that, since the Griineisen parameter is only
density dependent, see [77], density and temperature
are simply related along the adiabat. For example, if
the Griineisen parameter is a constant, I'y (using
¢=01n [77]), the first of eqns [116] implies

Ty
T = '1‘0(£> [117)
Po

where T, and p, are two reference values. This
equation implies that the adiabatic temperature
increases by a factor 1.72 (e.g, from 1300 to 2230 K)
from the asthenosphere (pg~3200kgm™) to the
CMB (p~ 5500 kg m ), if we assume I’y =1.

7.02.4.2.3 Stability of the adiabatic
gradient

When a fluid is compressed, it heats up and
cools down when decompressed. This is the same
physics that explains why atmospheric temperature
decreases with altitude. Of course, this adiabatic
effect is vanishingly small in laboratory experiments,
but not always in nature.

If a parcel of fluid is rapidly moved up or down
along z by a distance 4, it changes its temperature
adiabatically, by the quantity 4(d7/dz)s. However,
the surrounding fluid will be at the temperature
a(dT/dz) where d7/dz is just the temperature gra-
dient, not necessarily adiabatic, of the fluid at rest.
We can define AT, as the nonadiabatic tempera-
ture: ATy, = a(dT/dz — (dT/dz)s). The parcel being
warmer or colder than the surroundings will rise or
sink with a Stokes velocity that, rather than [108] will
be of order

2paA T,
VJ:—clc_w [118]
n

Since z is depth, dz is positive along g, the adiabatic
gradient is positive and the fluid parcel locally

unstable when the gradient in the surrounding fluid
is larger (superadiabatic) than the adiabatic gradient.
On the contrary, a subadiabatic gradient is stable with
respect to convection. It is therefore not the total
temperature difference between the top and bottom
of the fluid that drives motion, but only its nonadia-
batic part.

To compare the Stokes velocity with the thermal
equilibration time, we need to introduce a modified
Rayleigh number

_aAT, ga’

Ra [119]

RV

This number is based on the nonadiabatic tempera-
ture difference in excess of the adiabatic variation
imposed over the height a.

We have shown that inside a convective cell,
the thermal gradient should be superadiabatic.
Superadiabaticity is the source of convective instabil-
ity, but vigorous convective stirring involves largely
rapid adiabatic vertical motion; so much of convect-
ing fluid is indeed adiabatic while most of
superadiabaticity is bound up in the thermal bound-
ary layers where the vertical motion goes to zero.
This mechanism suggests that an adiabatic reference
background should not be such a bad assumption for
a convective fluid.

This adiabaticity hypothesis should, however, not
be taken too literally (Jeanloz and Morris, 1987). In
most numerical simulations, the resulting averaged
geotherm can be far (a few hundred kelvins) from
adiabatic (Bunge er 4/, 2001). First, radioactive heat-
ing, dissipation, and diffusion are never totally
negligible, second, even if each fluid parcel follows
its own adiabatic geotherm, the average geotherm
may not correspond to any particular adiabat.

7.02.4.3 Approximate Equations

7.02.4.3.1 Depth-dependent reference
profiles

We assume that the thermodynamic state is not far
from an hydrostatic adiabat; thus, we choose this state
as a reference and rewrite the equations of fluid
dynamics in term of perturbations to this state (see
also Jarvis and McKenzie, 1980; Glatzmaier, 1988;
Bercovici e al., 1992). We denote all the reference
variables with an overbar. We choose a reference
hydrostatic pressure given by

VP =rpg [120]
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and adiabatic temperature and densities obeying [116]

VI = %T
o{jg [121]
Vo===p
P=Cr

where all the parameters are computed along the
reference geotherm and where g has been solved
using Poisson’s equation [50] with the reference
density p.

The reference parameters are depth dependent
and usually, even for a simple EoS cannot be analy-
tically obtained. They can however be computed
numerically from [116] assuming that the
Griineisen parameter is only p-dependent. Using
the EoS [79], all the thermodynamic quantities
become functions of depth only, so that the reference
profile can be obtained by quadratures.

7.02.4.3.2 Nondimensionalization

As a principle, the validity of equations cannot depend
on the units in which the quantities are expressed. The
laws of physics can only relate dimensionless combi-
nations of parameters (e.g, Barenblatt, 1996). This is
fundamental in fluid dynamics where a large number
of quantities appear in the equations (see also Chapter
7.04). A necessary starting point is therefore to
rephrase any fluid dynamics problem involving N-
dimensional parameters in term of M dimensionless
quantities (N— M <0 is the number of independent
physical dimensions of the problem).

One cannot perform the nondimensionalization
of the convection equations using the variable
reference profiles. We must therefore introduce
constant parameters, with indices [ ]o, correspond-
ing to some typical or mantle-averaged values of
the depth-dependent reference values. We intro-
duce, for example, o, po, g, or .

The adiabatic equations [121] impose the natural
scale for temperature variation, Cp/(@|| g||). This
scale varies with depth but should not be too different
from the value computed with the constant para-
meters (with indices 0). We therefore introduce a
nondimensional number, the dissipation number D,

_ Qoo
Dy = a

[122]

that compares the natural scale of temperature varia-
tions with the layer thickness, « The dissipation
number Dy is around 0.5 for the Earth’s mantle. For
any laboratory experiment this number would be
infinitely small, only geophysical or astrophysical

problems have large dissipation numbers. The
hydrostatic and adiabatic reference profiles satisfy
approximately

dr T dp Dyp

—~Dy— and —~

dz a dz Tya [123]

A zero dissipation number leads to uniform reference
temperature and pressure, as the adiabatic compres-
sion effects are not large enough to affect these
quantities.

From top to bottom, the reference temperature
increases adiabatically by ATs while a total tem-
perature jump ATs+ AT,, is imposed. Only the
excess nonadiabatic temperature AT, is really use-
ful to drive convection. The term driving convective
instability is thus the dimensionless quantity e,

€= agAT, [124]

which is always a small number (all the necessary
numerical values are listed in Table 1).

All these preliminaries have been somewhat
lengthy but we are now ready to nondimensionalize
the various equations. Then, we will get the approx-
imate equations (Jarvis and Mckenzie, 1980), by
simply taking into account that €<<1 (anelastic
equations) or more crudely that both e<<1 and
Dy<<1 (the so-called Boussinesq
Boussinesq, 1842—1929). The mathematical formula-
tion 1s heavy because of the number of symbols with
or without overbars, tildes or indices, but is straight-
forward. The reader may jump directly to the results
of Section 7.02.4.3.3.

To nondimensionalize the equations we can use
the quantities # and AT,,; we also need a character-
istic velocity and pressure. Following our discussion
of the basic force balance in Section 7.02.4.1, we use a
typical Stokes velocity, VozﬂzgopoaOA Tha/MNo, time
a/Vy, and pressure Py =1,/ /a. Using the definitions
of Dy, [122], Iy, [76] and ¢, [124], we perform the
following change of variables:

equations,

K. Dy €Y _
:eﬂ_T_O_(I;V
To 1_‘0 CV
_ Dy €Y ~
ayT = ayT + €T [125]
1~
V=-V
a

0 KVDyCY D

or ¢ o Fo C? or
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Table 1 Typical parameter values for numerical models of mantle convection.
Mantle Core

Size a 3x10° 3x10° m
Dyn. viscosity o 102 1073 Pas
Heat capacity Cc%ouc) 1000 700 JK kg™
Density o 4000 11000 kgm™
Heat cond. ko 3 50 Wm~TK™!
Expansivity ao 2x107° 1075 KT
Temperature excess ATha 1500 1? K
Radiactivity prod. H 7x10"M 0? Wkg™'
Gravity 9o 9.8 5 ms~2
Incompressibility K% 10" 102 Pa
Kin. viscosity v = no/po 2.5%x 10" 9.1x10°8 m2s™"
Thermal diff. K = ko/(pgCD) 75%x1077 6.5x107° m2s~!
Driving term € = apATha 3.0x1072 1.0°°
Dissip. number Do 0.59 0.21
Grineisen par. r 0.50 1.3
Rayleigh Ra 4.2 %107 2.2x10%7?
Intern. Rayleigh Rayy 2.4 x10" 0?
Prandtl Pr 3.3x10% 1.4x1072
Reynolds Re = Ra/Pr 1.3x107" 1.6 x 10%°
Mach M 50x1071'° 2.3x 10716

RaPrivi? 35x1072 1.6x107°

To emphasize the drastic differences between the highly viscous mantle and a real liquid (in which shear waves do not propagate), we
added estimates for the core assuming that core convection is so efficient that only 1K of nonadiabatic temperature difference can be
maintained across it. Notice that with only 1 K of temperature difference, the Rayleigh number of the fluid core would already reach 10°7!

The EoS [75] can then be expanded at first order for
a thermodynamic state close to the hydrostatic adia-
batic reference

p=p+L(P-P)-ap(T-T) 12
T

After nondimensionalization, the EoS becomes

K() D C[) ~ o ~
p=p<1 +e(—T—O—PP*—1)> [127]

1? T F(] C? QY

0 0 5 T
As Cp~C), Kr ~K), a~ay, P~T~1, and
€<<1, it shows that the density remains close to
the reference profile within terms of order e,

p=p(1+0(c).

7.02.4.3.3 Anelastic approximation

To approximate the equations of convection, we per-
form the change of variables, [125], and use the fact
that € is small (see also Schubert ez 4/, 2001). The
choice of the reference state leads to the cancellation
of the terms O(1) of the mass, momentum, and
energy equations, [9], [16], and [38].

At order O(e), the first terms that remain in each
equation are

~ _ o = = K() D C(] _
Ralv _ _gp 4 v.g 4 LEZT S
Pr Dt po 2 KTy C),
p g a
Po & o [128]
pCpDT 1o [kl T .
B - VSV + T
o C?, Dt Ra ko A’TM *
- — 2
+ 2L 2Ty, 4 L Lol
g Po ° po Ra kg AT
+D()i : vV

In the last equation, %, is the component of
the velocity field is along the radial reference gravity
g * V= g7, This new set of equations constitutes the
equation of fluid dynamics in the anelastic approx-
imation. The term ‘anelastic’ comes from the fact that
the propagation of sound waves is impossible since
the term in Op/0r is neglected.
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In eqns [128], we introduced the Rayleigh, Ra, and
Prandtl, Pr, numbers

Ra— oA Tnapf)goﬂ} C% _ oA Tnag()ﬂ3

Moko YKo

[129]

noC}l 0]
Pr = P [130]
The physical meaning of the Rayleigh number as a
measure of convective vigor has already been dis-
cussed. The Prandtl number (Prandtl, 1875-1953)
compares the two diffusive processes: namely the
diffusion of momentum and heat.
In the momentum equation, T =Ta/(nyV;) is the
nondimensionalized stress tensor which in the
Newtonian case (without bulk viscosity) becomes

= Nle | o) 20g.~
=1 (W4 (%)) Vo [131]
The formalism is already so heavy that we have
not included the self-gravitational term. This term is
not negligible at long wavelengths (see Section
7.02.2.5.2). To account for this term we should have
added on the right-hand side of second equation of
[128] a term —ﬁ/p()?vz, where the perturbed grav-
itational potential due to the departure of the density
from the reference profile satisfies Poisson’s equation

p K9DyCY ~ & ~
=y P —T [132]
<p>\Krl CV %)

V=3
where <p> is the average density of the Earth.

7.02.4.3.4 Dimensionless numbers
The ratio Ra/Pr is also called the Grashof number
Gr=agAT,, /v° (Grashof, 1826-1893). This num-
ber can also be written as Voz/v and could be called
the Reynolds number, Re, of the flow (Reynolds,
1842-1912). Using one or the other names depends
on the quantities that are best known. For example, if
the velocity /is a parameter imposed by a boundary
condition, using it to perform the nondimensionali-
zation and speaking in terms of Reynolds number
would be more natural than using the Grashof num-
ber. If a thermal structure is imposed by a velocity
boundary condition (e.g, by the thickening of the
oceanic lithosphere with age), it would seem natural
to introduce a Péclet number Va/k (Péclet, 1793—
1857), which is nothing more than the Rayleigh
number of the flow if the velocity is imposed by the
internal dynamics.

The Rayleigh and Prandtl numbers can be esti-
mated in different ways. In fact, the only difficult

parameter to know is the viscosity. In most textbooks
the value of 10*' Pas, first proposed by Haskell
(1937), is given with a unanimity that hides very
large uncertainties and most probably a large geogra-
phical variability. The mantle viscosity and its depth
dependence can be constrained by postglacial
rebound, geoid, true polar wander, change of flatten-
ing of the Earth, and plate force balance models or
extrapolated from laboratory measurements. An
increase of viscosity with depth between one or two
orders of magnitudes is likely, with an asthenosphere
significantly less viscous (10'"Pas) at least under
oceanic plates and a lower mantle probably around
10°* Pass (see details in Section 7.02.6.1). It is impos-
sible to give justice to all the papers on this subject
but some geodynamic estimates of mantle viscosity
can be found in, for example, Peltier (1989), Sabadini
and Yuen (1989), Lambeck and Johnston (1998), or
Ricard er al. (1993a). Whatever the value of the real
viscosity, the ratio Ra/ Pris so small that inertia plays
no role in the mantle and the left-hand side of the
momentum equation in the anelastic approximation
[128] can safely be set to zero (see numerical values
in Table 1).

We can also introduce the Rayleigh and Prandtl
number in the EoS [127] and define a new number, M,

p:p(1 + lf_’(')'RaPerﬁ—ife) [133]
Ky Qg
This number is the Mach number M = vp /vy, ratio
of the velocity of thermal diffusion, vp = Ko/4, to the
velocity vy = v/K7/p (Mach, 1838-1916). This last
velocity is very close to the bulk velocity vy =
Ks/p (see [85]). The anelastic approximation is
sometimes called small Mach number approximation.
The Earth’s Mach number is indeed of order 107"
since thermal diffusion 1s much slower than the
sound speed. However, the anelastic approximation
really requires a small RaPyM” and this quantity is
just EDOC%/FOCOV, that is, of order € = 1072 (Bercovici
et al, 1992). A planet could have a very low Mach
number but so large a Prandtl number that the ane-
lastic approximation would not be valid. Similarly, a
planet can have a low Reynolds number (creeping
convection) with a very large Rayleigh number
(chaotic convection).

7.02.4.3.5 Boussinesq approximation

As was expected from Section 7.02.2.5.3, where we
had shown that the dissipation and the adiabatic
terms balance each other in a statistical steady-state
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regime, these terms are proportional to the same
dissipation number Dq. Although Dy is not so small,
most of the physics of mantle convection, except for
the additional adiabatic temperature gradient, is cap-
tured with models where D, is arbitrarily set to zero.
This is due to the fact that the mantle viscosity is so
high that a huge AT, is maintained across the top
and bottom boundary layers. The other sources and
sinks of energy and density anomaly (viscous dissipa-
tion and adiabatic heating) are therefore always small
(Jarvis and Mckenzie, 1980; Glatzmaier, 1988;
Bercovici et al, 1992; Tackley, 1996).

In the Boussinesq approximation, Dy=0, the
reference density and temperature become constants
according to [123] and the EoS [127] indicates that
the density becomes only a function of temperature
(when the reference temperature is uniform we can
also choose Cp= Cp=Cp=Cy). The nonadiabatic
temperature increase AT,, becomes simply the
total temperature increase AT, This approximation
is of course excellent for laboratory scale experi-
ments where effectively Dy<<1 and the fluid
dynamics equations become

V-v=0
RaDVi ~~ = N (= ~ 3t
b= VP4V (% (v + |V¥] ))
_gax [134]
£ o
DT 15 £~~ 1 poHa”
D7 RaV |:/e0VT:| + RakgA'T

Here again as in the mantle, Gr= Ra/Pr<<1, the
inertia in the momentum equation [134] can be
neglected. The self-gravitational term —p/poVep
should be added to the momentum equation (second
equation of [134]) for large-scale simulations, the
gravitational potential being solution of [132] where
only the thermal part of the density variations needs
to be taken into account.

The physical behavior of a large Rayleigh number
1s obvious in [134]. When Rz — oo, the temperature
becomes a purely advected and conserved quantity,

DT/D7 = 0.

7.02.4.3.6 Internal heating

In the nondimensionalization, we assumed that the
nonadiabatic temperature AT, and the radioactive
sources are two independent quantities. Of course, in
the case where the mantle is only heated from within,
the excess temperature is not anymore a free

parameter but must result from the properties of
the flow itself. In the nondimensionalization, we can
replace AT, by poHa’/ky in such a way that the
radioactive heat source of the anelastic or
Boussinesq energy equations, [128] or [134], are sim-
ply 1/Ra. This choice requires the introduction of a
somewhat different Rayleigh number, the internally
heated Rayleigh number (Roberts, 1967)

[135]

7.02.4.3.7 Alternative forms

Using the formulation of internal energy in terms of
Cy, we would have reached the equivalent anelastic
energy equation

pCyDT 1< [he( T =~
Ll e v AN T v/ T
Po C% Dz R[lV |:k()V AT +

ao po g Ks
p 1 poHd’
Lo Ra k()AT

+ DT VYV [136]

where the reference incompressibility Kg is the
incompressibility measured along the reference adia-
batic profile

_ /0P ||V P’z
Ke=p(—)=phl_ P& 137
s ”(ap)s Pival v

This relationship is given here as a definition of K,
and this incompressibility is built from a theoretical
hydrostatic and adiabatic model. However if the
real Earth is indeed hydrostatic and adiabatic, then
this relationship [137] relates the density gradient of
the real Earth, ||Vp(7)|], to a seismological observa-
tion Ks(r)/p(r). This is the important Bullen
hypothesis (Bullen, 1940) used to build the refer-
ence density of the Earth (eg, Dziewonski and
Anderson, 1981).

7.02.4.3.8 Change of nondimensionalization
We used a Stokes velocity to nondimensionalize the
equations. We have therefore introduced a velocity
Vy of order of 300myr " and a time /¥, = 10000
years (see Table 1). This is certainly very fast and
short compared with geological scales. Most physical
and geophysical textbooks (e.g., Schubert ez 4/, 2001)
use instead a diffusive time 7= pCpﬂz//eO and velo-
city a/tp. This is perfectly valid but Table 1 shows
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that the diffusive time and velocity amount to
=400 billion years and Vp=7x10myr "
These values are, on the contrary, very slow and
long compared with geological scales. A nondimen-
sionalization using a diffusive time scale leads to the

anelastic equations

V- (E;) =0
Po

1 Dv =~ = _  pgkYiDyCY~
Pr Dt * T Po KT F() C(l)r
- ﬁgaiRa%
o mem [138]
5 DT < [ks( T  ~
———=V - |-V|— T
Lo C,(z): Dt k() AT +
p ~ p poHa®
+ S P8+ 2
g pPo L 0 po ko AT
Dy~ o
—7: Vv
+ Ra v
and the Boussinesq equations,
V-v=0
1DV o o o e
Y VP4 V- E(V‘;JF[VV})
Pr Dr o
g a , 139
£, s (139
2 Qo
DT _ & T 1 poHa?
—=V-|-VT —
Dt |:k() :| + Ra k[)AT

Notice that the Rz number appears in different places
than in [128] or [134]. Of course, after their appro-
priate changes of variables, the dimensional solutions
are the same.

7.02.4.4 Linear Stability Analysis for
Basally Heated Convection

To understand why the diffusive solution is not
necessarily the solution chosen by the fluid, the stan-
dard way to test the stability of a solution is what
physicists call a study of marginal stability (see also
Chapter 7.04). It consists of substituing into the basic
equations a known solution plus an infinitely small
perturbation and checking whether or not this per-
turbation amplifies, decreases, or propagates. It is
only if the perturbation decreases in amplitude, that
the tested solution is stable.

We use the Boussinesq approximation, with con-
stant viscosity and conductivity, neglecting inertia,
and without internal heating. The nondimensionalized

equations [134] (the tilde sign has been omitted for
simplicity) can then be written as

Vv=0
—VP + Vv—Te, =0 [140]
66_7; +v- V'I‘:évz’l‘

(e, 1s the normal vector directed along g). The steady
diffusive nondimensional temperature solution 1s
T'=z, and we test a solution of the form T'=z+0T.
The temperature boundary condition 7T'=0 on top
and T'=1 at the bottom requires that 67" vanishes
for z=0and z= 1. As in the diffusive case the velocity
is zero, the velocity induced by 6 T will be infinitely
small év. In the nonlinear term, we can approximate
v-VT=6v- -V(z+6T) by dv.,=v. With this
approximation, the equations are linear and we can
find a solution in the form of a plane wave.

For a fluid confined between 2=0 and z=1 and
unbounded in the x-direction, a solution 67'=6(z)
sin(7z)sin(4x) is appropriate and satisfies the boundary
conditions. This solution is 2-D, has a single mode in
the z-direction, and is periodic in x with wavelength
A=27/k More complex patterns could be tried but
the mode we have chosen would destabilize first (see
Chapter 7.04). It is then straightforward to deduce that
for such a thermal anomaly, the energy equation
imposes a vertical velocity

D= — (9 + %{-}) sin(7z)sin(kx) [141]

From mass conservation the x-component of the
velocity must be

) )
Ve = — T (9 + MG) cos(mz)cos(kx)  [142]
k Ra

This flow has a vertical component that vanishes on
the top and bottom surfaces where the horizontal
component is maximum. The choice of the tempera-
ture structure corresponds to free-slip velocity
conditions. When the velocity and the temperature
are introduced in the momentum equation, the time
evolution of the temperature perturbation is found:

é@( ¢ 2_(7T2+/€2)>
(2 + &) Ra

For any wave number £, a small enough Rayleigh

number corresponds to a stable solution, 6/6<0.
When the Rayleigh number is increased, the

[143]
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Figure 3 Critical Rayleigh number as a function of the half
wavelength 7/k (the size of the convection cells). Above this
curve, convection occurs with a whole range of unstable
wavelengths. Below this curve, the conductive temperature
is stable since temperature perturbations of any wavelength
decrease. When the Rayleigh number is increased, the first
unstable wavelength corresponds to a convection cell of
aspect ratio v/2 and a critical Rayleigh number of 657.

temperature component of wave number £ becomes
unstable at the threshold Rayleigh number
2 233
Ra— w [144]

This Ra(k) curve is plotted in Figure 3 This curve
has a minimum when

b= Re=2lxt ~ 657 [145]

V2 4

What can be interpreted as the size of one convective
cell is 7/ since one wavelength corresponds to two
contrarotating cells. When Rz 2 Ra,, the steady dif-
fusive solution becomes marginally unstable and a
convective cell with an aspect ratio, width over
height, of v/2, develops.

A Rayleigh number of 657 is the critical Rayleigh
number for convection heated from below with free-
slip boundary conditions. As soon as Rz > Ra,, there is
a wave number interval over which convection
begins. Of course, when convection grows in
amplitude, the marginal stability solution becomes
less and less pertinent as the assumption that
6v - V6T'<<bv - Vz becomes invalid.

7.02.4.5 Road to Chaos

In Cartesian geometry, when the Rayleigh number
reaches its critical value, convection starts, and forms

rolls.  When the Rayleigh number is further
increased, complex series of convection patterns can
be obtained, first stationary, then periodic, and
finally, chaotic (see Chapter 7.03). Using the values
of Table 1, the critical Rayleigh number of the
mantle would be attained for a nonadiabatic tempera-
ture difference between the surface and the CMB of
only 0.025 K! The mantle Rayleigh number is several
orders of magnitude higher than critical and the
mantle 1s in a chaotic state of convection.

Figure 4 shows a stationary convection pattern at
Ra=10 and three snapshots of numerical simulation
of convection at higher Rayleigh number. The color
scale has been chosen differently in each panel to
emphasize the thermal structures that decrease in
length scale with Ra. This view is somewhat mislead-
ing since all the thermal anomalies become confined
in a top cold boundary layer and in a hot bottom one
at large Rayleigh numbers. Most of the interior of the
cell becomes just isothermal (or adiabatic when ane-
lastic equations are used). The various transitions of
convection as the Rayleigh number increases will be
discussed in other chapters of this treatise (see e.g.,
Chapters 7.03, 7.04 and 7.05).

7.02.5 Introduction to Physics of
Multicomponent and Multiphase Flows

The mantle is not a simple homogeneous material. [t s
made of grains of variable bulk composition and
mineralogy and contains fluids, magma, and gases.
Discussion of multicomponent and multiphase flows
could deal with solids, liquids, or gases, include com-
pressibility or not, and consider elastic, viscous, or
more complex rheology. For each combination of
these characteristics a geophysical application is pos-
sible. Here we will restrict the presentation to viscous
creep models (i.e., without inertia), where the various
components are treated with continuous variables (ie.,
each component is implicitly present everywhere).
We do not consider approaches where the various
components are separated by moving and deformable
interfaces. Our presentation excludes cases where the
problem is to match properties at macroscopic inter-
faces between regions of different but homogeneous
compositions (e.g, Manga and Stone, 1993).

We will focus on two cases. First, when all the
components are perfectly mixed in variable propor-
tions. This corresponds to the classical chemical
approach of multiple components in a solution.
This will provide some tools to understand mantle
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Figure 4 Convection patterns of a fluid heated from below at Rayleigh number 10%, 10°, 107, 108. The temperature color
bars range from 0 (top boundary) to 1 (bottom boundary). The Boussinesq approximation was used (numerical simulations by
F. Dubuffet). The increase in Rayleigh number corresponds to a decrease of the boundary layer thicknesses and the width of
plumes. Only in the case of the lowest Rayleigh number (top left) is the convection stationary with cells of aspect ratio ~ /2 as
predicted by marginal stability. For higher Rayleigh number, the patterns are highly time dependent.

phase transitions and the physics of chemical diffu-
sion and mixing. We will be rather formal and refer
the applications and illustrations to other chapters of
this treatise (e.g., Chapters 7.07 and 7.10). Our goal is
to explain why and when the advection diffusion
equation can be used in mantle dynamics. The irre-
versible thermodynamics of multicomponent flows 1s
discussed in various classical books (e.g., Haase, 1990
de Groot and Mazur, 1984). However as usual with
geophysical flows, the mantle has many simplifica-
tions and a few complexities that are not necessarily
well documented in these classical textbooks.

The second case will be for two phase flows in
which the two phases are separated by physical inter-
faces which are highly convolved and with spatial
characteristics much smaller than the typical size of
geodynamic models. This is typically the case where
magma can percolate through a compacting matrix
(see also Chapter 2.15). This approach was used to
model melt extraction and core—mantle interaction
(McKenzie, 1984; Scott and Stevenson, 1984).
Magma migration has also been treated in a large
number of publications where solid and magma are
separated in of dike

considered  as studies

propagation through hydraulic fracturing, (e.g,
Lister and Kerr, 1991), or where fusion is parame-
trized in some way (e.g., [to ez al, 1999; Choblet and
Parmentier, 2001). We do not discuss these latter
approaches.

7.02.5.1 Fluid Dynamics of
Multicomponent Flows in Solution

7.02.5.1.1 Mass conservation in a
multicomponent solution

If we want to study the evolution of major or trace
element concentration in the convecting mantle, we
can consider the mantle, instead of a homogeneous
fluid, as a solution of various components 7 in volu-
metric proportions ¢; (with X¢;=1) having the
densities p; and velocities v; (and later, thermal
expansivities «;, heat capacities Ch, etc.).

Using a mass balance very similar to what we had
discussed for a homogeneous fluid, we obtain mass
conservation equations of the form

(¢ipi)

a—;m + V- (¢)z’PiVi) =1 [146]
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where I'; is the rate of mass production of component
7. This rate of mass production is zero if no reactions
produce the component

In the fluid, the average density is

p=> éip; [147]

and various average velocities can be defined
(weighted by the mass, the volume, the number of
moles of each component 7). In this section, we intro-
duce the barycentric velocity, vi, (velocity of the
center of mass), defined by

_ E¢iPiV1'

> [148]

Vb
The average mass conservation can be obtained by
summing the equations of component conservation
[146],
op

o + V- (pw,) =0 [149]

since the sum of the rates of mass production is zero:

dTi=0 [150]

1

In eqn [146], instead of the various component velo-
cities v; we can introduce the barycentric velocity v,
and the diffusive flux of the component 7 with respect
to this average flow,

d iPi
% + V N (¢ip1'V1,) = —V .Ji + Fi [151]
where we define the diffusive flux, J,, by

Ji = dipi(vi—w) [152]

By definition of the barycentric velocity [148], the
sum of the diffusive flows just cancels out:

dJ=0 [153]
A diffusive transport is nothing else than an advective
transfer with respect to the average barycentric velo-
city. We will show later in simple cases that the
diffusive transports are driven by concentration gra-
dients (Woods, 1975; de Groot and Mazur, 1984;
Haase, 1990).
If we introduce the mass fraction C;=¢;p;/p (in
kg of 7 per kg of mixture), we can easily show from
[149] and [151] that

DC;
=-V-J,+ 1, 154
Vg [154]

where the Lagrangian derivative is defined with the
barycentric velocity:

D 0 <
E—&‘FV},'V [1)5]

7.02.5.1.2 Momentum and energy in a
multicomponent solution

In a multicomponent solution, all constituents are
present at each point and they are all locally sub-
mitted to the same pressure and stresses. We assume
that the viscous stress is simply related to v, and we
neglect inertia as appropriate for the mantle.
Newton’s second law (here, simply the balance of
forces) can be applied to the barycenter and implies

V-7 VP+pg=0 [156]

where the only force is due to the (constant) gravity.
The momentum equation thus remains identical to
that of a fluid with uniform composition and without
inertia [16].

Since there is only one momentum equation for /
components, the 7— 1 other velocity equations will
be found by using the constraints of the laws of
thermodynamics and in particular the positivity of
the entropy source. To derive the energy conserva-
tion, we perform the standard balance to account for
all the energy exchanges in a volume (2 and across its
surface 2. Instead of the one component equation
[30], we have to sum up various contributions and
we get

Gl i
Z_ (¢apt7/f ) V- (Z biphivi
+Pz¢ivi + qu : Vh>

+g- Z(b,‘p,'vl' + pH [157]

In this expression, we recognize the temporal
changes in energy (U; is the component internal
energy per unit mass, the kinetic energies are
neglected), the bulk energy flux, the pressure work,
the thermal diffusion, the viscous stress work, the
gravity work, and the radioactivity production
(pH=2X,¢6;pH,). The various ¢; come from the
assumption that each component 7 is present in pro-
portion ¢; in both the volume {2 and its surface >. We
assume that thermal diffusion acts equally for each
component and that the surface work of the stress
tensor is only related to the barycentric velocity.
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Using the definition of the barycentric velocity
[148], of the diffusive fluxes, [152], of the momentum
conservation, [156], and using X;¢;=1, the energy
expression can be simplified to

Z ¢,p,

DpP
=-V.q- ZJ VH; + 5,

=Y TiHi + T : Vv, + pH  [158]
where H; are the component enthalpies:
P

The enthalpy variation for each component 7 can
be expressed as a function of the state variables P and
T. From dH,= 6Q;+ V;dP and the expression of the
exchanged heat [31], we can write

DH; DT

Pi—~, pcl_

DpP
D: D: (I*OL;T)—

= o]

Finally, the expression for the temperature evolution
I
DT

nC
pPDt

DP
=V q- ZJ,. “VH; +aT o
=Y TH; + T Vv, + pH [161]

where the average heat capacity and thermal expan-
sivity are Cp= Ei¢ipl-C§>/ﬁ and a= X;¢;a;.

Compared to the homogeneous case [38], two new
heat source terms are present, the enthalpy exchange
through chemical reactions, X;I';/H;, and the
enthalpy redistribution by component diffusion,
2,‘_]1» . VH,

7.02.5.1.3 Entropy conservation in a
multicomponent solution

Entropy conservation is essential for deriving the
expressions of the diffusive fluxes. The general
expression of entropy conservation [7] is

ZWZ*V'JSJFHS [162]
- t

where Js and Hg are the yet unknown entropy flux
and source. The entropy of the various components
take into account their specific entropies as well as
their configurational entropies or mixing entropies
due to the dispersion of the component i in the
solution. Introducing the barycentric velocities and
the diffusive fluxes, this equation can be recast as

Z@_M.? -V- (Z GipiSivy + ZSiL‘_JS>

+ Hs—ST—J, - VS; [163]

However, a second expression of the entropy con-
servation can be obtained from the enthalpy
conservation, [158]: wusing dH;=TdS;+ V;dP,
which in our case can be expressed as

DM, _ DS, DP
pr ""Dr T Dr

0 [164]

we derive

Z oipi T

=-V: q- ZJ VH,;
— ZF,‘H,‘ +7:Vw + /3[:] [165]
A comparison of the two expressions for the entropy

conservation, [163] and [165], allows us to identify
the total entropy flux

Js =5+ vy éwSi+ Y 8), (160
and the entropy sources

q
THs =— <? + ZSJ,) VT -

- ZF"/"' +17: Vv + pH [167]

ZJI’ ' V:u’i

1

where we introduced the chemical potentials
wi=H,—TS; The total entropy flux, [166], is
related to thermal diffusion and to advection and
chemical diffusion of component entropies.

In [167], the gradients of chemical potential and
temperature are not independent as the chemical
potential gradients implicitly include the tempera-
ture gradient, so that alternative expressions can be
found. For example, using

L
Vu, =1V o T M T [168]
and p;="H — 1S, the entropy source [167] can be
written as
THS——< + ZHJ)——TZJ V“’

- ZF,‘M,‘ +7: Vv, + pH [169]
f
We can also introduce the gradient of y at constant
temperature V1 as

Vorpi =Vu + SVT [170]



Physics of Mantle Convection 61

which leads to

1
THS =— ? q- VT— ZI:_L . V'['Mi

- ZF,‘,LL,‘ +17: Vv, + pH [171]

This last equation has the advantage of separating the
temperature contribution, V7, from the composi-
tional contribution, V;u; (Vu; varies mostly with
composition as composition can change over very
short distances; however, this term is also related to
pressure variations) (see de Groot and Mazur, 1984).

7.02.5.1.4 Advection-diffusion equation
and reaction rates

Among the entropy sources, only terms involving
similar tensorial ranks can be coupled in an isotropic
medium, according to Curie’s principle. The positiv-
ity of the entropy production imposes three
conditions: coupling tensors, vectors, and scalars.

vr
IIVVbZO, —-q- T*ZJ,"VT,UI‘ZO?
=) Tipi >0 [172]

The first term relates tensors and we have already
discussed its implications for the rheology in Section
7.02.3.2.

The second term relates vectors and we assume,
in agreement with the general principle of nonequili-
brium thermodynamics (de Groot and Mazur, 1984),
that a matrix a phenomenological matrix M relates the
thermodynamic fluxes ] = J, ...]J, ... q to the thermo-

dynamic forces X = ~Vyuy ... =V, ... =VT/T:
Ji mip My - My Vo
L I e IS [173]
q Mgy Mgy == Mgy vr/T

This linear relationship implies that the term of
vectorial rank (with superscript v), in the entropy
source, THS appears as

M+ M

THY = X'MX = X’ X [174]
According to the second law of thermodynamics, the
symmetric part of the matrix M, (M + M’)/2, must be
positive definite, that is, the right-hand side of eqn
[174] must be positive for any vectors X.

At microscopic scale, a process and its reverse occur
at the same rate. A consequence, known as the Onsager
reciprocal relations, is the existence of symmetry or
antisymmetry between ;; and m; (Onsager, 1903-76).
A general discussion can be found in, for example,
de Groot and Mazur (1984) or Woods (1975). When
the forces are even functions of the velocities and in
the absence of magnetic field, the matrix M must be
symmetric. As V'T/T and V ;y; are even functions, as
independent of the velocities, m;;= m;

In the general case, the transport of heat by con-
centration gradients (the Dufour effect (Dufour, 1832—
92)) or the transport of concentration by temperature
gradients (the Soret effect (Soret, 1827-90)) are possi-
ble. In many situations these cross-effects are small and
we will assume that the matrix M does not couple
thermal and compositional effects (the last row and
column of M are zero except for m,,/I'= k, the ther-
mal conductivity). In some case, however, when the
chemical potential changes very rapidly with tempera-
ture, it becomes impossible to neglect the coupling
between chemical diffusion and temperature variations.
In this case it may be safer to consider a formalism
where the thermodynamic force that drives the chemi-
cal diffusion of the component 7 is T'V(u;/T) rather
than V;-u; (see also Richard er 4. (2006)).

Even without coupling between thermal and
compositional effects, chemical diffusion in a mulu-
component system remains difficult to discuss in the
most general case (the positive definiteness of a sym-
metric 7 by 7 matrix is not a very strong constraint).
We therefore restrict our study to a simple -
two-component system where

J1 myy My VTM
= - [175]

J My Mo \
For such a simple case, the sum of the fluxes must
cancel (see [153]), and since the Onsager relations
impose the symmetry of the matrix, the coefficients

m;; must verify

»
myy oy =y +omy = my—my =0 [176]

Only one coefficient, for example, m;;, can be freely
chosen, and the fluxes can be written as

J=mi V(e —w) (177]
Jo = m V(i —p) [178]

and the second law requires 7;; > 0. If the component 1
is in small quantity (the solute) and the component 2 is
in large quantity (the solvent, with V(u,)=0), we can



62 Physics of Mantle Convection

easily track the evolution of solute concentration Cj. Its
chemical diffusion flux is J; = —m;;V;; and accord-
ing to [154], its concentration satisfies

ﬁ@—f + v Vc> =V (mVep) + T [179]
where the subscripts 1 have been omitted.

For a solute the chemical potential is a standard
chemical potential yy plus a mixing term expressing
the entropy gain (configurational entropy associated
with the increased disorder) made by dispersing the
solute into the solvent, of the form RT'log 4(C) (for
crystalline solids, the activity 4(C) of the mixing term
can be complex since it depends on the number and
muluplicity of crystallographic sites (Spear, 1993),
but we just need to know that it 1s related to C). In a
domain where the standard chemical potential and
the average density are uniform, the advection—diftu-
sion equation is obtained:

ocC

S+ VC=V-(DVO) +

AN !

[180]

with a diffusion coefficient D=m/p(Op/0C), most
likely T-dependent. The negative linear relationship
between chemical diffusion and concentration gradi-
ent, J = —pDVC is called the first Fick’s law (Fick,
1829-1901).

When a component is present in two domains
separated by a compositional interface, its standard
chemical potential p is generally discontinuous. In
this case the gradient of the chemical potential at
constant T, V., is a mathematical distribution that
contains a term V714, infinite on the compositional
interface. This discontinuity drives an infinitely fast
diffusion of the solute component across the interface
until the equilibrium [p] = [+ R7Tlog a(C)] =0.
The concentration ration of C (or partition coeffi-
cient of C) must therefore verify

a(0)" _ exp(f ﬂo*}%ﬂo’) [181]

where [ ]* and [ ]~ denote the values on the two
sides of the discontinuity. This equation corresponds
to the general rule of chemical equilibrium.

The last entropy source in [172] relates two sca-
lars (production rates and chemical potentials). In a
mixture of 7 components involving # stable atomic
species, the conservation of these atomic species
implies that only 7= 7 — £ linearly independent reac-
tions exist. Let #: be the stoichiometric coefficient of
the component 7 in the sth=(1,...,7) chemical reac-
tion with reaction rate, I'; We can express I'; as

DAY [182]

SR ST I

The positivity of the entropy source is satisfied if the
kinetic rates of the jth=1,.. . chemical reaction are
proportional to the their chemical affinities,
—AG= —E,ﬁ{p,-, with positive reaction rate factors R ;:

Iy = *R/AG/ [184]

Chemical reaction rates are very rarely simply pro-
portional to the affinities and the R, are likely some
complex, but positive, functions of P, T and concen-
trations C; In the case of exact thermodynamic
equilibrium, Ein{ui: 0, the second law is of course
satisfied.

In the same way as we defined the affinity —AG,
of the reaction j, we can define its enthalpy
AH;=3XH; (see de Groot and Mazur (1984)).
The enthalpy exchange term of the energy equation
[161], ¥.I'/H; can also be written X I AH,; which
represents the products of the reaction rates and the
reaction enthalpies. Various phase changes take place
in the mantle, most notably at 410 and 660 km depth.
Their effects on mantle convection have been stu-
died by various authors and will be discussed in
Section 7.02.6.6.

7.02.5.1.5 Conservation properties of
the advection-diffusion equation
We now make the hypothesis that the evolution of
concentration of a solute in the convective fluid is
controlled by the advection—diffusion equation [180],
and that this solute is not involved in any chemical
reaction, I'=0. For simplicity, we assume that the
barycentric flow is incompressible (C can therefore
be a concentration per unit volume or per unit mass)
and the diffusion coefficient D is a constant. The fluid
and the solute cannot escape the domain §2; the
normal velocity and normal diffusive flux are
thus zero on the boundaries of the domain, that is,
v - n=0and VC - n=0 on the surface ¥ with nor-
mal vector n.

First, it 1s obvious that when integrated over the
total domain €2 and with the divergence theorem, the
advection diffusion equation [180] implies

i/CdV:f /(CvaVC)-dS:O [185]
dr Q )
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The initial heterogeneity does not disappear; it is just
redistributed through time.

To understand how the heterogeneity is redistrib-
uted, we can express the evolution of the
concentration variance. Multiplying [180] by 2C, we
get after some algebra

D¢’ )

—— =DV’C*-2D|VCf’ 186

= vel 156
This expression when integrated over the closed
volume 2 implies that

i/CZGIV: —2D/\VC|2dV [187]
dr Q Q

Note that the actual variance is ¢’—C” where C is the
average concentration, but The C° term makes no
contribution to [187]. Since the right-hand side is
always negative, the variance must continuously
decrease until |[VC| =0 which corresponds to a
state of complete homogenization.

The concept of mixing is associated with the idea
of homogenization where the concentration variance
decreases with time. Since the average mixing rate is
proportional to the diffusion D, [187], we note, how-
ever, that a nondiffusive flow does not homogenize at
all. A diffusive flow just stirs the heterogeneities. In
other terms, if the initial concentration is either C =1
or C=0, a perfect homogenization is achieved after a
time 7 if the concentration is everywhere C= C, the
average concentration. When there is no diffusion,
the initial heterogeneity is stirred and stretched, but
the local concentrations remain, for all time, either
C=1 or C=0, but never an intermediate value (see
Figure 5).

In the case of the Earth’s mantle, the solid-
state  diffusion coefficients are all very low
(D=10"""m*s™" for uranium, D=10""m’s"" for
helium (see Table 2)) and many studies have totally
neglected chemical diffusion. We see, at face value,
that these models are not really homogenizing, only
stirrring the heterogeneities. Without diffusion a che-
mical heterogeneity (e.g, a piece of subducted
oceanic crust) will forever remain the same petrolo-
gical heterogeneity, only its shape will change.

Since the mixing rate is related to the composi-
tional gradient [187], we should discuss the evolution
of this gradient. We multiply [180] by the operator
2VC - V to obtain

2
PIVA _ yye-e-ve
Dz

+ 20|V - (V2eVe) - (V2e)'| (18]

Y OrEs

g

Figure 5 An initial heterogeneity (top) is introduced at

t = 0 into a time-dependent convection cell. Without
diffusion, D = 0 (bottom left), the heterogeneity is stirred by
convection and then stretched on the form of thin ribbons.
However, the variance of the heterogeneity concentration
remains constant. It is only with diffusion, D # 0 (bottom
right), that a real homogenization occurs with a decrease of
the heterogeneity variance.

which can be integrated as

d [
— cl-drv
d,/Q'V'

fZ/VC-§~VCdV72D/(VZC)2dV [189]
Q Q

The rate of gradient production is related to the flow
properties through the strain rate tensor € and to the
diffusion. The diffusion term is negative and
decreases the sharpness of compositional gradients.
The term related to the flow properties through
the strain tensor (first term on the right-hand side of
[189]), could in principle be either positive or nega-
tive. However as time evolves, this term must
become positive. The strain rate tensor has locally
three principal axes and three principal strain rates,
the sum of them being zero since the flow is incom-
pressible. The stretched heterogeneities become
elongated along the direction of the maximum

Table 2 Homogenization times for helium and uranium
assuming an heterogeneity of initial thickness 2/p = 7 km
and a strain rate of 5 x 107165~

Uranium Helium
D (m?s™") 1071° 10718
to (Ma) 3.88x 10" 3.88 x 107
t, (Ma) 3.60 x 10° 3.60 x 10°
tr (Ma) 1920 1490
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principal strain rate and the concentration gradients
reorient themselves along the minimum, and nega-
tive, principal strain rate. The term under the first
integral on the right-hand side of [189] is thus of
order of [émin| |[VC|? (€min is the local, negative
eigenvalue of the strain rate tensor). Stirring is thus
the source of production of concentration gradient.

We can now understand the interplay between
advection and diffusion. Even when the diffusion
coefficient D is vanishingly small in [189], the stirring
of the flow by convection will enhance the concen-
tration gradients until the average diffusion term,
proportional to the concentration gradients, will
become large enough (see [187]) for a rapid decrease
of the concentration variance. We illustrate this
behavior in the next two sections by choosing a
simple expression for the strain rate and computing
the evolution of concentration through time.

7.02.5.1.6 Laminar and turbulent stirring
The efficiency of mixing, mostly controlled by
stirring, 1s therefore related to the ability of the flow
to rapidly reduce the thickness of heterogeneities
(Olson eral, 1984). In this section we set aside diffusion
and discuss the stirring properties of a flow (see also
Chapter 7.10). Let us consider a vertical piece of
heterogeneity of width 24, height 2L (L <<d) in a
simple shear flow v, = €z. Its top and bottom ends are
at (0, Ly), (0, —Lo) and they will be advected to (ézLy,
Lo), (—€tly, —Ly) after a time . As the heterogeneity
length increases as 2Ly(1 -+ ¢é°7), mass conservation
implies that its half-width 4(7) decreases as
o
d(r) = T [190]

Such flows, in which heterogeneities are stretched at
rate ~1/z are called flows with laminar stirring.
They are not very efficient in enhancing the diffusion
because they do not increase the concentration gra-
dients, typically of order 1/4(2), fast enough.

On the contrary, in a pure shear flow, v, =
dz/dr = z¢, the length of the heterogeneity would
increase as L = L, exp(€7) and its width would shrink as

d(1) = dyexp(—ér) [191]

Such a flow is said to induce turbulent stirring. This
is unfortunate terminology because turbulent stirring
can occur in a creeping flow with Re = 0. Mantle
convection is not turbulent but it generates turbulent
stirring.

Chaotic mixing flows have globally turbulent stir-
ring properties and the qualitative idea that highly
time-dependent convection with high Rayleigh
number mixes more efficiently than low Rayleigh
number convection is often true (Schmalzl er al,
1996). However, steady 3-D flows can also induce
turbulent mixing. This surprising phenomenon
called Lagrangian chaos is well illustrated for some
theoretical flows (Dombre ¢z 4/, 1986) and for various
simple flows (Ottino, 1989; Toussaint ez 4/, 2000). For
example, in a steady flow under an oceanic ridge
offset by a transform fault, the mixing is turbulent
(Ferrachat and Ricard, 1998).

7.02.5.1.7 Diffusion in Lagrangian
coordinates

In Section 7.02.5.1.5 we discussed the mixing proper-
ties from an Eulerian viewpoint. We can also
understand the interplay between diffusion and
stretching (stirring) by adopting a Lagrangian view-
point (Kellogg and Turcotte, 1987; Ricard and
Coltice, 2004), that is, by solving the advection—dif-
fusion equations in a coordinate frame that follows
the deformation.

Let us consider a strip of thickness 2/, with an
initial concentration Cy embedded in a infinite matrix
of concentration C... In the absence of motion, the
solution of the advection—diffusion equation [180]
can be expressed using the error function and the
time-dependent concentration C(x, 7) is given by

C(x, 1) Cx 1{ (/()—x) <1()+x)}
————=—|erf + erf 192
C() — Coc 2 2+/ Dt 2\/ Dr [ ]
where xis a coordinate perpendicular to the strip and

1S zero at its center.
The concentration at the center of the strip (x=0)

is
C(O, t) —Cx
C()*Coo

= erf(z\?&) (193]

and the concentration decreases by a factor of about 2
in the diffusive time
Iy
~L 194
ot 194
(erf(1/2) is not far from 1/2). The time needed to
homogenize a 7-km thick piece of oceanic crust
introduced into a motionless mantle is extremely
long (see Table 2); even the relatively mobile helium
would be frozen in place since the Earth formed as it
would only have migrated around 50 cm.
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However, this idea of a v/ diffusion is faulty since
the flow stirs the heterogeneity and increases com-
positional gradients (see [189]) which in turn
accelerates the mixing process (e.g, [187]).
Assuming that the problem remains 2-D enough so
that diffusion only occurs perpendicular to the
deforming heterogeneity, let A7) be its thickness.
The velocity perpendicular to the strip would locally
be at first order

d
o = 7 1(1) [195]

(each side of the strip at x = =£/(7) moves at £d/(z)/dz).

We can choose as a new space variable ¥ = x/,//
(#) in such a way that the Lagrangian coordinate
inside the strip, ¥, will vary between the fixed values
—Jy and k. The diffusion equation becomes

<%f); b (,(%)7 2275 [196]

where the partial time derivative is now computed
at constant x. We see that the advection diffusion
equation has been turned into a pure diffusive equa-
tion where the diffusivity D has been replaced by
D(ly/K(1))’. This equivalent diffusivity is larger than
D and increases with time as /7) decreases.

To solve analytically equation [196], it is
appropriate to rescale the time variable by defining
7 = K1) with

F0) = [ /i)’ [197)

and the resulting advection—diffusion equation in
Lagrangian coordinates becomes the simple diffusion
equation with constant diffusivity. Its solution is
given by [192] where  and x are replaced by 7 and
x. For example, the concentration at the center of the
deformable strip varies like

=erf (L) [198]
23/DF(r)

and the concentration diminishes in amplitude by a
factor of 2 after a time / that satisfies

C(0, 1)—Cx
C()_Coo

[2
F(t) ~ X 1
1)~ [199]
To perform a numerical application let us consider
that the flow is either a simple shear [190], or a pure
shear deformation, [191]. Computing A(#) from eqn

[197] is straightforward and, assuming €7>> 1, we get
from [199], the homogenization times

31/3102/5
CASTEYYE [200]
and
1 2P
~ —log=— 201
i~ 5 log—0 [201]

respectively. For the same oceanic crust of initial
thickness 7km, we get homogenization times of
about 149 billion years for He and 1.92 billion
years for U if we use the pure shear mechanism and
assume rather arbitrarily that ¢ =35 x 10~'%s™" (this
corresponds to a typical plate velocity of 7cmyr ™'
over a plate length of 5000 km). Although He and U
have diffusion coefficients six orders of magnitude
apart, their residence times in a piece of subducted
oceanic crust may be comparable.

The use of tracers to simulate the evolution of
chemical properties in the mantle is our best method
since solid-state diffusion is too slow to be efficiently
accounted for in a numerical simulations (e.g., van
Keken ez al, 2002; Tackley and Xie, 2002). However,
by using tracers, we do not necessarily take into
account that some of them may represent points
that have been stretched so much that their initial
concentration anomalies have completely diffused
into the background. In other words, even if diffusion
seems negligible, it will erase all heterogeneities after
a finite time that is mostly controlled by the stirring
properties of the flow.

7.02.5.2 Fluid Dynamics of Two Phase
Flows

Up to now, in Section 7.02.5.1, all components were
mixed in a single phase. However, another important
geophysical application occurs when the multicom-
ponents belong to different phases. This case can be
illustrated with the dynamics of partial melt in a
deformable compacting matrix. Partial melts are
obviously present under ridges and hot spots, but
they may also be present in the middle and deep
mantle (Williams and Garnero, 1996; Bercovici and
Karato, 2003) and they were certainly more frequent
when the Earth was younger. We discuss the situa-
tion where two phases, fluid and matrix, can interact.
In contrast to Section 7.02.5.1, where the proportion
and velocity of each component in solution was
defined everywhere at a microscopic level, in a
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partial melt aggregate, the local velocity at a micro-
scopic level is either the velocity of a matrix grain,
Vo, Or the interstitial velocity of the melt, v¢.

We assume that the two phases are individually
homogeneous, incompressible, and with densities pr
and p,,. They have Newtonian rheologies with visc-
osities 7 and 7),,. They are isotropically mixed and
connected. Their volume fractions are ¢ (the poros-
ity) and 1 — ¢. The rate of magma melting or freezing
is AT (in kgm s~ "). Although the two phases have
very different physical properties, we will require the
equations to be material invariant until we need to
use numerical values. This means that swapping fand
m, ¢ and 1 — ¢, and A" and —AI" must leave the
equations unchanged. This rule is both a physical
requirement and a strong guidance in establishing
the general equations (Bercovici er al, 2001a).

We make the hypothesis that there is a meso-
scopic size of volume 6V which includes enough
grains and interstitial fluid that averaged and contin-
uous quantities can be defined. Classical fluid
dynamics also has its implicit averaging volume 0/
that must contain enough atoms that quantum effects
are negligible, but what is needed here is a much
larger volume. This averaging approach remains
meaningful because the geophysical macroscopic
phenomenon that we want to understand (say, melt-
ing under ridges) has characteristic sizes large
compared to those of the averaging volume (say, a
few cm’) (Bear, 1988).

To do the averaging, we define at microscopic
level a function 6 that takes the value 1 in the inter-
stitial fluid and the value 0 in the matrix grain.
Mathematically, this function is rather a distribution
and it has a very convolved topology. From it, we can
define first the porosity (volume fraction of fluid) ¢,
then, the fluid and matrix-averaged velocities, v¢ and
Vm (Bercovici er al., 2001a) by

1
¢_6—V/6Vedy 207]
dvi = — [ 6w dr
Vfi(sV.éV e
1 _
)y = - 2
(1-9)vn 57 /51/(1 )V dV [203]

7.02.5.2.1 Mass conservation for matrix
and fluid

Having defined the average quantities, the derivation
of the two mass conservation equations is fairly
standard (McKenzie, 1984; Bercovici er al, 2001a).
They are

0 AT
a_q: TV lovid =0 1204
o) ) o AT
o Vo= Tn oy

We get the same equations as in [146] except that we
refer to ¢, 1 — ¢, and AT instead of ¢y, ¢», and I';.
When averaged, the mass conservation equations of
two separated phases takes the same form as the mass
conservation equations of two components in a
solution.

We define an average and a difference quantity for
any general variable ¢, by

§=0¢ + (1-0)gm, Ag=gm—qr [206]

The velocity v is averaged and is
different from the barycentric velocity [148],
v, = (¢prve + (1—¢)pmVim)/p. By combining the
fluid and matrix mass conservation equations, we
get the total mass conservation equation

volume

05
a—f LV () =0 207)
(as before [149]), and the time rate of change in

volume during melting

[208]

7.02.5.2.2 Momentum conservation

of matrix and fluid

Total momentum conservation, that is, the balance of
the forces applied to the mixture, is

V-2-VP + pg=0 [209]

We have considered that the only force is due to
gravity, although surface tension between the two
phases could also be introduced (Bercovici er i,
2001a). In this equation, P, Z, and p are the average
pressure, stress, and density. The equation is not
surprising and looks identical to its counterpart for
a multicomponent solution [156]. However, the aver-
age pressure and stresses, P =P+ (1 — ¢) P, and
T=9¢T; + (1—@)Ty, are now the sum of two sepa-
rate contributions, from two separate phases having
most likely very different rheologies and different
pressures. Hypothesizing that the two phases may
feel the same pressure does not rest on any physical
justification and certainly cannot hold if surface ten-
sion is present. We will show later that their pressure
difference controls the rate of porosity change.
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We split the total momentum equation into two
equations, one for the fluid and one for the matrix

~V[¢P] + ¢prg + V- [¢7] + hy =0 210]
7V[(17¢)Pm] + (17¢)pmg
+V-[(1-¢)z,] + h,=0 [211]

where hy and h,, satisfy he+h,, =0 and represent the
interaction forces acting on the fluid and on the matrix,
across the interfaces separating the two phases. Because
of the complexities of the interfaces, these two inter-
action forces must be parametrized in some way.

The simplest contribution to the interfacial forces
that preserves Galilean invariance is a Darcy-like
term cAv=¢(v, —vp) (Drew and Segel, 1971;
McKenzie, 1984) (Darcy, 1803-58). The interaction
coefficient ¢ s related to permeability which is itself a
function of porosity (Bear, 1988). A symmetrical form
compatible with the usual Darcy term is (see
Bercovici et al, 2001a)

= NfNm
- n-2 2
ko [ﬂf‘(l *¢) + Mm@ ]

where the permeability of the form ky¢” was used
(usually 7~ 2—3). Assuming »=2 and 7, > 7, the
interaction coefficient becomes a constant, ¢=17y/ k.

In the absence of gravity and when the pressures
are uniform and equal, no motion should occur even

[212]

in the presence of nonuniform porosity. In this
situation where Av=17;=7,=0 and where P is
uniform, P=P;=P,, the force balances are
—PV¢p+he=—PV (1 — ¢)+h,,=0. Therefore, the
interface forces /¢ and 4., must also include PV¢ and
PV(1 — ¢) when the two pressures are equal. This led
Bercovici and Ricard (2003) to write the interaction
terms

hy = ¢cAv + PV + wAPVo
h, = —cAv + P,V(1-¢) + (1-w)APVep

with 0 <w < 1. These expressions verify hg+ h,, =0,
are Galilean and material invariant, and allow equili-
brium of a mixture with nonuniform porosity but
uniform and equal pressures (see also Mckenzie (1984)).

At microscopic level, the matrix—melt interfaces
are not sharp discontinuities but correspond to layers
(called ‘selvedge’ layers) of disorganized atom distri-
butions. The coefficient 0<w<1 controls the
partitioning of the pressure jump (and potentially of
the surface tension) between the two phases
(Bercovici and Ricard, 2003) and represents the frac-
tion of the volume-averaged surface force exerted on

the fluid phase. The exact value of w is related to the
microscopic behavior of the two phases (molecular
bond strengths and thickness of the interfacial selvage
layers) and measures the extent to which the micro-
scopic interface layer is embedded in one phase more
than the other. The only general physical constraints
that we have are that w must be zero when the fluid
phase disappears (when ¢ =0) and when the fluid
phase becomes unable to sustain stresses (when
Ne=0). A symmetrical form like

- éne
¢77f + (17¢)nm

satisfies these conditions.

To summarize, general expressions for the equa-
tions of fluid and matrix momentum conservation are
(Bercovici and Ricard, 2003)

—~o[VP—prgl + V - [p7;] + cAv + wAPVH =0 [215]

7(17¢)[me7pmg] +V- [(17¢)£m]7€AV
+ (1-w)APVp =0 [216]

[214]

The relationship between stress and velocities does
not include an explicit bulk viscosity term (Bercovici
eral., 2001a), and for each phase j the deviatoric stress
1s simply

r 2
= (VV./ + [Vv]' - EV : V/‘l) [217]

where ; stands for for m. There is no difference in
constitutive relations for the isolated component and
the component in the mixture.

7.02.5.2.3 Energy conservation for
two-phase flows

In the case where surface energy and entropy exist on
interfaces the conservation of energy deserves more
care (Sramek ez al, 2007). Otherwise the global con-
servation is straightforward and can be expressed by
the following equation where the left-hand side
represents the temporal change of internal energy
content in a fixed control volume and the right-
hand side represents the different contributions to
this change, namely internal heat sources, loss of
energy due to diffusion, advection of energy, and
rate of work of both surface and body forces:

0
&[Qﬁpfuf + (17¢))pmum]
= EH_V : q_V : [¢pfufvf + (1_¢)pmumvm]
+ V : [7¢vaf7(17¢)Pme + ¢Vf ° Zf
+ (1=@)ve " T,] + dvi * prg
+ (1-0)Vm * pug [218]
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The last equation is manipulated in the standard way
using the mass and momentum equations. Because
the two phases are incompressible, their internal
energies are simply di¢= C¢dT and dUf,, = C,, dT.
After some algebra we get

D¢ T D, T

CG—— + (1- Cn———

¢pf f Dr +( QiI)))pm m Dz
=-V.-q-AP I;:S + AHAT + ¥ + pH  [219]

where W is the rate of deformational work

U =¢Vvi : 7 + (1-9)Vviy © T + c(Av)z [220]

It contains the dissipation terms of each phase plus a
term related to the friction between the two phases.
The fundamental derivatives are defined by

D, @

Do TV

-V [221]
where v, is to be substituted with the appropriate
velocity vy, vy, or v, with

vy =wvi + (1-w)vy, [222]

In contrast to Section 7.02.5.1 it would not make
much sense to try to keep the equations in terms of
an average velocity like v, plus some diffusion terms.
Here the two components may have very different
velocities and material derivatives.

Since w represents a partitioning of pressure jump,
it is not surprising to find the velocity v,, (included in
D, /Dr) in the work term related to this pressure
jump. Associated with this partitioning factor, we
can also introduce interface values, ¢, that we will
use later. Any quantity Ag=g¢, — ¢r can also be
written as (¢m — ¢°) — (gr— ¢*). When the property
jump is embedded entirely in the matrix (w=0),
there should be no jump within the fluid and we
must have ¢“=g¢; Reciprocally, when w=1, we
should have ¢ = ¢,,,. This prompts us to define inter-
face values by

70 =(1-w)gr + Wim [223]

Notice in the expressions of the interface velocity v,,
[222], and interface value, ¢* [223], thatw and 1 —w
are interchanged.

The right-hand side of [219] contains two new
expressions in addition to the usual terms (heat pro-
duction, diffusion and deformational work). The first
term includes the changes in porosity D,¢/Dr times
the difference in pressures between phases, AP. The
other term contains the difference in the specific

enthalpies AH ="H,, — H; where the enthalpy of
phase ;is defined by H; =U,;+ P,/p;. A similar term
was found for components reacting in a solution
[158].

7.02.5.2.4 Entropy production and
phenomenological laws

Entropy conservation is needed to constrain the pres-
sure jump between phases and the melting rate.
Starting from entropy conservation and following
Sramek ez al. (2007)

%[¢Pf3f + (1-0)puSm] = -V - Js + Hs  [224]

where Js is the total entropy flux and Hs is the
internal entropy production; we compare the energy
and the entropy equations [219] and [224] taking into
account that, for each incompressible phase,
dS;= CdT/T=du;/ T. After some algebra, one gets

JS = ¢Pf8fo + (1 7¢)pm8mvm + % [225]
1 D.¢
THs =——q - VI-AP— ApAT
s 74 v o, T Ak
+ U + pH [226]

where we have introduced the difference in chemical
potentials between the two phases

Ap=AH-TAS [227]

and AS=S,, — Sis the change in specific entropies.

Following the standard procedure of nonequili-
brium thermodynamics, we choose q=—kVT and
we assume that there is a linear relationship between
the two thermodynamic fluxes, D ¢/Drand AL, and
the two thermodynamic forces —AP and Ay since
they have the same tensorial rank. We write

(D@/Dt) (m” m12)<AP>
= [228]
AT my M Ap
The matrix of phenomenological coefficients m;; is
positive definite and symmetrical by Onsager’s theo-
rem, my, =y (see Sramek er al, 2007). For a 2 X 2
matrix, it is rather simple to show that the positivity
implies, m,, >0, my; >0, and mymyy — m>>0 (posi-
tivity of the determinant).

The form of the phenomenological coefficients ;;

can be constrained through thought experiments.
First using mass conservations [204] and [205] and
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the definitions of v, and p®, [222] and [223], we can
combine equation [228] to get

M2

Ap=-— "2 {(pw)(pqs)v Ve —woV - v
myymyy — My,

+ ( o @> AI‘} 229]
PfPm M2

In the limiting case where the two phases have the
same density pr = p,, = p*, melting can occur with no
motion, v, = vp=0, [229] should therefore predict the
equality of pressure between phases, AP=0. In this
case we must choose myy/mypy=1/pr=1/p,. Let us
consider now a situation of homogeneous isotropic
melting where the melt has such a low viscosity that
it cannot sustain viscous stresses and cannot interact
with the solid by Darcy terms. For such an inviscid
melt, w=0, p* = pg and v, =v,,. In this case, since
the melt can escape instantaneously, the matrix should
not dilate, V - v,,=0, and thus the two pressures
should also be the same, AP=0. In this situation all
the terms in eqn [229] are 0 except for the term
proportional to AI'. Thus, in the general case,

M2 P

oY) PfPm

230]

Using this condition and introducing two positive
coefficients, ¢ = my, /(mymy; — mfz), and R = m,,, we
can recast eqns [228] as

D, p” }
AP = — - AT 231
C{ Dr prpm [231]
AT = R{Auf P AP} 232]
PfPm

The first equation establishes a general relation
controlling the pressure drop between phases. The
coefficient ¢ that links the pressure jump between the
two phases to the porosity changes in excess of the
melting rate is in fact equivalent to a bulk viscosity as
introduced in Section 7.02.3.2 (see also Section
7.02.5.2.5). The physical requirement that the two
phase mixture should have the incompressible prop-
erties of either the matrix or the fluid when ¢ =0 or
¢=1 imposes a porosity dependence to ¢ with
limy_0¢(¢) = limg—1((¢) = H+o00. Simple micro-
mechanical models (e.g., Nye, 1953; Bercovici er 4l
2001a) allow us to estimate the bulk viscosity as

(77f + 7]m)
¢(1-9)
The dimensionless constant K, accounts for grain/

pore geometry and is of O(1).

=K [233]

A more general, but more hypothetical, interpre-
tation of the entropy positivity could argue that some
deformational work, ¥, might affect the pressure
drop of [231]. This hypothesis led to a damage theory
developed in Bercovici er al. (2001a, 2001b), Ricard
and Bercovici (2003), and Bercovici and Ricard
(2003, 2005). Here we assume that the system
remains close enough to mechanical equilibrium
that damage does not occur.

The second equation [232] controls the kinetics of
the melting/freezing and by consequence defines the
equilibrium condition. In the case of mechanical
equilibrium, when there is no pressure drop between
the two phases, the melting rate cancels when there is
equality of the chemical potentials of the two single
phases. In case of mechanical disequilibrium
(AP#0), the chemical equilibrium does not occur
when the two chemical potentals are equal. We
define a new effective chemical potential,

PLA/'
w=U; + —-TS; [234]
where 7 stands for f” or ‘m’ and write the kinetic
equation [232],

AT = RAY* [235]

Chemical equilibrium imposes the equality of the
effective potentials on the interface, at the pressure
P at which the phase change effectively occurs.
Using [231] and [232], we can show that the
entropy production is indeed positive and given by

1o AP (Apr) -
THs = k—|VT| + — - )\ H (236
s = ko VT + i [236]
Chemical relaxation and bulk compression are asso-

ciated with dissipative terms.

7.02.5.2.5 Summary equations
For convenience we summarize the governing equa-
tions when the matrix is much more viscous than the
fluid phase (1¢ < 1,,,) as typical for melting scenarios,
which implies that ;= 0, w =0, p* = p;, P = Py and
Vo= Vi

The mass conservations equations are [204] and
[205]. The equation of conservation of momentum
for the fluid phase is

—@[VPs + prgz] + cAv =0 [237]

This is Darcy’s law with ¢ = 1p¢° /k(¢), where ks the
permeability (often varying as ky¢” with =2 or 3).
The second momentum equation could be the matrix
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momentum [211] or a combined force-difference (or
action—reaction) equation

~V[(1-¢)AP| + (1-¢)Apg + V - [(1-9)z,,]
J%V: 0

where the deviatoric stress in the matrix is given by

[238]

T, =7 <va + [Vva]" - %V . le> [239]

and the pressure jump between phases, [231],
becomes

AP = —((1-¢)V - vy [240]
if an equivalent bulk viscosity is used, or
AP = 71(077111% [241]

from the micromechanical model, [233], of Bercovici
et al. (2001a).

The action—reaction equation [238] can also be
written in a different way for example by elimination
of Av taken from the Darcy equilibrium [237],

~VP + V- [(1-9)7,] +pg=0  [242]

where 77, includes the AP term and is defined by

Z::] = Tm <va + [VVm}T* éV : VmI>
+ C(1=9)V - vl [243]

This shows that if the pressure is defined everywhere
as the fluid pressure, then it is equivalent to use for
the matrix a rheology, (see [93]), with a bulk viscosity
(I — @)~ (McKenzie, 1984). This analogy only
holds without surface tension between phases
(Bercovici er al., 2001a; Ricard ez al., 2001).

The rate of melting is controlled by

AT — R(Au L (i - i) - TAS) 244]
p

m  POf

and the energy equation is

DT D, T
- — — I
pf(bcf Dr +pm(1A;i)Cm D+ AHA
_ 2 1-
=pH -V q+= +Konm7¢(V'vm)z+\P [245]

where we have assumed the relation [241].

These equations have been used by many authors
with various levels of approximation. The most
benign have been to replace 1 — ¢ by 1. Most authors
have also considered the bulk viscosity ¢ as a poros-
ity-independent parameter, (e.g, McKenzie, 1984;

Scott and Stevenson, 1984; Richter and Mckenzie,
1984; Ribe, 1985a, 1985b; Scott and Stevenson,
1986, 1989; Stevenson, 1989; Kelemen er al, 1997;
Choblet and Parmentier, 2001; Spiegelman er al,
2001; Spiegelman and Kelemen, 2003; Katz er al,
2004). This overestimates the possibilities of matrix
compaction at low porosity. Porosity-dependent
parameters have been explicitly accounted for in
other papers (eg, Fowler, 1985; Connolly and
Podladchikov, 1998; Schmeling, 2000; Bercovici
et al, 2001a; Ricard er al, 2001; Rabinowicz er al.,
2002). The melting rates are sometimes arbitrarily
imposed (e.g., Turcotte and Morgan, 1992) or solved
assuming univariant transition (Fowler, 1989; Sramek
et al., 2007). Surface tension is added in Riley er 4l
(1990) and Hier-Majumder ez /. (2006). Similar equa-
tions have also been used to describe the interaction
between iron and silicates near the CMB (Buffett
er al, 2000), the formation of dendrites (Poirier,
1991) or the compaction of lava flows (Massol ez 4l,
2001).

7.02.6 Specifics of Earth’s Mantle
Convection

In this last section we discuss various aspects of
physics unique to large-scale mantle convection.
We leave the problems of partial melting to
Chapters 7.07 and 7.09. We are aware of the impos-
sibility to be exhaustive but most of the important
points are more deeply developed in other chapters
of the treatise (see also the books by Schubert e 4l
(2001) and Davies (1999)).

7.02.6.1 A mantle without Inertia

The most striking difference between mantle con-
vection and most other forms of convection is that
inertia is totally negligible. This is because the
Prandtl number is much larger than the (already
very large) Rayleigh number. This implies that the
mantle velocity flow satisfies

V-(pv)=0
VP + V- 7+ bpg + pég=0
, [246]
V4 = 4nGép
og = -V

in agreement with [128]. In this set of equations we
kept the self-gravitation term as appropriate at long
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wavelengths. If the internal loads 0p are knowns, the
flow can be computed independently of the tempera-
ture equation. This time-independent system has
been used by many authors to try to infer the mantle
flow properties.

7.02.6.1.1 Dynamic models

The system of eqn [246] can be solved analytically for
a depth-dependent viscosity, when variables are
expressed on the basis of spherical harmonics (see
Hager and Clayton (1989) and also Chapters 7.04
and 1.23). Various possible surface observables (geoid
height or gravity free air anomalies, velocity diver-
gence, amplitude of deviatoric stress at the surface,
surface dynamic topography, CMB topography, etc.)
can be expressed on the basis of spherical harmonics
with components Oy, Through [246], they are related
to the spherical harmonics components of the internal
density variations 0p,,(r) by various degree-depen-
dent Green’s functions (Green, 1793—-1841)

Oy = / Glo(r)ép/m(r) dr [247]

(see Chapter 7.04 for analytical details). The Green’s
functions G{(#) can be computed from the averaged
density and viscosity profiles.

Before seismic imaging gave us a proxy of the 3-D
density structure of the mantle, various theoretical
attempts have tried to connect models of mantle
convection to plate velocites (Hager and
O’Connell, 1979, 1981), to the Earth’s gravity field
(or to the geoid, proportional to %), to the litho-
spheric stress regime, or to the topography
(Runcorn, 1964; Parsons and Daly, 1983; Lago and
Rabinowicz, 1984; Richards and Hager, 1984; Ricard
et al., 1984).

An internal load of negative buoyancy induces a
downwelling flow that deflects the Earth’s surface,
the CMB, and any other internal compositional
boundaries, if they exist. The amount of deflection
corresponds to the usual isostatic rule for a load close
to an interface: the weight of the induced topography
equals at first order the mass of the internal load. The
total gravity anomaly resulting from a given internal
load is affected by the mass anomalies associated with
the flow-induced boundary deflections as well as by
the load itself. Due to the deflection of the Earth’s
surface, the geoid perturbation induced by a dense
sinking anomaly is generally negative (e.g., free air
gravity has a minimum above a dense load).
However, when the mantle viscosity increases sig-
nificantly with depth, by one to two orders of

magnitude, a mass anomaly close to the viscosity
increase induces a larger CMB deformation and a
lower surface deformation. The resulting gravity
anomaly corresponds to a geoid high. The fact that
cold subduction zones correspond to a relative geoid
high suggests a factor >30 viscosity increase around
the upper—lower mantle interface (Lago and
Rabinowicz, 1984; Hager er al, 1985). Shallow
anomalies and anomalies near the CMB, being
locally compensated, do not contribute to the long-
wavelength gravity field. The lithospheric stress
field, like the geoid, is affected by mid-mantle den-
sity heterogeneities. The surface deflection induced
by a deep-seated density anomaly decreases with the
depth of this anomaly but even lower-mantle loads
should significantly affect the surface topography.

7.02.6.1.2 Mantle flow and postglacial
models
As soon as seismic tomography started to image the
mantle structures, these seismic velocity anomalies
have been used to further constrain the mantle visc-
osity. The fact that the geoid and the seismic velocity
anomalies are positively correlated around the transi-
tion zone but negatively in the deep mantle
heterogeneities suggests a viscosity larger than 10 but
not too large (less than 100), otherwise the mantle
would be everywhere positively correlated with grav-
ity (Hager er al., 1985; Hager and Clayton, 1989; King
and Hager, 1994). The same modeling approach,
assuming a proportionality between seismic velocity
anomalies and density variations, was also used to
match the observed plate divergence (Forte and
Peltier, 1987), the plate velocities (Ricard and Vigny,
1989; Ricard er al, 1991), and the lithospheric stresses
(Bai eral, 1992; Lithgow-Bertelloni and Guynn, 2004).
The initial Boussinesq models were extended to
account for compressibility (Forte and Peltier, 1991).
Joint inversions of gravity with postglacial rebound
were also performed to further constrain the mantle
viscosity profile. The viscosity increase required by
subduction was initally thought to be too large to
reconcile with postglacial rebound (Pelter, 1996).
The various approaches (time dependent for the post-
glacial models and time independent for the geoid
models) seem to have converged to a standard viscos-
ity profile with a significant increase with depth
(Mitrovica and Forte, 1997, see Chapter 3.07).
Whether this viscosity increase occurs across a dis-
continuity (at the upper—lower mantle interface, or
deeper) or as a gradual increase is probably beyond
the resolution of these approaches (Figure 6).
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Figure 6 Correlations between gravity and the synthetic tomographic Smean model (Becker and Boschi, 2002) as a
function of degree / and normalized radius (top). The seismic velocities, proxy of the density variations, are positively
correlated with gravity around the upper-lower mantle interface (warm colors) but negatively correlated, near the surface and
in the deep lower mantle (cold colors). Geoid Green functions for degree 2 (bottom left) and degree 10 (bottom right) and three
possible viscosity increases between upper and lower mantle. The geoid Green function for a uniform viscosity (dashed line)
is everywhere negative and all the anomalies around the upper-lower mantle would induce a gravity signal opposite to

that observed. A too large viscosity increase (a factor 100 for the dotted lines) cannot explain the rather good negative
correlation between lower-mantle anomalies and the geoid at long wavelength. A moderate increase (a factor 30 for the solid
line) leads to the best fit as the sign of the Green functions is everywhere that of the observed density—gravity correlations. The
different Green functions are computed for an incompressible mantle, with a lithosphere, 10 times more viscous than the

upper mantle.

Although these dynamic models explain the
observed geoid, they require surface topography of
order 1 km, induced by mantle convection and called
dynamic topography (in contrast to the isostatic

topography related to crustal and lithospheric den-
sity variations). Its direct observation, from the
Earth’s topography corrected for isostatic crustal
contributions, is difficult and remains controversial
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(e.g., Colin and Fleitout, 1990; Kido and Seno, 1994;
Lestunft and Ricard, 1995; Lithgow-Bertelloni and
Silver, 1998).

7.02.6.1.3 Time-dependent models

The thermal diffusion in the mantle is so slow that
even over 100-200 My it can be neglected in some
long wavelength global models. Equations [246] can
thus be solved by imposing the known paleo-plate
velocities at the surface and advect the mass anoma-
lies with the flow without solving explicitly the
energy equation. This forced-convection approach
has shown that the deep mantle structure is mostly
inherited from the Cenozoic and Mesozoic
plate motion (Richards and Engebretson, 1992;
Lithgow-Bertelloni and Richards, 1998). From
plate paleoslab reconstructions only, a density
models can be obtained that gives a striking fit to
the observed geoid and is in relative agreement
with long-wavelength tomography (Ricard er 4l,
1993a). This approach was also used to study the
hot-spot  fixity  (Richards, 1991; Steinberger
and O’Connell, 1998), the sea level changes
(Lithgow-Bertelloni and Gurnis, 1997) or the polar
wander of the Earth (Spada er 4/, 1992a; Richards
et al., 1997).

7.02.6.2 A Mantle with Internal Heating

When the top and bottom boundary conditions are
the same (i.e., both free-slip or both no-slip), purely
basally heated convection in a Cartesian box leads to

a perfectly symmetric system. We could simulta-
neously reverse the vertical axis and the color scale
of Figure 4 and get temperature patterns that are also
convective solutions. The convective fluid has a near
adiabatic core and the temperature variations are
confined into two boundary layers, a hot bottom
layer and a cold top layer. The thicknesses of these
two boundary layers and the temperature drops
across them, are the same. The mid-depth tempera-
ture is simply the average of the top and bottom
temperatures. Instabilities develop from the bottom
layer (hot rising plumes) and the cold layer (cold
downwelling plumes). They have a temperature hot-
ter or colder than the depth-dependent average
temperature. They are active structures driven by
their intrinsic positive or negative buoyancy. The
Earth’s mantle has however a large number of char-
acteristics that break the symmetry between
upwellings and downwellings.

What is probably the major difference between
mantle convection and purely basally heated convec-
tion 18 that the Earth is largely powered by radiogenic
heating from the decay of uranium, thorium, and
potassium. Convection purely heated from within 1s
depicted in Figure 7. In the extreme case where the
fluid is entirely heated from within, the fluid has no
hot bottom boundary layer. There are only concen-
trated downwelling currents sinking from the top
cold boundary layer. The downwellings are active
as they are moved by their own negative buoyancy.
To compensate for the resulting downwelling flow,
the background is rising passively, that is, without

Figure 7 Convection patterns of a fluid entirely heated from inside at Rayleigh number 10°, 107, 108, 10° (simulations ran by
Fabien Dubuffet). Cold finger-like instabilities are sinking from the top boundary layer, and spread on the bottom boundary
layer. No active upwellings are present (compare with convection patterns for a fluid heated from below, Figure 4).
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being pushed up by a positive buoyancy (Bercovici
et al, 2000). In the case of basal heating, any plume
leaving the top or bottom boundary layer travels
adiabatically (neglecting diffusion and shear heating).
However, in the case of internal heating, while the
rapid downwellings remain close to adiabatic, the
radioactive decay can accumulate heat during
the slow upwellings. This heating is opposite to the
adiabatic cooling and the average temperature in an
internally heated system remains more homogeneous
and with a significant subadiabatic gradient
(Parmentier er al., 1994).

The Earth’s mantle is however not in such an
extreme situation. Some heat flow is extracted
across the CMB from the molten iron outer core.
This basal heat flux drives active upwellings (hot
spots). The ratio of the internal radioactive heat to
the total heat extracted at the Earth’s surface is
called the Urey number (Urey, 1951). Geochemical
models of mantle composition (McDonough and
Sun, 1995; Rudnick and Fountain, 1995) imply
that about 50% of the surface heat flux is due to
mantle and core cooling and only 50% or even less
(Lyubetskaya and Korenaga, 2007), to radioactive
decay. Generally, geophysicists have difficulties
with these numbers as they seem to imply a too
large mantle temperature in the past (Davies, 1980;
Schubert er al, 1980). From convection modeling of
the Earth’s secular cooling, they often favor ratios
of order of 80% radioactuive and 20% cooling,
although the complex properties of the lithosphere
may allow to reconcile the thermal history of the
Earth with a low radiogenic content (Korenaga,
2003; Grigne er al, 2005) (see Chapter 7.06). The
basal heat flux at the CMB represents the core
cooling component, part of the total cooling rate
of the Earth. The secular cooling and the presence
of internal sources tend to decrease the thickness
of the hot bottom layer compared to that of the
cold top layer, increase the active role of down-
wellings (the subducting slabs), and decrease the
number or the strength of the actuve upwellings
(the hot spots).

7.02.6.3 A Complex Rheology

We have shown that the rheological laws of crystal-
line solids may be linear or nonlinear, depending on
temperature, grain size, and stress level. Various
deformation mechanisms (grain diffusion, grain
boundary diffusion, dislocation creep, etc.) act

simultaneously. The equivalent viscosity of each
individual mechanism can be written in the form

2T [248]

. «
n = Al "d" exp (ﬂ)
where E* and V" are the activation energy and
volume, P and 7' the pressure and temperature, R
the perfect gas constant, 4 the grain size, m the grain
size exponent, /, the second stress invariant, and » a
stress exponent (Weertman and Weertman, 1975;
Ranalli, 1995; see Chapter 2.14). The multiplicative
factor A varies with water content, melt content and
mineralogy. In general, the composite rheology is
dominated by the mechanism leading to the lowest
viscosity.

In Figure 8, we plot as a function of temperature,
and for various possible grain sizes (0.1 mm, 1 mm,
1 cm) the stress rate at which the strain rate predicted
for the diffusion and dislocation mechanisms are the
same (see [105] and [106]). The data correspond to
dry upper mantle (Karato and W, 1993). Low stress
and temperature favor diffusion creep while high
stress and high temperature favor dislocation creep.
Below the lithosphere, in the upper mantle or at least
in its shallowest part, nonlinear creep is likely to
occur. As depth increases, the decrease in the average
deviatoric stress favors a diffusive regime with a
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Figure 8 Creep regime map for dry olivine. High
deviatoric stress or temperature favor a dislocation
mechanism. A decrease in the grain size favors diffusion. In
the upper mantle the stress and temperature conditions
tend to bring the creep regime from dislocation to diffusion
at depth (n = 2.5, m = 0, and E* = 540kJ mol~" for
dislocation creep, n = 0, m = 2.5, and E* = 300 kJ mol ™"
for diffusion creep).
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Newtonian viscosity. The observation of rheological
parameters at lower-mantle conditions are more
difficult but the lower mantle should mostly be
in diffusive linear regime except the zones of
intense shear around subductions (McNamara ez al,
2001).

The lateral variations of viscosity due to each
separate parameter, Stress exponent, temperature,
water content, or grain size can potentially be
very large. Surprisingly, attempts to deduce these
variations directly from geodynamic observations
have not been very successful. Attempts to explain
the Earth’s gravity from internal loads do not seem
to require lateral viscosity variations in the deep
mantle (Zhang and Christensen, 1993). Near the
surface, viscosity variations are present, at least
between continental and oceanic lithosphere
(Ricard er al, 1991; Cadek and Fleitout, 2003). The
gain in fitting the Earth’s gravity or postglacial
rebound data with 3-D viscosity models remains
rather moderate compared to the complexities
added to the modeling (Gasperini er 4/, 2004) and
most models of mantle viscosity are restricted to
radial profiles (Mitrovica and Forte, 1997). Even the
modeling of slabs, their curvatures, and their stress
patterns do not really require that they are much
stiffer than the surrounding mantle (Tao and
O’Connell, 1993).

7.02.6.3.1 Temperature dependence

of viscosity

Mantle viscosity is a strong function of tempera-
ture and the cold lithosphere seems to have a
viscosity of order 10*’ Pas (Beaumont, 1978), four
to six orders of magnitude stiffer than the astheno-
sphere. The activation energy £ is typically from
300 to 600k] mol~" (Drury and FitzGerald, 1998),
the lowest values being for diffusion creep. This
implies a factor ~10 in viscosity decrease for a
100K temperature increase (using 7'~ 1600K).
The effect of temperature dependence of viscosity
on the planform of convection was recognized
experimentally using oils or syrups (Booker, 1976;
Richter, 1978; Nataf and Richter, 1982; Weinstein
and Christensen, 1991). In the case of a strongly
temperature-dependent viscosity, the definition of
the Rayleigh number is rather arbitrary as the
maximum, the minimum or some average Vviscosity
can be chosen in its definition. Another nondimen-
sional number (e.g, the ratio of viscosity variations,
Nmax/Mmin) Must be known to characterize the
convection.

Not surprisingly, two extreme regimes are found.
For a viscosity ratio lower than about 100, the con-
vection pattern remains quite similar to convection
with uniform viscosity. On the other hand, if the
viscosity of the cold boundary layer (the lithosphere)
is more than 3000 times that of the underlying asthe-
nosphere, the surface becomes stagnant (Solomatov,
1995). Below this immobile lid, the flow resembles
convection below a rigid top surface (Davaille and
Jaupart, 1993). In between, when the viscosity ratios
are in the range 100-3000, the lithosphere deforms
slowly and in this sluggish regime, the convection
cells have large aspect ratios.

Convection with temperature-dependent viscos-
ity has been investigated by various authors
(Parmentier et al, 1976, Christensen, 1984b;
Tackley er al, 1993; Trompert and Hansen, 1998b;
Kameyama and Ogawa, 2000). Since the top bound-
ary layer is stiffer than the bottom boundary layer,
the top boundary layer is also thicker than the bottom
one. This impedes surface heat removal, eases the
heat flux across the bottom boundary layer, and raises
the average mantle temperature. Convection patterns
computed with 7-dependent viscosity remain how-
ever quite far from Earth-like convection. The major
difference is that when the 7-dependence is too
strong, the surface freezes and becomes immobile
while on the real Earth, the lithosphere is highly
viscous but broken into tectonic plates separated by
weak boundaries. Without mechanisms other than a
simple 7T-dependence of viscosity, the Earth would
be in a stagnant-lid regime.

Various modelers have thus tried to use 7-depen-
dent rheologies but have imposed a plate-like surface
velocity. This has been very useful to understand the
initiation of subduction (Toth and Gurnis, 1998), the
interaction of slabs with the phase changes in the
transition zone (Christensen, 1996, 1997b), and
the relationship between subduction and gravity
(King and Hager, 1994). These numerical experi-
ments, mostly intended to model slabs, compare
satisfactorily with laboratory experiments (Kincaid
and Olson, 1987; Guilloufrottier e al., 1995).

To conclude this brief section on temperature
dependence of viscosity, we discuss the general con-
cept of self-regulation of planetary interiors (Tozer,
1972). If a planet were convecting too vigorously, it
would lose more heat than radioactively produced. It
would therefore cool down until the viscosity is large
enough to reduce the heat transfer. On the contrary, a
planet convecting too slowly would not extract its
radioactive energy, and would heat up until the
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viscosity is reduced sufficienty (see also Chapter
7.06). The internal temperature of planets is mostly
controlled to the activation energy (or rather
enthalpy) of the viscosity (assuming that planets
have similar amount of heat sources). To first order,
large and small terrestrial rocky planets probably
have the same internal temperatures.

7.02.6.3.2 Depth dependence of viscosity
The activation volume of the viscosity is typically
around 107" m’ mol~". Extrapolating to CMB con-
ditions, this suggests a large viscosity increase
throughout the mantle. However, measurements of
viscosity at both high 7 and P conditions are very
difficult (see Chapter 2.12). The viscosity increase by
a factor 30-100 suggested by geodynamics (see
Section 7.02.6.1) is probably a constrain as robust as
what can be deduced from mineralogic experiments.

The effect of a depth-dependent viscosity on the
planform of convection has been studied by, for
example, Gurnis and Davies (1986), Cserepes
(1993), or Dubuffet ez /. (2000). At least two impor-
tant geodynamic observations can be explained by an
increase of viscosity with depth. One is the relative
stability of hot spots. A sluggish lower mantle where
convection is decreased in intensity by a larger visc-
osity (and also by a smaller expansivity and a
potentially larger thermal conductivity as discussed
in Section 7.02.6.5.3) favors the relative hot-spot fix-
ity (Richards, 1991; Steinberger and O’Connell,
1998). A second consequence is a depth dependence
of the wavelengths of the thermal heterogeneities. A
viscosity increase (together with the existence of
plates and continents that impose their own wave-
lengths; see Section 7.02.6.7) induces the existence of
large-scale thermal anomalies at depth (Bunge and
Richards, 1996). A slab crossing a factor 30-100 visc-
osity increase should thicken by a factor of order 3-5
(Gurnis and Hager, 1988). This thickening is
observed in tomographic models (van der Hilst
et al, 1997) and can be inferred from geoid modeling
(Ricard et al., 1993a).

7.02.6.3.3 Stress dependence of viscosity
Starting from Parmentier ez al. (1976) the effect of a
stress-dependent viscosity has been studied by
Christensen (1984a), Malevsky and Yuen (1992),
van Keken er 4l (1992), and Larsen er al. (1993),
assuming either entirely nonlinear or composite
rheologies (where deformation is accommodated by
both linear and nonlinear mechanisms). At moderate

Rayleigh number, the effect of a nonlinear rheology
is not very significant. In fact, the nonlinearity in
the rheology is somewhat opposed to the tempera-
ture dependence of the rheology. As shown
by Christensen (1984a), a T-dependent, nonlinear
rheology with an exponent 7~ 3 leads to convection
cells rather similar to what would be obtained with a
linear rheology and an activation energy divided by
~n. Convection with both nonlinear and 7-depen-
dent rheology looks more isoviscous than convection
with only stress-dependent or only 7-dependent,
rheologies.

At large Rayleigh number, however, nonlinear
convection becomes more unstable (Malevsky and
Yuen, 1992) and the combination of nonlinear rheol-
ogy, T-dependent rheology, and viscous dissipation
can accelerate the rising velocity of hot plumes by
more than an order of magnitude (Larsen and Yuen,
1997).

7.02.6.3.4 Grain size dependence

of viscosity

The viscosity law [248] can also be a function of the
grain size 4 with an exponent # of order 3 in the
diffusion regime (Karato ez 4/, 1986) (when the rheol-
ogy 1s linear in terms of stress, it becomes nonlinear
in terms of grain size). There is a clear potential
feedback interaction between deformation, grain
size reduction by dynamic recrystallization, viscosity
reduction, and further localization (Jaroslow er al,
1996). Grain size reduction is offset by grain growth
(e.g, the fact that surface energy drives mass diffusion
from small grains to larger grains) which provides an
effective healing mechanism (Hillert, 1965). A grain
size-dependent viscosity has been introduced into
geodynamic models (e.g, Braun e al, 1999;
Kameyama er al, 1997). The effect is potentially
important in the mantle and even more important
in the lithosphere.

7.02.6.4 Importance of Sphericity

An obvious difference between the convection plan-
form in a planet and in an experimental tank is due to
the sphericity of the former. In the case of purely
basally heated convection, the same heat flux (in a
statistical sense) has to be transported through the
bottom boundary layer and the top boundary layer.
However as the CMB surface is about 4 times smaller
than the top surface, this implies a 4-times larger
thermal gradient through the bottom boundary
layer than across the lithosphere. A bottom boundary
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layer thicker than the top boundary layer reinforces
the upwelling hot instabilities with respect to the
downgoing cold instabilities. Sphericity affects the
average temperature and the top and bottom bound-
ary layer thickness in a way totally opposite to the
effects of internal sources (see Section 7.02.6.2) or
T-dependent viscosity (see Section 7.02.6.3).
Although numerically more difficult to handle, sphe-
rical convection models are more and more common
(Glatzmaier, 1988; Bercovici et al, 1989a, 1989b,
1992; Tackley ez al, 1993; Bunge et al., 1997; Zhong
et al., 2000).

7.02.6.5 Other Depth-Dependent
Parameters

7.02.6.5.1 Thermal expansivity variations

The thermal expansivity varies with depth, as pre-
dicted by the EoS [79], from which we can easily
deduce that

Qo
(p/po)" """+ (T~ To)

a= [249]

It decreases with both temperature and density,
and thus with depth. The expansivity varies from
~4x 1077 K" near the surface to ~8 x 107% K™
near the CMB (Chopelas and Boehler, 1992). This
diminishes the buoyancy forces and slows down
the deep mantle convection (Hansen er al, 1993).
Like the increase of viscosity with depth, a depth-
dependent thermal expansivity broadens the ther-
mal structures of the lower mantle, and suppresses
some hot instabilities at the CMB. On the other
hand, hot instabilities gain buoyancy as they rise in
the mantle, which favors their relative lateral sta-
tonarity. In addition to its average depth
dependence, the temperature dependence of the
expansivity also affects the buoyancy of slabs
(Schmeling ez 4l., 2003).

7.02.6.5.2 Increase in average density
with depth

To take into account compressibility and the depth
dependence of density, the Boussinesq approxima-
tion has been replaced by the anelastic
approximation in several studies. Such investigations
have been carried out by Glatzmaier (1988),
Bercovici ef al. (1992) and since extended to higher
Rayleigh numbers (e.g,, Balachandar er 4/, 1992, 1993;
Zhang and Yuen, 1996).

One of the difficulties with compressible fluids is
that the local criterion for instability (see Section
7.024.2.3) 1is related to the adiabatic gradient
Depending on assumptions about the curvature of
the reference geotherm with depth (the slope of the
adiabatic gradient), part of the fluid can be unstable
while the other part is stable. Assuming a uniform
adiabatic gradient does not favor the preferential
destabilization of either the upper or the lower man-
tle. On the other hand, assuming that the reference
temperature increases exponentially with depth (ie,,
taking the order of magnitude equations [123] as real
equalities) would lead to an easier destabilization of
the top of the mantle than of its bottom as a much
larger heat flux would be carried along the lower
mantle adiabat. In the real Earth, the adiabatic gra-
dient (in K km™") should decrease with depth (due to
the decrease in expansivity o with depth insuffi-
ciently balanced by the density increase, see [121]).
Since less heat can be carried out along the deep
mantle adiabat, compressibility should favor the
destabilization of the deep mantle.

Compressible convection models generally pre-
dict downgoing sheets and cylindrical upwellings
reminiscent of slabs and hot spots (Zhang and Yuen,
1996). Viscous dissipation is positive (as an entropy-
related source) but maximum just below the cold
boundary layer and just above the hot boundary
layer, where rising or sinking instabilities interact
with the layered structures of the boundary layers.
On the contrary the adiabatic source heats the down-
wellings and cools the upwellings. On average, it
reaches a maximum absolute value in the mid-man-
tle. Locally, viscous dissipation and adiabatic
heatings can be larger than radiogenic heat produc-
tion although integrated over the whole mantle and
averaged over time, the adiabatic and dissipative
sources cancel out (see [59]).

7.02.6.5.3 Thermal conductivity variations
The thermal conductivity of a solid is due to two
different effects. First, a hot material produces black-
body radiation that can be absorbed by neighboring
atoms. This radiative transport of heat is probably a
minor component since the mean free path of
photons in mantle materials is very small. Second,
phonons, which are collective vibrations of atoms, are
excited and can dissipate their energies by interacting
with other phonons, with defects and grain bound-
aries. The free paths of phonons being larger, they
are the contributors to the thermal
conductivity.

main
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According to Hofmeister (1999), thermal conduc-
avity should increase with depth by a factor ~2-3.
The recent observations of phase transitions in the
bottom of the lower mantle should also be associated
with another conductivity increase (Badro er 4l
2004). This is one more effect (with the viscosity
increase and the thermal expansivity decrease) that
should decrease the deep mantle convective vigor. It
also broadens the thermal anomalies, increases the
average mantle temperature, and thins the bottom
boundary layer (Dubuffet ez al, 1999).

7.02.6.6 Thermo-Chemical Convection

Except in Section 7.02.5, a simple negative relation-
ship was assumed between density variations and
temperature variations, through the thermal expan-
sivity, Ap=—apAT. However, in the mantle
several sources of density anomalies are present (see
also Chapter 1.22). The density in the mantle varies
with the temperature 7" for a given mineralogical
composition, or phase content, symbolized by the
symbol ¢ (e.g., for a given proportion of oxides and
perovskite in the lower mantle). The mineralogical
phase content is itself a function of the bulk elemen-
tal composition x (e.g, of the proportion of Mg, Fe,
O, etc., atoms) and evolves with pressure and tem-
perature to maintain the Gibbs energy minimum.
Therefore, the variations of density in the mantle at
a given pressure have potentially three contributions
that can be summarized as
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The first term on the right-hand side is the intrin-
sic thermal effect computed assuming a fixed
mineralogy; we have already discussed this term.
The second term is a thermochemical effect. The
density is a function of the mineralogical composi-
tion controlled at uniform pressure and elemental
composition, by the temperature variations. This
effect is responsible for a rise in the 410 km deep
interface and it deepens the 660 km interface in the
presence of cold downwellings (Irifune and
Ringwood, 1987). The last term is the intrinsic
chemical effect (related to variations of the miner-
alogy due to changes in the elemental composition
at constant temperature). The three contributions

have very similar amplitudes and none of them is
negligible (Ricard ez al, 2005).

The effect of the second term has been rather well
studied (Schubert ez a/., 1975; Christensen and Yuen,
1984; Machetel and Weber, 1991; Peltier and
Solheim, 1992; Tackley er al, 1993; Tackley, 1995;
Christensen, 1996). Phase changes in cold downgoing
slabs occur at shallower depth in the case of exother-
mic phase changes and at greater depth for
endothermic phase changes (the ringwoodite to oxi-
des plus perovskite phase change at 660 km depth is
endothermic, all the important other phase changes
of the transition zone are exothermic). These sources
of anomalies and their signs are related to the
Clapeyron slope of the phase transitions. The exis-
tence of latent heat release during phase change (see
[161]) is a secondary and minor effect. The recent
discovery of a phase transformation in the deep lower
mantle (Murakami ez 4/, 2004) (the postperovskite
phase) suggests that part of the complexities of the
D" layer are related to the interaction between a
phase change and the hot boundary layer of the
mantle (Nakagawa and Tackley, 2006) (see also
Chapter 2.03).

The fact that below the normal 660 km depth
interface there is a region where slabs remain in a
low-density upper-mantle phase instead of being
transformed into the dense lower-mantle phase is
potentially a strong impediment to slab penetration.
The idea that this effect induces a layering of con-
vection at 660 km or a situation where layered
convection 1s punctuated by large ‘avalanche’ events
dates back to Ringwood and Irifune (1988) and was
supported by numerical simulations in the 1990s (e.g.,
Machetel and Weber, 1991; Honda er al, 1993
Tackley, 1995). It seems however that the impor-
tance of this potential effect has been reduced in
recent simulations with more realistic Clapeyron
slopes, phase diagrams (taking into account both the
pyroxene and garnet phases), thermodynamic refer-
ence values (the phase change effect has to be
compared with thermal effects and thus an accurate
choice for the thermal expansivity is necessary), and
viscosity profiles.

The last contribution to the density anomalies
are related to variations in chemical composition
(see Chapter 7.10). There are indications of large-
scale depth and lateral variations of Fe or Si con-
tents in the mantle (Bolton and Masters, 2001;
Saltzer er al, 2004). A large well-documented ele-
mental differentiation is between the oceanic crust
(poor in Mg, rich in Al and Si) and the mantle.
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The oceanic crust in its high-pressure eclogitic
facies is ~5% denser than the average mantle
density in most of the mantle except in the shal-
lowest 100 km of the lower mantle where it is
lighter (Irifune and Ringwood, 1993). In the dee-
pest mantle it is not yet totally clear whether the
eclogite remains denser, neutrally buoyant or even
slightly lighter than the average mante (eg,
Ricolleau ez al, 2004). Thermochemical simulations
starting with the pioneering paper of Christensen
and Hofmann (1994) show the possibility of a
partial segregation of oceanic crust during subduc-
tion, forming pyramidal piles on the CMB. These
results have been confirmed by, for example,
Tackley (2000b) and Davies (2002). These compo-
sitional pyramids may anchor the hot spots
(Jellinek and Manga, 2002; Davaille er al, 2002).
The presence of a petrologically dense component
of the source of hot spots also seems necessary to
explain their excess temperature (Farnetani, 1997).

Not only present-day subduction can generate
compositional ~ anomalies in  the  mantle.
Geochemists have often argued for a deep layer
of primitive material. This layer should be intrin-
sically denser to resist entrainment by convection.
The stability of such a layer has been discussed by
various authors (Davaille, 1999; Kellogg ez al., 1999;
Tackley and Xie, 2002; LeBars and Davaille, 2002;
Samuel and Farnetani, 2003). Numerical simula-
tons of thermo-chemical convection are certainly
going to replace the thermal convection models in
the next years. They will help to bridge the gap
between geochemical observations and convection
modeling (Coltice and Ricard, 1999; van Keken
et al, 2002).

7.02.6.7 A Complex Lithosphere: Plates
and Continents

The lithosphere is part of the convection cell, and
plate tectonics and mantle convection cannot be
separated. The fact that the cold lithosphere is
much more viscous and concentrates most of the
mass heterogeneities of the mantle, makes it behaving
to some extent like a membrane on top of a less
viscous fluid. This suggests some analogy between
mantle convection and what is called Marangoni
convection (Marangoni, 1840-1925). Marangoni con-
vection (Nield, 1964) is controlled by temperature-
dependent surface tension on top of thin layers of

fluids.

The Earth’s mantle is certainly not controlled by
surface tension, and Marangoni convection, strictly
speaking, has nothing to do with mantle convection.
However, the equations of thermal convection with
cooling from the top and with a highly viscous litho-
sphere can be shown to be mathematically related
(through a change of variables) to those of Marangoni
convection (Lemery e al, 2000). There are large dif-
ferences between mantle convection and surface
driven convection but this analogy has sometimes
been advocated as a ‘top-down’ view of the mante
dynamics (Anderson, 2001). More classically, the inter-
pretation of plate cooling in terms of ridge-push force
(Turcotte and Schubert, 1982), or the analysis of tec-
tonic stresses using thin sheet approximations (England
and Mckenzie, 1982) belong to the same approach that
emphasizes the importance of the lithosphere as a stress
guide and as a major source of density anomalies.

Due to the complexities of the lithosphere proper-
ties, the boundary condition at the surface of the Earth
1s far from being a uniform free-slip conditon. Both
continents and tectonic plates impose their own wave-
lengths and specific boundary conditions on the
underlying convecting asthenosphere. Of course, the
position of the continents and the number and shape of
the plates are themselves consequences of mantle con-
vection. The plates obviously organize the large-scale
flow in the mantle (Hager and O’connell, 1979; Ricard
and Vigny, 1989). They impose a complex boundary
condition where the angular velocity is piecewise
constant. The continents with their reduced heat
flow (Jaupart and Mareschal, 1999) also impose a
laterally variable heat flux boundary condition.

Convection models with continents have been
studied numerically (Gurnis and Hager, 1988;
Grigné and Labrosse, 2001, Coltice ez 4l, 2007) and
experimentally  (Guillou and Jaupart, 1995).
Continents with their thick lithosphere tend to
increase the thickness of the top boundary layer and
the temperature below them (see Figure 9). Hot
rising currents are predicted under continents and
downwellings are localized along continental edges.
The existence of a thick and stable continental root
must be due to a chemically lighter and more viscous
subcontinental lithosphere (Doin er al, 1997). The
ratio of the heat flux extracted across continents
compared to that extracted across oceans increases
with the Rayleigh number. This suggests that the
continental geotherms were not much different in
the past when the radiogenic sources were larger; it
is mostly the oceanic heat flux that was larger
(Lenardic, 1998). Simulating organized plates
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Figure 9 Convection patterns in the presence of four continents. The total aspect ratio is 7, the continents are defined by a
viscosity increase by a factor 10° over the depth 1/10. The viscosity is otherwise constant. The Rayleigh number based on the
total temperature drop (bottom panels) or on the internal radioactivity (top panels) is 10”. The downwellings are localized near
the continent margins. A large difference in heat flux is predicted between oceans and continents. In the case of bottom

heating, hot spots tend to be preferentially anchored below continents where they bring an excess heat. This tends to reduce

the surface heat flux variations.

self-consistently coupled with a convective mantle
has been a very difficult quest. The attempts to gen-
erate plates using 7-dependent or simple nonlinear
rheologies have failed. Although in 2-D some suc-
cesses can be obtained in localizing deformation in
plate-like domains, (Schmeling and Jacoby, 1981;
Weinstein and Olson, 1992; Weinstein, 1996), they
are obtained with stress exponents (e.g, 7> 7) that
are larger than what can be expected from laboratory
experiments (7~ 2). The problems are however
worst in 3-D. Generally, these early models do not
predict the important shear motions between plates
that is observed (Christensen and Harder, 1991;
Ogawa et al., 1991).

Some authors have tried to mimic the presence of
plates by imposing plate-like surface boundary con-
ditions. These studies have been performed in 2-D
and 3-D (Ricard and Vigny, 1989; Gable ez al., 1991;
King er al, 1992; Monnereau and Quéré, 2001).
Although they have confirmed the profound effect
of plates on the wavelengths of convection, on its
tume dependence and on the surface heat flux, these
approaches cannot predict the evolution of surface
plate geometry. Figure 10 illustrates the organizing
effect of plates in spherical, internally heated com-
pressible convection with depth-dependent viscosity
(Bunge and Richards, 1996). To obtain a self-consis-
tent generation of surface plates, more complex

rheologies that include brittle failure, strain

softening, and damage mechanisms must be intro-
duced (e.g, Bercovici, 1993, 1995; Moresi and
Solomatov, 1998; Auth ez 4/, 2003). The existence of
plates seems also to require the existence of a weak
sublithospheric asthenosphere (Richards e 4/, 2001).
In the last years, the first successes in computing 3-D
models that spontaneously organize their top bound-
ary layer into plates have been reached (Tackley,
1998, 2000c, 2000d, 2000e; Trompert and Hansen,
1998a; Stein er al, 2004). Although the topological
characteristics of the predicted plates and their time
evolution may be still far from the observed charac-
teristics of plate tectonics, and often too episodic
(stagnant-lid convection punctuated by plate-like
events), a very important breakthrough has been
made by modelers (see Figure 11).

The Earth’s plate boundaries keep the memory of
their weakness over geological times (Gurnis et 4l,
2000). This implies that the rheological properties
cannot be a simple time-independent function of
stress or temperature but has a long-term memory.
The rheologies that have been used to predict plates
in convective models remain empirical and their
interpretation in terms of microscopic behavior and
damage theory remains largely to be done (Bercovici
and Ricard, 2005). Reviews on the rapid progress and
the limitations of self-coherent convection models
can be found in Bercovici er al. (2000), Tackley
(2000a), and Bercovici (2003).
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Free-slip surface

Imposed plate motion

Figure 10 Spherical compressible internally heated convection models where the viscosity increases with depth
(simulations by Peter Bunge). In the first row, a uniform free-slip condition on top has been used. In the second row, the
present-day observed plate motion is imposed at the surface. The left column shows the temperature field in the middle of the
upper mantle, the right column in the middle of the lower mantle. The figure summarizes various points discussed in the text:
the presence of linear cold downwellings, the absence of active upwellings in the absence of basal heating, and the
enlargement of thermal structure in the more viscous lower mantle (top row). Although the modeling is not self-consistent (i.e.,
the presence of plates and the constancy of plate velocities are totally arbitrary), it is clear that the presence of plates can
change radically the convection patterns (compare top and bottom rows).
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7.03.1 Introduction Investigations of mantle dynamics and of thermal

Because laboratory experiments are crucial for
exploring new physics and testing theories, they
have long played a central role in investigations of
thermal convection and mantle dynamics. This chap-
ter is devoted to laboratory experiments considered
as tools for understanding the physics that governs
mantle dynamics. We shall review both the techni-
ques employed to run well-controlled experiments
and acquire quantitative data, and the results
obtained.

convection have long been closely intertwined.
Indeed, the mantle is cooled from above, heated
from within by radioactive elements, and heated
from below by the core, which loses its heat through
the mantle (se¢e Chapter 7.06). The emergence of
mantle convection models was dictated by the failure
of static, conductive, and /or radiative thermal history
models to account for the mantle temperature
regime, the Earth energy budget, and the Earth’s
lateral surface motions. In the late 1930s, Arthur
Holmes, among others, hypothesized that thermal
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convection in the Earth’s mantle provided the neces-
sary force to drive continental motions (Holmes,
1931). Convection, which transports heat by material
advection, is the only physical mechanism capable of
explaining these observations. The force driving
advection is gravity, whereby material lighter than
its environment rises while denser material sinks.
Such density anomalies can be produced by differ-
ences in composition and/or temperature. In the
simple configuration of a plane layer (Figure 1), the
former will give rise to Rayleigh—Taylor instabilities,
while the latter will generate ‘Rayleigh—Bénard
instabilities.

Rayleigh—Bénard convection develops when a
plane layer of fluid is heated from below and cooled
from above (Figure 1). It has been identified as a major
feature of the dynamics of the oceans, the atmosphere,
and the interior of stars and planets. First identified by
Count Rumford (1798),
observed several times in the nineteenth century
(e.g., Thomson, 1882). However, it was the carefully
controlled and quantitative laboratory experiments of
Henri Bénard (1900, 1901) that focused the interest of
the scientific community on the problem. Bénard stu-
died the patterns of convection developing in thin
layers with a free upper surface. He was interested in
the influence of viscosity on the pattern and use sev-
eral fluids, including spermaceti and paraffin. He
determined quanttatively the characteristic length
scales of the patterns, the deformation of the interface,
and the direction of flow within the fluid. Although we
now know that the beautiful hexagonal patterns he
observed (Figure 1(c)) were due to the temperature
dependence of surface tension (Pearson, 1958), it was
these experiments which motvated Lord Rayleigh to
apply hydrodynamic stability theory to thermal con-
vection in the absence of surface tension (Rayleigh,
1916). When the thermal convection experiments
were carried out correctly, they were found to be
very well predicted by Rayleigh’s theory (eg,
Schmidt and Milverton, 1935; Silveston, 1958). For
more on the history of these investigations, see
Chapter 7.01.

Thermal convection in an isoviscous fluid is char-

the phenomenon was

acterized by two parameters. The Rayleigh number
Ra(H,AT) compares the driving thermal buoyancy
forces to the resisting effects of thermal diffusion and
viscous dissipation across the whole system:
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Figure 1 (a) Rayleigh-Taylor instabilities develop when a
layer of lighter fluid is introduced under a layer of denser
fluid. (b) Rayleigh-Bénard instabilities develop when a layer
of fluid of density p and viscosity 7 is heated from below and
cooled from above. (c) Bénard cells in spermaceti. From
Bénard H (1901) Les tourbillons cellulaires dans une nappe
liquide transportant la chaleur par convection en régime
permanent. Annales de Chimie et de Physique 23: 62-144.

where H is the depth of the layer, AT the tempera-
ture difference applied across it, g the gravitational
acceleration, « the thermal expansivity, £ the ther-
mal diffusivity, and v =1n/p the kinematic viscosity.
Convection starts when Rz exceeds a critical value
(Rayleigh, 1916; see Chapters 7.02 and 7.04), and
exhibits a sequence of transitions toward chaos as
Ra increases. The second parameter is the Prandtl
number, Pr, the ratio of the diffusivity of momentum
and that of heat:

Pr=v/k 2]
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When Pr>> 1, the fluid motion stops as soon as the
heat source disappears, that is, inertial effects are
negligible compared to viscous effects. This is the
case for the Earth’s mantle, where Pr>10%.

Numerous theoretical, laboratory, and numerical
studies in the last 50 years have been devoted to
characterizing thermal convection as a function of
Ra and Pr. Laboratory experiments have proved
especially useful for determining patterns and char-
acterizing the high Rz regime. For high Pr fluids,
isoviscous convection has been studied for Rz up to
10°, which includes the range of values estimated for
the mantle (10°~10%).

However, mantle dynamics is much more compli-
cated than 1soviscous convection, in particular due to
the complex rheology of mantle material (Chapter
7.02). For example, the generation of Plate Tectonics
and its coexistence with hot spots is not reproduced
in isoviscous fluids. Studies have therefore focused on
progressively more complicated systems, either
taking a global view (e.g,, convection with tempera-
ture-dependent rheology, or internal heating) or a
more local view to study some particular mantle
feature (such as plumes or subduction). Analog
laboratory experiments have been extensively used
because of four advantages: (1) since they let Nature
solve the equations, they can explore new pheno-
mena for which such equations do not yet exist. (2)
They can also explore ranges of parameters, or geo-
metries, where the equations are too non-linear to be
solved analytically or numerically. (3) They are
inherently three-dimensional (3-D). (4) They can
usually be run in the appropriate range of mantle
parameters (which is not the case for the atmosphere
or the oceans).

This chapter is organized as follows: Sections
7.03.2 and 7.03.3 are devoted to experimental setups,
fluids, measurements, and visualization methods.
Mantle dynamics on geological time scales is domi-
nated by ‘fluid’ behavior, so that we can generally use
liquids around room temperature, and fluid
mechanics techniques. With the development of
computer power and lasers, it has become possible
in the last years to measure the temperature, velocity,
concentration, and deformation fields in experimen-
tal tanks. Sections 7.03.4-7.03.7 focus on gravitational
instabilities  (Rayleigh—Taylor instabilities and
Rayleigh—Bénard convection). Sections 7.03.8—
7.03.11 describes the laboratory experiments related
to more specific mantle features — plumes, mixing,
accretion, and subduction — which are also described
more fully in other chapters of this volume.

7.03.2 Experimental Setups and
Fluids

7.03.2.1 Designing an Experiment: Scaling

The goal of any fluid mechanics modeling is to
determine ‘scaling laws’, or functional relations that
link certain parameters of interest and the various
other parameters on which they depend. These scal-
ing laws then make it possible to predict the behavior
of similar systems, such as the mantle in geody-
namics. Hence, there is no question of building a
miniature Earth in the laboratory. A phenomenon
has to be selected, and a simplified laboratory
model is then constructed, where only a few para-
meters can vary and in a controlled manner. Each
individual experiment aims at describing, through
quantitative measurements, the behavior of the sys-
tem for a given set of control parameters. By varying
systematically the values of these parameters, a data-
base 1is constituted. Scaling laws derived from
fundamental physical principles can then be tested
against the experimental data.

However, the results of a laboratory experiment
will be applicable to other natural systems, such as
the mantle, only if the dynamic similarity between
the scaled-down system (laboratory, computer) and
the natural system is respected. Dynamic similarity
can be viewed as a generalization of the concept of
geometrical similarity (see Chapter 7.04), and requires
the following:

1. Similar boundary conditions (mechanical, ther-
mal, geometry).

2. Similar rheological laws. In other words, the
mechanical equation of state that relates differen-
tial flow stress to strain rate should differ only in
the proportionality constant (e.g., Weijermars and
Schmeling, 1986).

3. Similar balances between the different forces or
operative physical effects. Rz and Pr reflect such
balances.

Dynamic similarity gives birth to a set of dimension-
less parameters. When the governing equations are
known, they can be nondimensionalized to make the
relevant dimensionless parameters appear explicitly
in the equations and/or the initial and boundary
conditions. When the equations are not known, one
may use the Buckingham-II theorem, which is a
consequence of the fundamental principle that the
validity of a physical law cannot depend on the units
in which it is expressed. According to this theorem, if
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a given experiment is described by N-dimensional
parameters of which M have independent physical
dimensions, then the experiment can be completely
described by (N — M)-independent nondimension-
less combinations of the dimensional parameters
(see Chapter 7.04).

Besides Ra, Pr, and ratios that characterize the
variations of physical properties such as viscosity
within the experimental tank, other important
dimensionless numbers for geodynamics include:

1. the Reynolds number Re, which compares the
advection of momentum by the fluid motion and
the viscous diffusion of momentum:

UH
Re = — [3]
v

where U is the characteristic velocity in the sys-
tem. For the mantle, Re~ 107",

2. the Peclet number, Pe, when the flow 1s forced by a
boundary velocity U (such as a plate velocity). Pe
compares the heat transport by advection and the
heat transport by conduction:

vd
Pe=— [4]
K

where 4 1s for example the thickness of the plate.

All systems with the same dimensionless parameter
(say Ra) will behave in the same way, irrespective of
their size. However, the timescale and/or the dis-
tance over which the phenomenon occurs will
depend on the system size. This is how convection
in the laboratory on a scale of hours can be analogous
to convection in the mantle over geological times.
Dynamical similarity and scaling analysis are there-
fore essential to analog laboratory modeling. Their
principles and techniques are discussed in Chapter
7.04.

7.03.2.2 Experimental Fluids

Except when focusing on lithospheric processes such
as accretion or subduction, laboratory experiments
usually assume that mantle material flows like a
Newtonian fluid, with a linear relation between
stress and strain rate. This is especially true for
convection experiments, because non-Newtonian
fluids are usually more difficult to characterize, and
to handle.

In the mantle Pr~ 10°* This is not possible to
obtain in the laboratory, but because the dynamics
becomes independent of Pr for Pr>100 (see
Section 7.03.5), the use of fluids with Pr>100 is
adequate to ensure the dominance of viscous over
inertial effects.

Another consideration is the temperature depen-
dence of viscosity. Solid-state creep is thermally
activated and therefore mantle material has a highly
temperature-dependent viscosity (e.g., see Chapter
2.14). The viscosity ratio across the lithosphere
where the temperature difference is the highest
reaches 10”. A number of experiments have investi-
gated in detail the influence of a strongly temperature-
dependent viscosity on convection. The viscosity of
liquids always depends on temperature. The silicone
oils have the smallest, with a change by no more than a
factor of 3 over 50°C. Sugar syrups have a much
stronger temperature dependence, with Golden
Syrup (from Tate and Lyle) the winner, showing a
10° viscosity change between 60°C and —20°C
(Figure 2).

Silicone oils are available in different grades (with
viscosity at 20°C between 10 mP's and 10° Pass), and
should be used when negligible temperature-related
viscosity variations are required in an experiment.
Thickeners in aqueous solutions have also been

108

10*

102

Viscosity (Pas)

—20 0 20 40 60
Temperature (°C)

Figure 2 Viscosity as a function of temperature. SIL,
Silicone oil 47V1000; GLY, Glycerol; GS, Golden Syrup;
L100, polybutene.
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Figure 3 Natrosol aqueous solutions. (a) Viscosity as a
function of shear rate (measured with a Haake rotative
viscometer) for 1.4 wt.% Natrosol. There is a Newtonian
plateau for low shear rates. (b) Viscosity as a function of the
Natrosol concentration. From Davaille A (1999a) Two-layer
thermal convection in viscous fluids Journal of Fluid
Mechanics 379: 223-253.

used (e.g, Tait and Jaupart, 1989; Davaille, 1999a,
1999b; Namiki, 2003). By adding less than 2wt.% of
thickener (ex: Hydroxy-ethylcellulose, trade name
Natrosol), the viscosity of water can be multplied
by 107 (Figure 3(a)). Although the resulting fluid is
shear-thinning (Figure 3(b)), there is a Newtonian
plateau at the low shear rates that typically obtain in
convection laboratory experiments.

Well-controlled experiments require a precise
knowledge of the physical properties of the fluids
used. Thermal conductivity and specific heat do not
change much from one batch to another, and one can
generally rely on the values given by the manufac-
turer. But it is advisable to measure density (and
thermal expansion if needed) and viscosity prior to
any new experiments. Moreover, because of the
temperature dependence of viscosity, experiments
should prefererably be run in a temperature-
controlled laboratory. This will also ensure that elec-
tronic measurements do not drift with time.

7.03.2.3 Experimental Setup for
Convection

A thermal convection experiment should minimize
heat losses to allow reliable heat flux determination,
and should also allow good flow visualization (pat-
tern, thermal structure, etc.). Unfortunately, these
two requirements cannot be perfectly met at the
same time. We shall therefore present three com-
monly used experimental setups.

7.03.2.3.1 Horizontal pattern visualization
The convecting fluid is bounded between two glass
plates; the bottom is heated from below by hot water
flushing along its outer surface, while the top is
cooled by cold water flushed along the top, as
shown in Figure 4(a) (e.g., Busse and Whitehead,
1971; Richter and Parsons, 1975; Whitehead and
Parsons, 1978; White, 1988; Weinstein and Olson,
1990; Weinstein and Christensen, 1991). An alter-
native is to use as the bottom heater a metal plate
whose upper surface is polished to a mirror finish
(e.g, Chen and Whitehead, 1968; Heutmaker and
Gollub, 1987). The horizontal heat exchangers
should be carefully leveled since imperfect horizon-
tal alignment modifies convection patterns and heat
transfer (e.g, Namiki and Kurita, 2002; Chilla ez 4l,
2004). Precautions also have to be taken to eliminate
lateral inhomogeneities due to the side walls. In
Busse and Whitehead’s setup (Figure 4(a)), the
area where observations on convection were made
was bounded on the sides by walls of 2”-thick poly-
vinylchoride, whose thermal conductivity is close to
that of the working fluid (silicone oil). This pro-
vided a working area 80 cm x 80 cm. Outside these
walls was another convecting region approximately
20 cm in width so that the temperature gradients on
both sides of the walls were similar. Visualization
was done using the shadowgraph technique (see
Section 7.03.3), whereby collimated light (ie., with
parallel rays) is directed vertically up through the
tank (Figure 4(a)). In the convecting fluid, the
index of refraction of light depends on temperature
such that light rays diverge away from hot regions
and converge toward colder regions. The projection
of the resulting rays onto a white screen thus show
hot zones as dark shadows and cold zones as con-
centration of brightness.

7.03.2.3.2 Heat flux determination
The dependence of the global heat transport on con-
vection characteristics 1s one of the fundamental
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(a) Experimental setup from Richter and Parsons (1975) adapted from Busse and Whitehead (1971). Thermostated

water is flowed in the top and bottom glass assemblages. A mylar sheet can be introduced just underneath the top cold plate
and driven by a motor at constant speed. (b) Convection apparatus from Giannandrea and Christensen (1993). 1, convection
tank; 2, heating plate; 3, heating foil; 4, guard heaters; 5, thermal insulation; 6, working fluid; 7, oil-filled gap; 8, cooling block;
9, nickel wire; 10, device for vertical displacement of the Ni-wire; 11, thermocouples; 12, air gap; 13, adjusting screw. (c)
‘hybrid’ experimental setup. The insulation windows can be removed for visualization.

questions of Rayleigh—Bénard studies (see Section
7.03.4). The most accurate measurement of the global
heat flow is obtained through the measurement of
the electric power needed to heat the bottom

plate (e.g., Schmidt and Milverton, 1935; Malkus,
1954;  Silveston,  1958;  Giannandrea  and
Christensen, 1993; Brown ez 4/, 2005; Funfschilling
er al, 2005). It requires special design of the
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experimental tank in order to minimize the heat
losses from the heating plate to the bottom (e.g,
Figure 4(b)). A second experimental problem is the
influence of the side walls on the heat transport in the
fluid. This problem is significantly reduced when the
experimental tank aspect ratio is large (e.g,
Giannandrea and Christensen, 1993), and by choos-
ing a wall of relatively small thermal conductvity
(e.g., plexiglas) compared to that of the fluid, plus
another insulation in low conductivity material such
as polystryrene foam. Even with that, sides losses
must be estimated, and models have been derived
to correct for them (e.g, Ahlers, 2001). A third pro-
blem is the effect of the finite conductvity of the top
and bottom plates on the heat transport by the fluid
(e.g., Chilla er al,, 2004; Verzicco, 2004): the less con-
ductive the plates, the more the heat transport in the
fluid is diminished, and the effect is a function of Ra.
A correction has been proposed, which fits well the
data for turbulent convection (Verzicco, 2004; Brown
et al., 2005). In practice, the best conductor available
is copper (k=319W m~'K™"), followed by alumi-
num  (k=161Wm 'K™'). So good heat flux
determination precludes the visualization of the
planform because of the metal plates, and also visua-
lization from the side because of the insulation.

7.03.2.3.3 Hybrid solution at high Pr and Ra
It is of course necessary to correlate heat flux mea-
surements with the geometry of convection.
Moreover, modern visualization techniques can give
in situ measurements of the velocity, temperature,
and concentration fields (see Section 7.03.3), but
they require transparent sides. Therefore, a number
of studies have used a ‘lighter’ setup (Figure 4(c);
e.g,, Olson, 1984; Jaupart and Brandeis, 1986; Davaille
and Jaupart, 1993; Weeraratne and Manga, 1998).
The bottom and top heat exhangers are made or
copper or aluminum, and are regulated either by
electric heating or by circulation of thermostated
water. The tank sides are made of plexiglas or glass.
The whole tank is insulated with styrafoam, but the
insulation on the sides can be removed for visualiza-
ton. In this configuration, it is advisable to run the
experiments in conditions such that the mean tem-
perature inside the experimental cell i1s close to
ambient temperature, to minimize heat losses.

Last, to obtain high Rayleigh numbers (10°-10")
in high Pr viscous fluids, we need fluids thicknesses
between at least 10 and 50 cm. It is then no longer

possible to have large aspect ratios. It therefore will
always be a possibility that the flow will be influ-
enced by the mechanical boundary conditions (zero
velocity) at the side walls. We shall discuss this
question in more detail later.

7.03.2.3.4 Moving boundaries and
free-slip boundaries

To impose a moving upper boundary (e.g., to simu-
late plate tectonics), a mylar sheet (Figure 4(a)) is
usually introduced just below the upper plate and
slowly driven by a step-motor (e.g, Richter and
Parsons, 1975; Kincaid er al, 1995, 1996; Jellinek
et al., 2003).

Because the mantle is bounded by the liquid core
at the bottom, and oceans or atmosphere at the top,
its mechanical outer boundary conditions are free
slip. Moreover, analytical and numerical models
usually are best resolved with free-slip boundary
conditions. To obtain the latter in the laboratory,
thin layers of a fluid much less viscous (at least a
1000 times) than the working fluid must be intro-
duced between the heat exchangers and the high Pr
convecting fluid. For a bottom free-slip condition,
thin layers of mercury (e.g, Solomon and Gollub,
1991) or salted water (e.g, Jellinek er al, 2002;
Jellinek and Manga, 2002, 2004) may be used; while
a thin layer of conductive oil may be used to obtain
a free-slip upper surface (e.g, Giannandrea and
Christensen, 1993). However, since these layers
have a finite conductivity, they will modify the ther-
mal boundary conditions as discussed above.

7.03.2.3.5 Centrifuge

Some experiments have been run in centrifuges (e.g.,
Ramberg, 1972; Nataf er al, 1984; Weiermars, 1988),
where the model is subjected to a centrifugal force
able to produce accelerations up to 20000g This
approach decreases the experimental time required
and allows the use of very viscous materials (with
Pr>10° at Rayleigh numbers up to 6x10°. A
detailed description of the experimental setup is
given by Nataf ez al, (1984) and Weijermars (1988).
However, this technique is heavy to implement.
With the apparent confirmation (in part because
of the early centrifuge experiments) that convective
dynamics becomes independent of Pr when Pr> 100,
the technique has not been used extensively.
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7.03.3 Measurements and
Visualization Techniques

7.03.3.1 Patterns

Laboratory experiments have been used extensively
to determine convective and/or mixing patterns. One
then seeks quantitative information on the morphol-
ogy, wavelength, and evolution (plume ascent rate,
blob stretching, etc.) of a particular feature in the
experimental fluid.

7.03.3.1.1 Dye
7.03.3.1.1.(i) One-shot visualization Patterns
and motions in two-fluid experiments such as com-
positional plumes (Figure 5, Olson and Singer, 1985,
Section 7.03.6), Rayleigh—Taylor instabilities (e.g.,
Whitehead and Luther, 1975; see Section 7.03.4),
mixing (e.g., Ottino, 1989; see Section 7.03.9) or
two-layer convection (e.g., Olson, 1984; Olson and
Kincaid, 1991; Davaille, 1999; see Section 7.03.9) are
easily observed by the addition of dye to one of the
transparent fluids. Most commonly used dyes are
fluoresceine, rhodamine, or supermarket food dye.
The latter is very easily visualized through illumina-
tion with a white light (Figure 5), while the former
are most spectacular using laser sheets (e.g., T'sinober
et al., 1983; Fountain er 4/, 2000). In mixing experi-
ments, the dye can be continuously injected by
seringes (e.g, Fountain er al, 2000, Kerr and
Meériaux, 2004). In all cases, the dye quantity is so
small that it does not change the physical properties
of the fluids.

The fluid initially at rest can also be marked by
dye streaks that allow subsequent fluid motions to be
recorded by their distorton. Griffiths (1986)

visualized the motions of initially cold fluid due to
the passage of a thermal by injecting (from a seringe)
before the run at various heights a number of hor-
izontal lines of the same fluid containing a small
concentration of dye (Figure 6(a)). Using very vis-
cous putties, Weijermars (1988, 1989) imprinted
black grids on some cross-sections prior to experi-
ments in a centrifuge, which recorded the subsequent

deformation (Figure 6(b)).

7.03.3.1.1.(ii) Electrochemical technique In
water and aqueous solutions, an electrochemical
technique using thymol blue, a pH indicator, can be
employed (Baker, 1966). Thymol blue is either blue
or yellow-orange depending upon whether the pH of
the solution is greater or less than 8. Approximately,
0.01% by weight of thymol blue is added to the water
and the solution is titrated to the end-point with
sodium hydroxyde. Then, by drop addition of hydro-
chloric acid, the solution is made orange in color.
When a small DC voltage (~10-20V) from a dry-
cell source is impressed between a pair of electrodes
situated within such a fluid, H+ ions are removed
from solution at the negative electrode, with a corre-
sponding change in color from orange to blue. The
dye thus created is neutrally buoyant and faithfully
follows the motion of the fluid. Sparrow ez a/. (1970)
used the bottom plate of the experimental cell as the
negative electrode itself, while the positive electrode
was a large copper sheet situated adjacent to the fluid
but well removed from the bottom plate. They
hereby obtained the first photographs of thermals
rising from a heated horizontal surface (Figure 7).
Haramina and Tilgner (2004) recently used the same
method to image coherent structures in boundary
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Figure 5 Morphology of starting plumes when the dyed plume material is injected into a transparent medium. (a, b) Purely
compositional plumes (a) diapiric plume, more viscous than its surroundings; (b) cavity plume, less viscous than its surroundings.
(c) Starting thermal plume: the injected dyed material is hotter and less viscous. (a, b) From Olson P and Singer H (1985). Creeping
plumes. Journal of Fluid Mechanics 158: 511-531. (c) From Laudenbach N and Christensen UR (2001). An optical method for
measuring temperature in laboratory models of mantle plumes. Geophysical Journal International 145: 528-534.
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Figure 6 Fluid initially marked by horizontal dye streaks. (a) Rise of a pocket of hot fluid (so-called ‘a thermal’); (b) rise of
hot fluid continuously released from a hot source (‘hot plume’). The gravity has been accelerated 2000 times in a centrifuge.
Time increases from bottom to top pictures. (a) From Griffiths RW (1986) Thermals in extremely viscous fluids, including
the effects of temperature-dependent viscosity. Journal of Fluid Mechanics 166: 115-138. (b) From Weijermars R (1988).
New laboratory method for analyzing deformation and displacement in creeping fluid: Examples from stokes flow and a
thermal plume. Journal of Geophysical Research 93: 2179-2190.

Figure 7 Thermal boundary layer instabilities in water
visualized by an electrochemical technique. Adapted from
Sparrow EM, Husar RB, and Goldstein RJ (1970).
Observations and other characteristics of thermals. Journal
of Fluid Mechanics 41: 793-800.

layers of Rayleigh—Bénard convection at very high
Rayleigh numbers.

7.03.3.1.2 Shadowgraph and schlieren

Since the refractive index of a fluid depends on
temperature and composition (e.g., salt or sugar con-
tent), convective features in a transparent medium
will alter the refractive index distribution, also called
schlieren (from the german; sometimes spelled ‘shlie-
ren’ in the literature). From the deformation of the
optical wave front, one can therefore deduce infor-
mation on the refractive index, hence on the
temperature or compositional field. The optical
methods are divided into two groups: the shadow
and schlieren techniques using the deflection of
light in the measurement media (e.g., Settles, 2001),

and interference methods based on differences of
length of the optical paths, that is, on the phase
(e.g, Hauf and Grigull 1970). In the following, we
shall refer to a ‘schlieren object’, when considering
the influence of this object on light deflection, and to
a ‘phase object’ when considering its influence on the
optical path length.

Both shadow and schlieren techniques are whole-
field integrated optical systems that project line-of-
sight information onto a viewing screen or camera
focal plane. They use light intensity and light ray
identification, so that only a good white light source
1s required. They are more appropriate for two-
dimensional (2-D) or axisymmetric phenomena since
they integrate the information along the light ray path,
but are still qualitatively useful for any phenomenon.
Both techniques have a long history: R. Hooke devel-
oped a schlieren method as early as 1672 and the first
published shadowgram of a turbulent plume over a
flame by Marat dates back to 1783. Settles (2001) gives
a comprehensive review of these two techniques.

7.03.3.1.2.(i) Shadowgraph Whithout the
object present in the field of view, the light source
illuminates the screen uniformly. With the object
present, some rays are refracted, bent, and deflected
from their original paths, producing a shadow. The
optical inhomogeneities of the object redistribute the
screen illuminance. The illuminance level responds
to the second spatial derivative or Laplacian of the
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Figure 8 Shadowgraph. (a) Alternative setup to Figure 4(a) when the bottom plate of the cell is a mirror. (b) Hot thermal

plume out of a small heat source. (c) cold thermal instabilities from a cold horizontal plate. From Jaupart C and Brandeis G
(1986) The stagnant bottom layer of convecting magma chambers. Earth and Planetary Science Letters 80: 183-199. Cold
material focuses light and appears bright, whereas hot material acts as a divergent lens and appears dark.

refractive index. Best results are obtained when the
cell is illuminated by a (quasi-) parallel source of
light (Figures 4(a) and 8(a)). Due to the negative
slope of the temperature dependence of the refractive
indices of most liquids, the hot material acts as a
diverging lens and appears dark (Figure 8(b)),
while the cold material acts as a focusing lens
and appears light (Figure 8(c)). Shadowgraph
techniques are easy (and cheap!) to implement and
allow the visualization of large objects. Since
they image strong temperature gradients well, they
have been used to determine convective patterns
and measure their characteristic wavelength (e.g,
Chen and Whitehead, 1968; Heutmaker and
Gollub, 1987; see Section 7.03.5), measure thermal
boundary layer thicknesses (Olson er 4, 1988), or
follow the evolution of laminar thermal plumes
(e.g, Shlien, 1976; Moses er al., 1993). However, the
whole image cannot be interpreted quantitatively in
terms of temperature.

7.03.3.1.2.(iij) Schlieren The schlieren image is
a conjugated optical image of the schlieren object
formed by a lens or a mirror. The method requires
a knife-edge or some other sharp cutoff of the

refracted light. Figure 9(a) presents the diagram of
a simple schlieren system with a knife-edge placed at
the focus of the second lens. Adding an object will
bend light rays away from their original paths. The
refracted rays miss the focus of the optical system.
The upward-deflected ray brightens a point on the
screen, but the downward-deflected ray hits the
knife-edge causing a dark point against a bright back-
ground. So a vertical gradient of the refractive index
is converted into an amplitude difference. In general,
the illuminance level of the schlieren image responds
to the first derivative of the refractive index on a
direction perpendicular to the knife-edge. Figures
9(b) and 9(c) show the schlieren image of a hot
plume obtained with a horizontal and vertical knife
edge, respectively. Figure 9(d) shows the schlieren
image of the same plume using a circular spatial filter
of 0.5 mm diameter. The bright line in the center of
the image and contours represent the zones with zero
refractive index gradient.

For weak disturbances, the schlieren technique
has a much higher sensitivity than the shadowgraph.
It has been used to visualize the onset of thermal
convection above a heated horizontal plate
(Schmidt and Milverton, 1935), 2-D boundary
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Figure 9 Schlieren. (a) Optical setup. (b—d) Pictures of a thermal plume out of a small heat source obtained with
(b) a horizontal knife edge, (c) a vertical knife edge, and (d) a 0.5 mm diameter pin hole.

layers along vertical walls (e.g, Hauf and Grigull,
1970), and shock waves (e.g., Settles, 2001). Another
advantage over shadowgraph is the 1:1 image
correspondence with the object of study. Moreover,
3-D study of the phase object is also possible
by using a multsource system (Hanenkamp and
Merzkirch, 2005).

Other optical methods can be derived from schlie-
ren techniques. In the so-called ‘lens-and-grid’
techniques, an array of light/dark stripes is used as
a background grid. This simple method, also called
background grid distortion, can be used when a large
field-of-view is necessary with no need for high
sensitivity. The sensitivity can be improved by add-
ing another grid between the focusing lens and the
image plane (Figure 10). The Moiré method can be
seen as variant of lens-and-grid method with grids on
either sides of the schlieren object. Dalziel ez a/. (2000)
contributed to this method by simulating electroni-
cally the second grid in the image capture device.
Another variant called Moiré shearing interferome-
try (or Talbot interferometer) was used for mapping
phase objects such as candle flames (Lohmann and
Silva, 1972).

7.03.3.2 Temperature and Heat Flow
Measurements

Since the precise characterization of thermal convec-
tion requires the quantitative knowledge of the
temperature field, temperature measurements are a
major step in data acquisition. Local measurements
have long been provided by thermocouples or ther-
mistors embedded within the flow, but with the risk
of disturbing it. The last 30 years have seen the
development of noninvasive methods. Laser beam
scan and interferometry techniques can provide
accurate temperature structure of 2-D or axisym-
metric features. More recently, the wuse of
thermochromic liquid crystals has allowed for the
first time the accurate determination of a fully 3-D,
time-dependent temperature field.

7.03.3.2.1 Local temperature
measurements

Point temperature measurements can be obtained
electronically using the variation with temperature
of the electrical resistance of metals (Pt resistance
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Figure 10 Lens-and-grid method. (a) Optical setup. (b, c) Same thermal plume as Figure 9(b) obtained with

(b) a vertical grid and (c) an horizontal grid.

thermometers, thermistors) or using the thermoelec-
tric effect at the junction between two metals
(thermocouples).

Pt-thermometers exploit the increase with tem-
perature of the electrical resistance of platinum. The
most widely used sensor is the 1002 or 10002
platinum resistance thermometer. They are the
most accurate and stable sensors over a long time
period. However, they are expensive and do not
come in diameters smaller than a few millimeters.
So they are generally used to calibrate all the other
temperature sensors in a lab, but are not used directly
in the experimental cell.

Thermistors are made from certain metal oxides
whose resistance decreases with increasing tempera-
ture. Their behavior is highly nonlinear, which limits
their useful temperature span, and they are less stable
than Pt-thermometers. However, they are cheaper,
and can be produced in very small designs (0.1 mm)
with a fast response and low thermal mass. The
measurement of temperature then requires an

electric power supply and a voltmeter. Properly cali-
brated, thermistors can give a precision of 0.002°C
over a 10°C range. They are used in high Rayleigh
number convection experiments in water and lower
viscosity fluids (e.g., Castaing er 4/, 1989; Niemela
et al., 2000; Chilla ez al., 2004).

Thermocouples are based on the thermoelectric
effect: the junction between two different metals pro-
duces a voltage which increases with temperature. In
order for this thermal voltage to produce a flow of
current, the two metals must also be connected
together at the other end so that a closed circuit is
formed. With different temperatures at the junctions
the voltages generated are different and a current
flows. A thermocouple can thus only measure tem-
perature differences between the measurement
junction and the reference junction. The latter is at
a known temperature, which is nowadays usually that
of a commercial electronic ice-point cell. The
temperature range of thermocouples is bigger than
for thermistors and their behavior is more linear.
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However, the voltage produced by the thermoelec-
tric effect is very small. For the commonly used type
‘K’and type ‘E’, it amounts, respectively, to 40 and
60 uV per degree celsius, so that a six-digit voltmeter
will allow temperature measurements with an accu-
racy of £0.025°C. Their response time is about 2s,
that is, much shorter than the typical timescale of
instabilities in viscous fluids.

The temperature sensors can be introduced per-
manently in the experimental tank either one by one
at different locations (e.g, Sparrow er al, 1970;
Davaille and Jaupart, 1993; Weeraratnee and
Manga, 1998), or on given vertical or horizontal
profiles (e.g., Guillou and Jaupart, 1995; Le Bars and
Davaille, 2002, 2004a). The latter allows one to fol-
low the temperature profiles through time but the
number of sensors in a 2-mm-diameter probe 1s lim-
ited to 14. Alternatively, the sensors can be mounted
on a stepping motor and moved vertically to measure
the vertical temperature profile (Figure 4(b)). With
viscous fluids, a large volume of fluid is carried along
each time the probe is moved to a new depth.
Therefore, the probe must be kept several minutes
at the same height in order for the system to equili-
brate, and the vertical temperature profiles are
determined from the time-averaged measurements
at each depth (e.g,, Olson, 1984; Giannandrea and
Christensen, 1993; Matsumoto ez al., 2006).

It is also possible to measure directly an horizontal
average of the temperature field by stretching a set of
very thin platinum wires (0.2 mm diameter) horizon-
tally across the experimental cell (Figure 8(c); Jaupart
and Brandeis, 1986, Davaille and Jaupart, 1993;
Giannandrea and Christensen, 1993). Because the
wire resistance varies as a function of temperature,
these wires are operated in the same way as thermistors,
within a circuit made of a stable precision tension
generator and a precision resistance. This setup is
very delicate and time consuming to calibrate, but
allows one to measure every second the horizontally
averaged temperature with a 0.1°C accuracy with a six-
digit voltmeter. This method was used to study pene-
trative convection in constant-viscosity fluids (Jaupart
and Brandeis, 1986) and in strongly temperature-
dependent viscosity fluids (Davaille and Jaupart, 1993,
1994).

The advantages of local temperature sensors are
their high precision and the ability to obtain long
tme series (high-frequency sampling and/or long
run) at low cost. However, the sensors are introduced
within the fluid, which imposes a zero velocity con-
dition for the flow on their surface. They therefore

always perturb the flow locally. For nonsteady flow
and thin probes, this perturbation remains negligible-
and the probes do not preferentially focus convective
features on themselves (e.g., Davaille and Jaupart,
1993). However, for steady flow (like low Rayleigh
number convection), upwellings or downwellings can
be locked on the temperature probes. In such cases,
one should use only removable temperature sensors
mounted on step motors, and/or the nonintrusive
methods to which we turn now.

7.03.3.2.2 Deflection of a light beam

In the cases of 2-D or axisymmetrical refractive index
distributions, it is possible to recover the temperature
field by scanning the test zone with a laser beam and
recording its deflection. Nataf and ez 4/, (1988) and
Rasenat ez 4l. (1989) applied this method to determine
the type of coupling in two-layer convection at low
Rayleigh numbers. Laudenbach and Christensen
(2001) described the method in detail for the axisym-
metric case (Figure 11) and applied it to thermal
plume conduit and solitary waves.

The same treatment can be applied to the lens-
and-grid methods described in Section 7.03.3.1.2,
since the ray displacement can be calculated from
the grid distortion provided that the structure is 2-D
or axisymmetrical. The spatial resolution of the
method then depends on the spatial frequency of
the grid lines.

7.03.3.2.3 Interferometry

Compared to shadowgraph and schlieren methods,
interferometric methods offer more detailed infor-
mation about the phase object (e.g, Yang, 1989),
since they play with the light path, but they usually
require laser light and a good optical control. They
have been used for pattern determination (e.g., Nataf
et al., 1981, 1984, 1988; Jaupart e al., 1984; Kaminski
and Jaupart, 2003) as well as for quantitative mea-
surement of the temperature field (e.g., Gebhart er a/,
1970; Shlien and Boxman, 1981).

7.03.3.2.3.(i) Mach-Zender interferometry
The most common two-beam interferometer is the
Mach—Zender interferometer (Figure 12(a); Hauf
and Grigull, 1970). The phase object is placed in
one of the legs of the interferometer formed by two
beam-splitter mirrors and two total reflecting mir-
rors. For a 2-D object, the interference fringes can be
interpreted as isothermal lines. It has been used for
boundary-layer dynamics along vertical walls or in
double-diffusive systems (e.g., Lewis ez 4/, 1982), and
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Figure 11 Deflection of a laser beam by a thermal plume. (a) Experimental setup. (b) Radial temperature structure of the
plume. (c) Beam deflection angle. Adapted from Laudenbach N and Christensen UR (2001). An optical method for measuring
temperature in laboratory models of mantle plumes. Geophysical Journal International 145: 528-534.

steady laminar plumes above a horizontal line heat
source (Figure 12(b); Gebhart ez al, 1970). For a 3-D
object, the phase difference between the two optical
paths is integrated over the longitudinal length of
the object, and the interferogram is not readily
interpretable (Merzkirch, 1993). In a cylindrical sym-
metry the radial temperature distribution can be
obtained rather simply by an Abel transformation.
If the refractive index has no symmetry, tomography
algorithms and reconstruction techniques have to
be applied. The Mach—Zender interferometer was
used to measure the temperature field of axisym-
metric, laminar thermal plumes in liquids
(Figure 12(c); eg, Boxman and Shlien, 1978;
Shlien and Boxman, 1979, 1981; Chay and Shlien
1986) and for turbulent mixing of salt solutions
(Boxman and Shlien, 1981). More recently, Qi ez al.
(2006) used the Michelson interferometer, more
often used to measure surface displacement (see
Section 7.03.3.5), to measure the temperature field
of 3-D axisymmetrical flames.

Holographic interferometry was introduced in
flow visualization by Heflinger er 4l (1966) and
Tanner (1966). Holography has opened a new
dimension for two-beam interferometry: the
reference and test beams can be separated in time
rather than space. In a holographic interferometer
two consecutive exposures are taken through the
field of interest, usually the first exposure without
object and the second in the presence of an object of
varying temperature. The double exposed plate is
developed and placed in the holographic reference
beam for reconstruction. The pattern which becomes
visible after this reconstruction is equivalent to the
one obtained by a Mach—Zender interferometer
(Merzkirch, 1993; Hauf and Grigull, 1970). The
main advantage of holographic interferometry over
‘classical’ interferometers is that, since the geometri-
cal path of the signal in the two exposures is identical,
the quality of the optical components is not crucial.
The eventual optical disturbances and impurities in
the test section cancel out.
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Figure 12 Mach-Zender interferometry. (a) Set up. (b) 2-D
laminar plume from a heat line. From Gebhart B, Pera W,
and Schorr A (1970) Steady laminar natural convection
plumes above a horizontal line heat source. International
Journal of Heat and Mass Tranfer 13: 161-171. (c)
Axisymmetric laminar plume from a point source in water.
From Shlien DJ and Boxman RL (1981) Laminar starting
plume temperature field measurement. International Journal
of Heat and Mass Transfer 24: 919-930.

7.03.3.2.3.(ii) Differential interferometry
Differential interferometry (also called shearing
interferometry) is a method to measure derivatives
of light phase distortions. In practice, this can be done
in two ways. One possibility is to send two beams
slightly displaced through a phase object and to put
them back together on the camera. The best way for
doing this is to use two Wollaston prisms and polar-
izers (Oertel and Biihler, 1978; Nataf ez al, 1981).
Another possibility is to divide one wave into
two identical beams behind the object and to put
them on a camera with a small displacement. This
can be done for instance by using one Wollaston
prism (Sernas and Fletcher, 1970; Small e 4/, 1972).
Another variant is the use of a Mach—Zender inter-
ferometer with the phase under investigation placed
outside (Pretzel er al, 1993). In this arrangement,
using a very compact Mach—Zender interferometer
minimized its inherent sensitivity to vibrations.
Another simple way of separating into two beams is
to use an optical flat plate tilted at a certain angle
(Figure 13; Jaupart ez al,, 1984; Kaminski and Jaupart,
2003). Extnction lines follow constant horizontal
temperature gradients. Vertical extinction lines
away from the plume correspond to light beams
through uniform background.

The main advantage of differential interferometry
is its variable sensitivity: carrier fringe orientation
and frequency can be chosen separately. It is there-
fore possible to visualize with the same apparatus the
flow configuration in two fluids with very different
temperature dependence of the refractive index (e.g.,
Oertel and Buhler, 1978). Moreover, the separation
between the object and the interferometer facilitates
the investigation of large and complicated objects.
The evaluation of the interferogram can be done by

(b)

(a) Screen

Test cell
Flat optical
plate

Figure 13 Differential interferometry. (a) Setup.
(b) Thermal plume in silicone oil V5000.
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Fourier analysis, and the result, being the first deri-
vative of the integral phase shift caused by the object,
is obtained with high accuracy. For radially symme-
trical objects, the spatial distribution of the refraction
index can be obtained easily because the Abel inver-
sion formula is reduced to a simple integration, which
can be done more reliably than a differentation. In
that respect, differential interferometry results are
less noisy than Mach—Zender interferometry, where
the spatial distribution of the refractuve index is
obtained through numerical differentiation of the
optical path difference. More details on the digital
processing of interferograms can be found in the
monograph by Yang (1989).

Speckle interferometry can also enter into this
category (Merzkirch, 1995). In double-exposure
speckle photography, two speckle patterns are
recorded on the same photographic plate. Between
the two exposures the scattering plate (ground glass)
is shifted to obtain the interferometric fringes. After
photographic development, the specklegram is
scanned by a laser beam. By measuring the Young’s
fringe spacing and orientation, it is possible to mea-
sure the two components of the displacement and
convert them into deflection angles (resembling for
this reason the shadowgraph and schlieren methods).
In addition, precise multiprojection speckle photo-
graphy allow the reconstruction of a 3-D
temperature field using computer tomography
(Asseban er al, 2000). Among the most important
advantages of speckle photography are its spatial
resolution (about 0.2 mm) and the possibility to col-
lect a great amount of experimental information from
a single specklegram. Large amounts of data can be
processed and analyzed statistically. The potential of
analyzing spatial characteristics of turbulent flows
was demonstrated (Merzkirch ez al., 1998).

7.03.3.2.4 Isotherms: thermochromic
liquid crystals

The use of thermochromic liquid crystals (TLCs)
allows one to visualize the temperature field on a 2-
D-plane in the fluid flow without perturbing it (Rhee
et al, 1984, Dabiri and Gharib, 1991; Willert and
Gharib, 1991). Liquid crystals are mesomorphic phases
which present peculiar properties due to the presence
of some degree of anisotropy (Chandrasekhar, 1977).
One particular class of these mesophases, ¢chiral nematics
(cholesteries), have a structure that undergoes an helical
distortion, and because of their periodic structure, they
generate Bragg reflections at optical wavelengths. The

pitch of the wavelength of the Bragg-reflected light
depends on the temperature 7' (de Gennes and Prost,
1993). Thus, the color of the material can change
drastcally over a temperature interval of a few
degrees. When the liquid crystals are illuminated by
white light, their color changes with increasing tem-
perature from colorless to red at low temperatures,
passes through green and blue to violet, and turns
colorless again at high temperatures. It was first used
as paint on a surface to determine convective patterns
qualitatively (e.g, Chen and Chen, 1989; Lithgow-
Bertelloni ez 4., 2001).

Subsequently, it became possible to mix the
TLC slurry directly within the fluid and to illumi-
nate the tank cell on cross-sections (Figure 14(a)).
One of the main applications of this technique
has been the study of aqueous turbulent flows
(Solomon and Gollub, 1990, 1991; Gluckman ez 4/,
1993; Moses er al, 1993; Dabiri and Gharib, 1996;
Park e al, 2000; Pottebaum and Gharib, 2004).
The use of this method to measure the temperature
field quantitatively requires a high-precision color
CCD camera and a very precise calibration of the
color of the liquid crystals particles against the true
temperature. Moreover, the total temperature
range accessible with one particular TLC slurry 1s
usually around 2—3°C. This technique has lately been
further extended to the joint measurement
of temperature and velocity in a 3-D field (Kimura
et al, 1998; Fujisawa and Funatani, 2000; Ciofalo
er al, 2003). An uncertainty analysis performed
by Fujisawa and Hashizume (2001) gives an error
less than 0.1°C, or 5% of the total imposed tempera-
ture difference, for a calibration method based on a
hue-saturation-intensity approach (Fujisawa and
Adrian, 1999).

Convection in conditions analogous to those of
the mantle involves viscous fluids (see Section
7.03.2) and typical temperature heterogeneities
~10-25°C. Therefore, the use of one TLC slurry is
not enough to image the whole temperature field.
The use of white light and a single TLC was used
to determine the influence of mechanical (Namiki
and Kurita, 1999, 2001) and thermal boundary het-
erogeneities (Matsumoto ez al, 2006) on thermal
convection. The type of TLC was chosen to image
well the hot instabilities. This permitted quantifica-
tion of the convective pattern, but not accurate
measurement of the temperature field. Illuminating
several TLC slurries by a single laser wavelength
plane sheet and recording the images with a high
precision  black and white CCD  camera
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Figure 14 Temperature and velocity field of a thermal plume out of a localized heat source. (a) Setup. (b) Isotherms.
(c) Streaklines taken over 10s. (d) Velocity field calculated by PIV. (e) Streamlines calculated from the velocity field.

(Figure 14(a)), Davaille er a/. (2006) demonstrated
that it was possible to obtain isotherms and local
temperature gradients. The laser beam was expanded
into a beam using a cylindrical lens. Each slurry
brightens over a different temperature subrange and
therefore generates a horizontal bright line
(Figure 14(b)). Each stripe presents a finite thick-
ness: although each TLC responds at a given
wavelength to a precise temperature, the polymeric
capsules enclosing them introduce a scatter around
this value. On a plot of the intensity as a function of
depth, or temperature, each stripe corresponds there-
fore to a peak whose maximum defines the value of
the ‘isotherm’, and whose thickness gives a measure
of the local temperature gradient. After calibration,
the light intensity maximum gives the ‘isotherm’
temperature with a precision of £0.1°C, and the
half width of the bright lines gives the local tempera-
ture gradient. This method was used to study two-
layer convection (Le Bars and Davaille, 2002, 2004a,
2004b; Kumagai er al, 2007), plumes arising from a
viscous thermal boundary layer (Davaille and
Vatteville, 2005) and plumes from a point heat source

(Vatteville, 2004). Since viscous fluid motions are
slow, it is possible to scan the experimental cell
with the laser sheet (by means of an oscillating mirror
driven by a galvanometer) to obtain the 3-D struc-
ture of the temperature field. This method can be
combined with laser-induced fluorescence (LIF) and
particle image velocimetry (PIV) to obtain simulta-
neously the composition (see Section 7.03.3.3) and
velocity fields (see Section 7.03.3.4).

7.03.3.2.5 Heat flow measurements

The dependence of the global heat transport on
convection characteristics is one of the fundamental
questions of Rayleigh—-Bénard studies (see Section
7.03.5).

The most accurate measurement of the global
heat flow is obtained through the measurement of
the electric power needed to heat the bottom plate
(e.g., Schmidt and Milverton, 1935; Malkus, 1954;
Silveston, 1958; Giannandrea and Christensen,
1993; Brown et al, 2005; Funfschilling ez al, 2005).
With careful design of the experimental tank in order
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to minimize the heat losses (cf. Section 7.03.2.3), late
results have reached a precision of 0.1% (eg,
Funfschilling ez 4., 2005).

The heat flow can also be deduced from the first
derivative of the measured temperature profiles,
either locally (using temperature probes or iso-
therms) or horizontally averaged (using platinum
wires). This method requires a precise knowledge
of thermal conductivity (especially as a function of
temperature), and temperature measurements at
several different heights within the thermal boundary
layers close to the horizontal plates to resolve the
steep gradients there. This becomes increasingly
difficult as the Rayleigh number increases and the
boundary layers become thinner, with the danger of
underestimating the heat flux. For Rayleigh numbers
up to 10°, a precision of 5% has been obtained (e.g,
Davaille and Jaupart, 1993).

7.03.3.3 Composition

Measurement of the time evolution of composition is
required in studies on entrainment, mixing and two-
layer convection. It usually amounts to measuring a
tracer dilution. Point-based techniques use either
i situ probes (e.g, conductivity), or extraction of
samples by suction from various points in the flow
field. Tait and Jaupart (1989) used conductivity mea-
surements to study the mushy crystallization of
ammonium chloride in viscous solutions. Davaille
(1999) studied entrainment processes in two-layer
convection by periodic sampling of the fluid layers,
measuring the salinity of each sample using the
dependence of the refractive index on the salt con-
centration, and a food dye concentration by a UV
absorption technique. However, these point-based
techniques have some major drawbacks: the flow
may be disturbed by the probes, the number of
measurement points is very limited, and extraction
techniques can yield only time-averaged concentra-
tions and cannot capture their instantaneous
fluctuations.

Concentration profiles averaged over the experi-
mental cell (e.g, Olson, 1984) or over one of its
dimension (e.g., Solomon and Gollub, 1988a, 1988b,
1991) can be deduced from the optical absorption by
the cell of an extended white light beam (e.g., Olson
1984), or a laser beam (e.g, Solomon and Gollub,
1988a, 1988b, 1991).

The advent of LIF techniques in the 1970s
enabled simultaneous capture of the entre

instantaneous tracer (fluorescent dye) concentration
field over a planar sampling area (laser sheet), with a
experimental set up similar to Figure 14. LIF is a
nonintrusive technique which has been applied to
turbulent jet flows (e.g, Villermaux and Innocenti,
1999), laminar mixing (e.g, Ottino er al, 1988;
Fountain er al, 2000), and two-layer convection
(e.g., Kumagai er al, 2007). Since fluoresceine dye
shifts the laser light frequency, it is possible to use
LIF and TLCs to measure composition and tempera-
ture simultaneously, by recording the images with
two different filters, one for the laser frequency and
one for the fluoresceine (Figure 15; Kumagai er al,
2007). To obtain a 3-D field, the laser beam can be
swept through the flow at high speed and images
captured with a synchronized camera.

Heater
»=50mm

Figure 15 Interaction of a thermal plume with a density
stratification. The denser layer has been dyed with
fluoresceine. Two-dimensional visualization when the tank
is illuminated with a laser sheet (532nm): (a) isotherms
(26.3, 32.5, and 38.9°C) and (b) compositional fields (LIF
method). These two images were taken by a 3-CCD
camera at almost same time, but using two different
optical filters, a band-pass filter for temperature and a
cut-off filter for composition. From Kumagai |, Davaille A,
and Kurita K (2007). On the fate of mantle thermal plumes
at density interface. Earth and Planetary Science Letters
254: 180-193.
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7.03.3.4 Fluid Motions

7.03.3.4.1 Local measurements

It is easy to follow the displacement of an interface
defined by a grid (e.g, Weijermars, 1988), or by
abrupt gradients either in refraction index (e.g,
visualized by shadowgraph or by interferometry) or
in dye concentration. These techniques have been
used to measure the rising velocity of thermals
(Griffiths, 1986) or plumes (e.g, Olson and Singer,
1985; Griffiths and Campbell, 1990; Moses ef al., 1993;
Coulliette and Loper, 1995; Kaminski and Jaupart,
2003).

‘Hot wire’ probes can also be used whereby the
local flow velocity is measured by sensing the rate of
cooling of fine, electrically heated wires. However,
their use 1s usually confined to turbulent or high-
speed flows of low viscosity fluids. Morevover, as an
intrusive method, it suffers of the same drawbacks as
temperature sensors (cf. Section 7.03.3.2.1).

Laser Doppler velocimetry (LDV) allows one to mea-
sure continuously in time and at a given position in
space up to the three components of the velocity of
tracer particles (e.g., Adrian, 1983; Merzkirch, 2000).
The method is based on the optical Doppler effect and
requires seeding of the working fluid with micro-
meter-size particles. Incident light is scattered by the
moving particles, and the frequency of the scattered
radiation is Doppler-shifted. Since this frequency shift
is relatively small, its detection requires the use of
monochromatic incident laser light. Maps of the spa-
tial dependence of the velocity field can be obtained
by translating the cell apparatus over the LDV system.
Solomon and Gollub (1988a, 1988b, 1991) applied this
technique to measure the velocity field in steady
quasi-2-D Rayleigh—Bénard convection.

7.03.3.4.2 2D and 3D field measurements
One of the oldest techniques for measuring velocities
in a fluid is seeding particles (e.g., hollow glass beads,
aluminum flakes, and tiny air bubbles) into the fluid
and illuminating a cross-section of the flow cell by a
thin sheet of light. The foreign particles should be
small and have densities as close to that of the fluid as
possible, in order to follow passively the local flow.
There are then several ways to describe the flow.
The trajectory of a single fluid particle over time
defines a ‘pathline’. A ‘streakline’ connects all the
fluid elements that have passed through a given
point (Figure 14(c)). ‘Streamlines’ are tangential to
the flow directions at a given tume (Figure 14(e)).

In steady flow, pathlines, streaklines, and streamlines
are identical, but usually not in time-dependent flow.

The availability of high-power laser sources
together with fast digital processors led to the devel-
opment of sophisticated whole-field velocimetry
techniques such as PIV and partcle tracking
velocimetry (PTV). Both techniques provide a quan-
tification of the velocity field over the entire plane.
The optical setup 1s the same as for the visualization
of 1sotherms (Figure 14(a)). PTV tracks individual
particles in subsequent images, while PIV follows a
group of particles through statistical correlation of
local windows of the image field from two sequential
images (Adrian, 1991; Raffel er al, 1998; Merzkirch,
2000). From the known time difference and the mea-
sured displacement the velocity is calculated.

PTV is convenient when the seeding is sparse,
and/or near boundaries, since each particle trace is
analyzed individually. The latter operation is time
consuming. Moreover, as the particles are present at
random locations in the fluid, the velocity estimators
are found at random locations in the flow, too.

The PIV scheme, on the contrary, requires a high
particle density, and calculates the ‘mean’ displace-
ment of particles in a small region of the image
(the interrogation window) by cross-correlation of
the transparency signal of the same window in two
subsequent images. It therefore removes the problem
of identifying individual particles, which is often
associated with tedious operations and large errors
in the detection of particle pairs. Its spatial resolution
1s uniform (function of the interrogation window
size) over the whole image. In geodynamics, this
technique has recently been used to study subduction
(Kincaid and Griffiths, 2003, 2004) and thermal
convection (Davaille and Vatteville, 2005; Kumagai
et al., 2007).

Current research aims at combining the resolution
of PTV with the fast algorithm of PIV. Funiciello
et al. (2006) recently developed such a feature track-
ing (FT) method to map mantle flow during
retreating subduction.

PIV has also been used simultaneously with TLCs
in two ways. When the temperature difference is
small and only one TLC slurry is needed to deter-
mine a continuous temperature field, the velocity is
measured using the same TLC partcles as
Lagrangian flow tracers (e.g., Dabiri and Gharib,
1991; Park er al, 2000; Ciofalo er al, 2003). When
several TLC slurries are used to visualize isotherms,
the fluid can also be seeded uniformly with 10 um
size particles (hollow glass or latex) to calculate the
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PIV (Figure 14; Davaille and Vatteville, 2005). 3-D
determination of the two fields is possible by scan-
ning the experimental tank with the laser sheet (e.g,
Ciofalo er al, 2003). The velocity field can also be
obtained in a volume by stereoscopy, whereby two
cameras record the particle displacements from
different angles.

7.03.3.4.3 Stress and strain rate

Stress and strain rate can be determined from the
displacement and velocity fields measured by the
methods just described; indeed, this is the most com-
mon method.

However, one can also use optical ‘streaming bire-
fringence’. This effect, already known to Mach (1873)
and Maxwell (1873), 1s the property of certain liquids
to become birefringent under the action of shear
forces in a flow. Such fluids consist mainly of elon-
gated and deformable molecules (e.g., polymers) or
contain elongated, solid, crystal-like particles in solu-
tion. At rest, these particules are randomly
distributed and the fluid is optically isotropic. The
shear forces in a flow cause the particles to align in a
preferential direction, which renders the fluid aniso-
tropic. This phenomenon is also well known in solids
(and used in photoelasticity), and in the mantle is
responsible for seismic anisotropy. Light propagation
in such a medium is directionally dependent an
incident light wave separates in the birefringent
liquid into two linearly polarized components
whose planes of polarization are perpendicular to
each other, and which propagate with different
phase velocities. Different values of the refraction
index are therefore assigned to the two components.
They are out of phase when leaving the birefringent
liquid, and this difference in optical path can be
measured by interferometry.

Although theoretically most fluids should show
this effect, the best results have been obtained by
using Milling Yellow dye dissolved in aqueous
solutions (for its physico-chemical properties; see
Swanson and Green (1969) and Pindera and
Krishnamurthy (1978)). Milling Yellow solutions
can be strongly non-Newtonian, depending on
concentration and temperature. One special concen-
tration is particularly interesting, since its flow curve
is similar to that of human blood (Schmitz and
Merzkirch, 1981).

Interferometric fringes, ‘isochromates’, can then
be obtained with a Max—Zender interferometer or
with a polariscope (Figure 16). However, a theore-
tically based flow-optic relation that would allow

Polarizer § Polarizer ®

Light Lens
source
Lens Lens Recording
Flow cell plane

Figure 16 Streaming birefringence. Polariscope setup.
From Merzkirch W (1989) Streaming birefringence. In: Yang
W-J (ed.) Handbook of Flow Visualization, pp. 177-180.
Taylor and Francis.

quantitative determination of the flow from the
refraction index distribution does not yet exist
Empirical relations concern only small values of the
maximum strain rate, or small Reynolds numbers
(creeping flow). For 2-D or axisymmetric situations,
a linear relationship between the refractive index
differences and the strain rate has been successfully
used to determine the flow in pipes of varying cross-
sections (e.g., Schmitz and Merzkirch, 1981).
Horsmann and Merzkirch (1981) developed a flow-
optic relationship which applies to the general 3-D
case. More details on the technique can be found in
Merzkirch (1989).

7.03.3.5 Surface Displacement

On Earth, hot spots are usually located on top of
broad topographic swells (se¢e Chapter 7.09).
Experiments on the interaction between a rising
buoyant plume and the lithosphere, commonly pro-
posed to explain hot-spot volcanism, therefore
involved measurement of the upper surface displace-
ment. Two techniques were used. Olson and Nam
(1986) measured the amplitude of the surface topo-
graphy above the axis of a rising buoyant drop using a
high-frequency induction coil proximity probe
(Figure 17(a)). They were able to follow the tem-
poral evolution of the surface elevation with a
sensitivity of 0.02 mm. Using a Michelson interfe-
rometer, Griffiths er 4l (1989) could reconstruct
from the fringe pattern both the shape and width of
the swell, in additon to its height (Figure 17(b)).
Fringes in the interferogram are topographic con-
tours with a vertical distance apart of half the laser
wavelength (i.e., 0.633 um for a He—Ne laser). The
surface height at any position of the swell is therefore
given by the number of fringes.
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(a) Proximity probe
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| Cold jacket
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Figure 17 Measurements of surface displacements above a rising drop. (a) Proximity probe. (b) Side view of the rising drop.
(c) Holographic interferometry on the free surface. The center of the interference fringes corresponds to the surface highest
point and is centered on the drop vertical axis. (a) Adapted from Olson and Nam (1986). (c) From Griffths RW, Gurnis M, and
Eitelberg G (1989) Holographic measurements of surface topography in laboratory models of mantle hotspots. Geophysical

Journal 96: 1-19.

7.03.4 Rayleigh-Taylor Instabilities

Whenever light fluid underlies a heavier fluid in a
field of gravity, the interface between them is inher-
ently unstable to small perturbations (Figure 1(a)).
This is the classic form of the so-called Rayleigh—
Taylor instability (hereafter RTI), first studied
theoretically by Rayleigh (1883) and later by Taylor
(1950) (see Chapter 7.04). RTTs have been used to
model a number of geophysical processes, including
the formation and distribution of salt domes (e.g,
Nettleton, 1934; Selig, 1965; Biot and Ode, 1965;
Ribe, 1998), the emplacement of gneissic domes and
granitic batholiths (Fletcher, 1972), instability of
continental lithosphere beneath mountain belts
(Houseman and Molnar, 1997), subduction of oceanic
lithosphere (Canright and Morris, 1993), the tem-
poral and spatial periodicity of volcanic activity in a
variety of geological settings, namely island arcs
(Marsh and Carmichael, 1974; Fedotov, 1975;
Marsh, 1979; Kerr and Lister, 1988), continental rifts
(Mohr and Wood, 1976; Bonatti, 1985; Ramberg and
Sjostrom, 1973), Iceland (Sigurdsson and Sparks,
1978), and mid-ocean ridges (Whitehead er 4/, 1984,
Shouten er al., 1985; Crane, 1985; Whitehead, 1986;
Kerr and Lister, 1988), segregation and mixing in the
early history of Earth’s core and mantle (Jellinek ez al,
1999), and the initiation of instabilities deep in the
mantle (Ramberg, 1972; Whitehead and Luther, 1975;
Stacey and Loper, 1983; Loper and Eltayeb, 1986;
Ribe and de Valpine, 1994; Kelly and Bercovici,
1997; Bercovici and Kelly, 1997).

Laboratory experiments have proved to be power-
ful tools for studying the development and
morphology of RTI. We focus here on the case

where the density field is nondiffusing, and the fluids
highly viscous, so that the effects of compositional
diffusion, can be
neglected. Then, the nature of overturning only
depends on the geometry of the boundaries, the visc-
osities, and densities of the fluids and the layer depths.
A large number of experimental studies using a vari-

inertia, and surface tension,

ety of materials have been performed. For the
experiments using the most viscous fluids (e.g, sili-
cone putties), the effective gravity was enhanced up to
800¢ by spinning in a centrifuge (e.g, Ramberg, 1967,
1968; Jackson and Talbot, 1989). Early experiments
with putty and other non-Newtonian fluids have been
extensively photographed and compared with geolo-
gical formations (esp. salt domes) by Nettleton (1934,
1943), Parker and McDowell (1955), and Ramberg
(1967, 1972). However, there was no intercomparison
between these laboratory experiments and theory due
to the unknown rheology of the laboratory materials.
We shall restrict the discussion below to experiments
with Newtonian fluids, easier to control.

Whitehead and Luther (1975) performed experi-
ments under normal gravity and showed that the
morphology of the rising pockets of light fluid
depends on the viscosity ratio between the two fluids:
more viscous instabilities develop in finger-like
‘diapirs’, while less viscous instabilities develop into
mushroom-shaped ‘cavity plume’ (Figure 18). The
latter case 1s of particular interest for the initiation of
instabilities deep in the mantle since hot mantle
material is probably also less viscous (e.g., Stacey
and Loper, 1983). The characteristic spacing A and
growth rate o of RTT strongly depend on the viscos-
ity of the materials (Selig, 1965; Whitehead and
Luther, 1975; Canright and Morris, 1993; Bercovici
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Figure 18 Development of Rayleigh-Taylor instabilities. (a) Fingers develop when the instabilities are more viscous than
the ambient fluid; (b) cavity plumes when the instabilities are less viscous. (a) From Whitehead JA and Luther DS (1975)
Dynamics of laboratory diapir and plume models. Journal of Geophysical Research 80: 705-717. (b) From Bercovici D and
Kelly A (1997). Nonlinear initiation of diapirs and plume heads. Physics of the Earth and Planetary Interiors 101: 119-130.

and Kelly, 1997; Ribe, 1998), as well as on the geo-
metry of their source (Kerr and Lister, 1988; Lister
and Kerr, 1989; Wilcock and Whitehead, 1991). For a
thin denser lower layer of thickness 44 and viscosity
vq underlying an infinite layer of viscosity v, they
scale as:

A~ by F(7) [54]
and
__ Apghy
TR G(7) [5b]

where g is the gravity acceleration, 7= v4/v,, and
v=max(Vyq, V). Lquation [5b] shows that the
instability growth rate is limited by the fluid with
the larger viscosity. The functions #and G depend on
the viscosity ratio and the geometry of the system.
For a thin plane more viscous layer, linear stability
analysis shows that A7) ~~"" and G(v)~ 1, while
for a thin plane less viscous layer, F(y)~~~"/? and
G(y)~~"? (Whitehead and Luther, 1975; Selig,

1965). Laboratory measurements agree with these
scalings (Figure 19), which also confirms the ability
of the linearized equations to predict the dominant
wavelength of the developed instability (Whitehead
and Luther, 1975). However, for instabilities devel-
oping from a cylinder in a denser fluid, the RTI
spacing and growth rate still depend on the cylinder
size but are independent of the viscosity ratio
(Figure 19; Kerr and Lister, 1988; Lister and Kerr,
1989). For a thin layer of light fluid embedded in
denser fluid, linear stability again predicts a fastest
growing wavelength much greater than the thickness
of the low-viscosity layer, which agrees with the
experimental results (Figure 19; Lister and Kerr,
1989; Wilcock and Whitehead, 1991). Moreover, the
displacement of the lower interface can reach a sig-
nificant fraction of that of the upper interface. This
leads to entrainment of the substratum into the light
diapir (Ramberg, 1972; Wilcock and Whitehead,
1991). For very thin layers, a second instability is
also observed at a scale much greater than the
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Figure 19 RTI wavelength normalized by the thin layer
depth as the inverse of the viscosity ratio. The dashed line
represents the infinite plane layer solution I/hq ~ "2

(eqgn [5a]). Dots are experimental data for a thin layer
embedded in more viscous fluid; the dotted line connects
observations from an experiment exhibiting a bimodal
wavelength instability; characteristic wavelengths predicted
by the numerical model are shown in dot-dashed and thin
solid lines (Wilcock and Whitehead, 1991). Stars represent
observations for a cylinder and the thick solid line shows the
theoretical prediction (Kerr and Lister, 1988).

characteristic wavelength; it arises from perturba-
tions predominantly involving thickening rather
than translation of the buoyant layer (Wilcock and
Whitehead, 1991).

Bercovici and Kelly (1997) described both theore-
tically and experimentally the evolution of the
interface from the initial linear instability to the for-
mation and lift-off of cavity plumes. This involves
nonlinear feedback mechanisms between the growth
of the instability and the draining of the low-viscosity
channel, whereby the proto-plume can stall for a long
period of time before it separates and begins its
ascent. The radius of the cavity plume # and its
trailing conduit R now scale as

an~ by and R~ by [6]

which shows that the radius of the head will be
significantly larger than the conduit radius.

After RTI lift-off, the plumes may not always
continue to rise along a vertical line as solitary
bodies. Depending on their relative size, and the
vertical and horizontal separation between them,
they can become attracted to one another, clustering

and even coalescing (Kelly and Bercovici, 1997).
Combining theoretical, numerical, and laboratory
results, Manga (1997) further showed that attraction
between plumes was enhanced by plumes’ ability to
deform (see Chapter 7.04).

Once the instabilities have started, the light fluid
will gather at the top of the box, where it will remain
since the density configuration is now stable. An
initially unstable compositional stratification will
therefore go unstable only once. In that respect, the
Rayleigh—Taylor instability appears as an essential
process of segregation of two intermingled materials.

But the ‘one-shot’ character of RTT can be altered
when the lighter fluid is continuously released from
the bottom through a diffusive interface (Loper ez 4l,
1988; Jellinek ez al., 1999) or through melting (Jellinek
et al., 1999). By introducing a silk membrane on the
interface between a thin water layer and a heavy
viscous corn syrup layer, Loper and McCartney
(1986) and Loper ez 4l., (1988) observed intermittent
RTI generation. When the lighter fluid is less
viscous, the RTI morphology is 3-D as already
described, whereby it is sheetlike when the lighter
fluid is more viscous (Jellinek ez l, 1999). Moreover,
for high release flux (or high Reynolds number), the
RTT can entrain on its way up a significant amount of
the ambient denser fluid, and the final stratification is
significantly altered by mixing compared to the
initial stage (Jellinek ez al., 1999).

More commonly, episodicity can be sustained
indefinitely when the density field is diffusing. This
is the case in thermal convection, to which we turn
now.

7.03.5 Simple Rayleigh-Benard
Convection Studies

In buoyancy-driven flows, the exact governing equa-
tions are intractable. Some approximation is needed,
and the simplest one which admits buoyancy is the
Oberbeck—Boussinesq approximation (see Chapter
7.02). It assumes that

1. In the equations for the rate of change of momen-
tum and mass, density variations may be neglected
except when they are coupled to the gravitational
acceleration in the buoyancy force. In practice, it
requires aAT'<<1.

2. All other fluid properties can be considered as
constant over the experimental cell.

3. Viscous dissipation is negligible.
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In this section, we focus on cases where the
Oberbeck—Boussinesq approximation is valid. Since
mantle material has a high Pz, emphasis will be on
results using high Pr fluids. The convective flows
have usually been determined wusing planforms
visualized by shadowgraph, heat flow measurements,
or time series of temperature measurements within
the experimental cell.

7.03.5.1 Convection at Relatively Low
Ra(Ra. < Ra <10%)

As predicted by linear stability theory (Rayleigh, 1916;
Chandrasekhar, 1961), convection should set in above
a critical value Ra., which depends on the boundary
conditions (see Chapter 7.04). Figure 20 shows a
regime diagram of thermal convection as a function
of Rayleigh and Prandtl numbers when both the top
and bottom boundaries are rigid (zero velocity on the
boundary) and isothermal. Rayleigh-Bénard convec-
tion exhibits a sequence of transitions toward chaos as
Ra increases. These transitions can also be seen on the
measurements of the heat flow Qg extracted by the
system (Figure 21), compared to the conductive heat
flux #AT/H. Their ratio defines the Nusselt number

It is equal to unity for conduction and exceeds unity
as soon as convection starts. It was by measuring Qs as
a function of AT that Schmidt and Silverton (1935)
determined experimentally for the first time the cri-
tical Rayleigh number for the onset of convection.
They confirmed the predicted theoretical value of
1708 with an accuracy better than 10%. Among
others, Silveston (1958) extended the measurements
to a wider range of fluids (Figure 21) and showed
tha, as predicted, the value of Rz, does not depend on
Pr. However, this is not the case for the subsequent
transitions between patterns at higher Rz (Figure 20),
for which there is a clear difference between low Pr
fluids (e.g, water, air, mercury, compressed gases like
helium) and fluids with P> 100.

For Pr> 60, laboratory experiments performed
with silicone oils revealed the following sequence of
patterns in the convective planform as Rz increases
(Busse and Whitehead, 1971; Krishnamurt, 1970a,
1970b; Richter and Parsons, 1975): 2-D rolls
(Figure 22(a)) are stable only for Rayleigh numbers
less than 13 times critical. For Ra greater than this, a
second set of rolls perpendicular to the original ones
grows, and the new planform is rectangular. In this
so-called ‘bimodal’ regime (Figure 22(b)), the
upwellings assume the geometry of two adjacent

Nu = ATTH [7] sides of a square, while the downwellings form the
Mercury Air  Water Silicone oils, syrups
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Figure 20 Regimes diagram of thermal convection. Data compiled from Krishnamurti (1970a, 1970b, 1979), Whitehead and
Parsons (1978), Nataf et al. (1984), Guillou and Jaupart (1995), Zhang et al. (1997), Manga and Weeraratne (1999), and Xi
et al. (2004). The square bars show the range of experiments performed. The experiments performed with a viscosity
contrast within the tank greater than 10 are enclosed in the dotted line. The three round dots show experiments in

centrifuge by Nataf et al. (1982).
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Figure 21 Nusselt number as a function of Rayleigh
number mesured in He. The different transitions observed
are indicated. Adapted from Heslot F, Castaing B, and
Libchaber A (1987). Transitions to turbulence in helium gas.
Physical Review A 36: 5870-5873. The inset shows the data
from Silveston (1958) around the convection onset.

other two sides of the square. At Rz about 100 times
critical, a new planform develops through a collective
instability: the corners of the bimodal rectangles join,
and the resulting planform is time dependent and
resembles spokes radiating out of the central upwel-
lings or downwellings (multimodal regime,
Figure 22(c)). The two transitions in patterns are
correlated with kinks in the Nu-Ra curves (eg,
Malkus, 1954; Willis and Deardorff, 1967;
Krishnamurti, 1970a, 1970b), and the Ra value at
each transition does not vary systematically with Pr
(Busse and Whitehead, 1971; Krishnamurti, 1970a,
1970b). However, the transition toward the time-
dependent spoke pattern is not sharp, but there is a
domain in Rz where both time-dependent and stable
cells can coexist. Hence, the pattern will depend
strongly on the initial conditions. Under controlled
initial conditions, Whitehead and Parsons (1978)
observed stationary bimodal convection up to
Ra=7.6x10°, but an oscillating spoke pattern if
starting from random conditions. At Pr=10° (using
a centrifuge), Nataf er al, (1984) observed steady
motions at Ra=095 x 10°, but time-dependent
instabilities at Rz= 6.3 x 10°. When the Oberbeck—
Boussineq approximation applies, cold and hot
currents have symmetric characteristics, even for
time-dependent spokes. The horizontally averaged
thermal structure is symmetric relative to the tem-
perature at the mean depth (Figure 23).

For intermediate and low P7, the pattern for a
Boussinesq fluid always consists of straight rolls
above but close to onset. However, the bifurcation
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Figure 22 Shadowgraphs of the different stable cellular
patterns in isoviscous convection at high Pr: (a) rolls,

Ra =20 x 10% (b) bimodal, Ra=64 x 10° Instabilities of
convection rolls in high Prandtl number fluid. Journal of Fluid
Mechanics 47: 305-320); (c) spoke, Ra=1.4 x 10°. (a) From
Busse FH and Whitehead JA (1971) Instabilities of convection
rolls in high Prandtl number fluid. Journal of Fluid Mechanics
47: 305-320 and (c) From Richter FM and Parsons B (1975).
On the interaction of two scales of convection in the mantle.
Journal of Geophysical Research 80: 2529-2541.

toward stationary bimodal flow is replaced by an
oscillatory secondary instability (e.g., Busse, 1978,
1989), and quite rapidly by chaos, then turbulence,
as Ra increases further (Figure 21).
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Figure 23 Nondimensional temperature as a function of
depth. (0), Silicone oil, v =3, Ra=2.16x10°%; L-100, v =22,
Ra=1.36x10% L-100, v = 750, Ra = 4.95x10°. In all but the
last case, data near the boundaries have been omitted.
From Richter FM, Nataf H-C., and Daly SF (1983). Heat
transfer and horizontally averaged temperature of
convection with large viscosity variations. Journal of Fluid
Mechanics 129: 173-192.

7.03.5.2 Patterns and Defects

The study of convection planforms and pattern selec-
tion 1s a very rich and fundamental field in itself, and
has motivated a large body of theoretical (see Chapter
7.04) and experimental work. Recent reviews on the
subject include papers by Busse (1978, 1989),
Geitling (1998), Bodenschatz er 4l (2000), and
Ahlers (2005). Experiments are usually done in thin
fluid layers with large aspect ratios (up to 100), and
visualized by shadowgraph. We will mention here
only a few striking results.

7.03.5.2.1 Generation of an initial
prescribed pattern

To determine the domain of stability of the different
patterns and follow the formation and evolution of
the defects, the convective pattern must be initiated
in a well-controlled way. The method developed by
Chen and Whitehead (1968) consists in placing a grid
made up of alternating blocked and clear areas over
the top transparent channel. A 300-500 W incandes-
cent lamp then is shone down through the pattern, so
that the fluid lying below is slightly radiatively
heated in the desired pattern. After a certain time
(~1h), the temperature of the top bath is decreased
and the temperature of the bottom bath increased at
equal rates (typically 2°min~") until the desired
Rayleigh number is reached. It is important to change
the baths at the same rates in order to exclude asym-
metric or hexagonal modes of flow. Convection then
starts with the location of the rising limbs of the cells
being controlled by the places which were heated.

7.03.5.2.2 Patterns for Pr> 100

Chen and Whitehead (1968) and Busse and
Whitehead (1971) studied experimentally the stabi-
lity of rolls for a silicone oil with Pr=100. Rolls of
known aspect ratio (roll width over tank thickness)
were initiated, and allowed to evolve. The results
were compared with the theory of Busse (1967a)
which predicts a balloon-shaped region of stable
(Figure 24). The zigzag instability
(Figure 25(a)) occurs when the aspect ratio is greater
than 1 and tends to reduce it to 1. The cross-roll
instability (Figure 25(b)) occurs when the aspect
ratio 1s much less than 1, or when the Rayleigh
number exceeds about 2 x 10* the initial rolls are
replaced by two sets of rolls with different wave-

rolls

length at right angles to each other. The pattern
then evolves toward one set of rolls with increased
aspect ratio (in the first case) or to the bimodal mode
(in the second case). When two sets of rolls of

104

Rayleigh number

108
Wave number

Figure 24 Domain of stability of rolls as a function of the
wave number and the Rayleigh number (‘Busse’s balloon’).
Solid lines are the theoretical predictions (Busse, 1967a).
Experimental results by Busse and Whitehead (1971): (o),
stable rolls; (x), zigzag instability; (+), cross-roll instability
leading to rolls; (++), cross-roll instability leading to bimodal
convection; (+++), cross-roll instability inducing transient rolls
with subsequent local processes. From Busse FH and
Whitehead JA (1971). Instabilities of convection rolls in high
Prandtl number fluid. Journal of Fluid Mechanics 47: 305-320.
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Figure 25 Patterns and defects. (a) Zig-zag, (b) cross-roll, (c) pinching instabilities, (d) skewed-varicose instability;

(e) coexisting up- and downflow hexagons together with rolls; (f) two-armed spiral patterns in cells 1 and 4. Spiral defect
chaos in cell 2. (a, b, c) From Busse FH and Whitehead JA (1971). Instabilities of convection rolls in high Prandtl number fluid.
Journal of Fluid Mechanics 47: 305-320; (d) From Plapp BB (1997) Spatial-Pattern Formation in Rayleigh-Bénard Convection.
PhD Thesis, Cornell University, Ithaca, New York; (e) Assenheimer M, Steinberg V (1996) Observation of coexisting upflow
and downflow hexagons in Boussinesq Rayleigh-Bénard convection. Physical Review Letters 76: 756-759; (f) from Plapp BB,
Egolf DA, Bodenschatz E, and Pesch W (1998). Dynamics and selection of giant spirals in Rayleigh-Bénrad convection.

Physical Review Letters 81: 5334-5337.

different wavelengths are combined, local rearrange-
ment occurs through the pinching instability
(Figure 25(c)). The agreement between the experi-
mental results and the theory is quite remarkable
(Figure 24; see also Chapter 7.04).

7.03.5.2.3 Patterns for Pr<100

Patterns and defects have been extensively studied
more recently, using primarily compressed gases as
the working fluid (small cell sizes can be used and Pr
can be tuned between 0.17 and 30), sensitive shadow-
graph visualization coupled to digital image analysis,
and quantitative heat flow measurements (for a review,
see Bodenschatz ez 4l. (2000)). Figure 25 shows exam-
ples of the patterns observed. Above but close to onset,
the pattern for a Boussinesq fluid always consists of
straight rolls, possibly with some defects induced by
the sidewalls. At Pr~ 1, the skewed-varicose instabil-
ity arises to transform rolls into rolls of larger
wavelength (Figure 25(d)). When non-Boussinesq
conditions prevail, hexagons develop instead of rolls
(Figure 25(e)). Further above onset, spiral-defect
chaos (Morris ez al, 1993) occurs in systems with Pr

of order 1 or less (Figure 25(f)). This state is a bulk
property and is not induced by side-walls. On the
other hand, spirals occur in circular cells (Figure 25).

7.03.5.3 Thermal Convection at High
Rayleigh Numbers(10° < Ra)

At high Ra, the convective pattern becomes disorga-
nized and flow is generated locally by thermal
boundary layer (TBL) instabilities (Elder, 1968),
which develop into plumes (Figures 7 and 8). Their
thermal anomalies are easily recorded by thermo-
couples located within the fluid (e.g, Townsend,
1957; Deardorff er al, 1969; Sparrow et al, 1970;
Castaing er al, 1989; Davaille and Jaupart, 1993;
Weeraratne and Manga, 1998; Lithgow-Bertelloni
et al, 2001; Figure 28).

7.03.5.3.1 Thermal boundary layer
instabilities

Plume generation in fully developed convection is a
cyclic process in which the TBLs grow by thermal
diffusion, become unstable when they reach a critical
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thickness 6. such that Ra(AT,00)=Ra., and then
empty themselves rapidly into plumes, at which
point the cycle begins again (Figure 26). The char-
acteristic timescale 7. for this process is the time

required for the growing TBL to become unstable,
and is (Howard, 1964)

H? Ra, 23
f— (Rﬂ(H, AT)) ]

Because Ra ~ H? (eqn [1]), 7. is independent of
the layer depth H: the two TBLs do not interact
anymore. This phenomenological model (Howard,
1964) and the scaling [8] is confirmed by laboratory
experiments (Figures 26 and 27; e.g., Sparrow ez al,
1970; Davaille and Jaupart, 1993; Davaille, 1999a;
Manga et al, 2001; Davaille and Vatteville, 2005).
Experiments further show that the typical spacing
between plumes is 3—6 times 0. (e.g., Sparrow ez 4.,
1970; Tamai and Asaeda, 1984; Asaeda and
Watanabe, 1989; Davaille er al, 2002; Jellinek and
Manga, 2004). Moreover, the plumes seem connected

by a network of ‘ridges’ near the base of the layer
(Tamai and Asaeda, 1984; Asaeda and Watanabe,
1989). This morphology was confirmed by detailed
numerical studies (e.g., Houseman, 1990; Christensen
and Harder, 1991; Tackley, 1998; Trompert and
Hansen, 1998a; Parmentier and Sotin, 2000). Plumes
have a head-and-stem structure, and both head
and stem diameters decrease with increasing
Ra (Lithgow-Bertelloni e al, 2001). Plumes can
eventually detach from the TBL once they have
drained it (Figure 26). They are transient features
with a lifeume comparable to 7. (Davaille and
Vatteville, 2005). Since the two TBLs do not interact,
the global heat flow should not depend on H
anymore, implying

Nu ~ Ra'/? [9]

This scaling was verified by Globe and Dropkin
(1959) and Guillou and Jaupart (1995) using silicone
oils for Ra up to Ra~2 x 10”. Goldstein er al., (1990),
who employed

an electrochemical analog to

Velocity (mms™)

0

Figure 26 Thermal boundary layer instabilities in a layer of sugar syrup, initially at 21°C and suddenly heated from below at
53°C (Ra = 1.7 x 10°). (a) Negative of the picture taken at t =300s. The isotherms appear as white lines. The TBL is growing
by conduction from the lower boundary. (b) t =400s. The TBL becomes unstable. (c) t =460s. A thermal plume, outlined by
the 24.6°C isotherm, rises from the TBL, and the TBL begins to shrink. (d) Corresponding velocity field deduced from PIV. The
color background represents the velocity magnitude. (e) t =500s. The plume is well developed and the TBL is emptying itself
in it. (f) Corresponding velocity field. (g) t=600s. The plume head has reached the upper boundary and begins to spread
under it. The TBL has nearly disappeared and the conduit is disconnected from its source. (h) Corresponding velocity field.
From Davaille A and Vatteville J (2005). On the transient nature of mantle plumes. Geophysical Research Letters 32,

doi:10.1029/2005GL023029.
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Figure 27 Periodicity of the TBL instabilities as a function
of Rayleigh number. The solid line represents Howard’s
scaling in Ra~?®. From Manga M and Weeraratne D (1999).
Experimental study of non-Boussinesq Rayleigh-Bénard
convection at high Rayleigh and Prandtl numbers. Physics
of Fluids 10: 2969-2976.

convection to reach Rz~ 10" with Pr= 2750, recov-
ered also (9). This regime of plumes has sometimes
been named ‘soft turbulence’.

7.03.5.3.2 Soft and hard turbulence at
low Pr

Steady-state experiments by Heslot ez /. (1987) and
Castaing ez a/. (1989) in helium (0.6 < Pr<1.7) indi-
cated that the spectrum of temperature fluctuations
changes above Ra=4 x 10, defining a new dynami-
cal regime called ‘hard turbulence’. This transition is
also seen on the Nu—Ra relationship (Figure 21),
which follows the 1/3 power law [9] for
Ra=4<10" (the ‘soft turbulence’ regime), but
changes to a 2/7 power law for Ra>4 x 10”. On the
other hand, Katsaros er al. (1977) recovered the 1/3
power law [9] for Rz up t010” during the transient
cooling from above of a water tank. Castaing ez al.
(1989) suggested that, in steady state, the dynamics of
boundary layer instabilities were affected by the
establishement of a large-scale circulation over the
whole tank. Since the experiments were done in a
container with aspect ratio 1, the large-scale circula-
tion could have been caused by the wall effects.
However, the establishment of a large-scale circula-
tion had already been observed by Krishnamurti and
Howard (1981) for larger aspect ratio. Since these
experiments, much theoretical and experimental

work has been done to confirm or disprove, extend,
and explain the new regime (for recent reviews, see
Siggia (1994), Grossmann and Lohse, (2000);
Chavanne er 4l (2001)). It was found that a large-
scale forced flow can decrease the convective heat
flow (Solomon and Gollub, 1991). For aspect ratios
smaller than 1, several regimes seem to coexist, due
to the geometry of the large-scale circulation which
can switch from one cell to several superimposed
cells (e.g, Chilla er al, 2004). In the search for the
ultimate turbulent regime, Rz~ 10'7 has now been
obtained using cryogenic He (Niemela er al, 2000).
However, from 10° to 10", these authors found
neither a 2/7 nor a 1/3 power law, but a 0.30 power-
law. Following Kraichman (1962), Grossmann and
Lohse (2000) proposed a systematic theory to predict
all the different asymptotic regimes as a function of
Ra and Pr. To be able to compare accurately theory
and experiments, special care is now taken to
estimate heat losses from the sides (e.g, Alhers,
2001) and from the finite conductivity of the
bottom and top plates (e.g, Brown er al, 2005; see
Section 7.03.2.3), as well as the Pr variations.
However, it seems that the ‘ultimate’ regim has not
been found yet.

7.03.5.3.3 Large-scale (cellular)
circulation and plumes at high Pr

To obtain high Rayleigh number in high Pr
fluids requires large temperature differences
(typically >20°C) and large depths (typically
>20-30 cm). The aspect ratios of these experiments
are therefore small (between 1 and 3 at most). Even
for fluids with very weak temperature dependence of
viscosity (e.g., silicone oils), the viscosity can no
longer be treated as constant (Figures 2 and 20). Its
value 1s therefore taken at the mean of the boundary
temperatures, (1ot Trop)/2-

Weeraratne and Manga (1998), Manga and
Weraratne (1999), and Manga er al, (2001) deter-
mined the different styles of time-dependent
convection from temperatures recorded on the tank
mid-plane (Figure 28). For steady flow (Rz< 10),
these remain constant. When the flow first becomes
unsteady, temperature fluctuations with large ampli-
tude and long period appear (Figure 28(a)). As Ra
increases, the amplitude of long-period fluctuations
decreases and small short-period fluctuations appear
(e.g, Ra~5 x 10°% Figure 28(b)). At still higher Ra,
the large-amplitude fluctuations disappear comple-
tely and only the short-period fluctuations remain
(Figure 28(c)). As mushroom-shaped plumes were
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Figure 28 Temperature fluctuations 0, = (T—Top)/AT at
three thermocouples located at mid-height in a tank of
convecting corn syrup. Time is normalized by the diffusive
timescale d*/k. (a) Unsteady convection dominated by
large-scale flow (Ra =2.5 x 10%). (b) Increased plume
activity along with large-scale flow (Ra =4.7 x 10%).

(c) Plume dominated convection with short period
fluctuations (Ra=5.5 x 107). From Weeraratne D and
Manga M (1998) Transitions in the style of mantle
convection at high Rayleigh numbers. Earth and Planetary
Science Letters 160: 563-568.

observed in this regime, the small-scale fluctuations
were interpreted as their signature, and the long-
period signal as the signature of large-scale (cellular)
flow. From Ra~ 10" to 2 x 10% no large-scale circu-
lation was observed. Such circulation was also absent
from transient experiments where the fluid was con-
unusouly heated from below (Lithgow-Bertelloni
et al, 2001) or cooled from above (Davaille and
Jaupart, 1993), and the other boundaries were insu-
lated. Using glycerol (Zhang er 4l, 1997, 1998) and
dipropylene glycol (Xi er al, 2004) in aspect ratio 1
cells, a different picture was found for Rz~ 10°-10": a
large-scale circulation develops which entrains the
plumes as soon as they have formed. Measuring the
velocity field by PIV, Xi er a/. (2004) demonstrated
that the flow becomes organized because of the
plumes, which interact through their velocity bound-
ary layers typically as soon as they have risen a
distance comparable to their spacing: plume cluster-
ing then occurs, as in Rayleigh—Taylor instabilities
(Bercovici and Kelly, 1997) and in experiments on
the interaction between two thermal plumes (Moses

et al, 1993). In this regime where plumes and large-
scale circulation coexist, the exponent of the Nu—Ra
power law becomes again closer to 2/7 (Xi et al,
2004). It would now be interesting to run the same
experiments with larger aspect ratio to determine if
the large-scale circulation always spans the whole
tank, or if it has its own wavelength.

7.03.5.4 Convective Regime in an
Isoviscous Mantle

From Figure 20 and eqn [1], one can determine the
convective regime of a mantle layer as a function of
its thickness and average viscosity (Figure 29).
Plumes will develop in the upper mantle (of thick-
ness 660 km) only if its viscosity is lower than
10°' Pas. For an average mantle viscosity of
10°* Pass, plumes will be generated only if the mantle
layer thickness exceeds 2000 km. Convective motions
originating at the CMB and developing over the
whole mantle thickness should therefore take the
form of plumes (Parmentier ez al, 1975; Loper and
Stacey, 1983). However, those plumes are transient
phenomena. According to eqn [8], 7. ~ 10 My, 40 My
and 200 My for dynamic viscosities v,, = 10" Pas,
5 x 10*° Pas, and 10°* Pass, respectively. Such recur-
rence times are probably also upper bounds on plume
lifetime. The corresponding values of the critical
TBL thickness 8.~ H(Ra./Ra)""* for the same visc-
osities are 31, 62, and 140 km, respectively, which
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Figure 29 Convective regime developing in a mantle layer
as a function of its thickness and viscosity. The pattern is
cellular for Ra > Ra, =650, and in plumes for Ra > 10°. In
gray the average viscosity inferred for the whole mantle
(Kolhstedt, volume 2). The thin gray line delimits the upper
mantle. The calculation has been done from eqgn [1] taking
k=10"°m?s ", a=2x10"°K " and AT=3000K.
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implies a plume spacing 100-840 km in the mantle.
Given the 2900 km thickness of the mantle, plume
clustering could occur (e.g,, Schubert e 4l, 2004).
Moreover, from Figure 26, we expect that a plume
will eventually detach from the hot TBL from which
it originated. This implies that the absence of a plume
conduit in a tomographic image need not indicate the
absence of a plume.

However, if isoviscous convection predicts
plumes, it does not predict plates, which are the
main signature of convection on the Earth’s surface
(e.g,, Chapters 7.01 and 7.02). Part of the difficulty in
determining the convective pattern in the mantle
resides in the complexity of mantle rheology, which
depends on temperature (strongly), pressure, partial
melting (strongly), water content (strongly), chemis-
try and strain rate (see Chapter 2.14). The rheology of
the lithosphere 1s especially difficult to quantify since
it comprises a brittle skin as well as a viscous lower
part. The convective pattern driven by the ‘cold’
upper-mantle boundary appears to be cellular,
although time dependent. Inverting Figure 29 for
this regime, it would therefore indicate an ‘effective’
mantle viscosity greater than 10°° Pas, that is, much
lower than the viscosity of the cold lithosphere, but at
least an order of magnitude higher than the measured
bulk mantle viscosity. This asymmetry in mantle
convection could be caused by its mixed heating
mode (internal and bottom heating), and by its rheol-
ogy, in particular the temperature dependence of
viscosity. We now turn to the experiments which
have been devoted to these two effects.

7.03.6 Temperature-Dependent
Viscosity

A strong temperature dependence of the viscosity
breaks the symmetry in the convection cell: cold
instabilities are now more viscous than the fluid in
the bulk of the tank, while the hot instabilities are less
viscous. According to what has been observed in RTI
(Section 7.03.4, Figure 18), their morphology should
change. Figure 30 shows that this is indeed the case:
hot TBL instabilities are mushroom shaped, while
cold instabilities become diapirs, which can fold on
the bottom plate before spreading (Figure 30(b)).
Material in the cold TBL also flows less easily and
rapidly than in the rest of the fluid, which will dimin-
ish the efficiency of convection and the heat
transport. The system is now characterized by Ra

Figure 30 Thermal convection in a strongly temperature-
dependent viscosity fluid (glucose syrup) cooled from above
and heated from below. The black lines are the isotherms
(A: 10.5°C; B: 31.4°C; C: 24.6°C; D: 40.5°C. (a) Hot and cold
TBL instabilities (Ra = 4.7 x 105 v =116). (b) Cold TBL for
sugar syrup cooled from above only (Ra=1.2 x 107;
~=1580).

(based on the viscosity at the mean of the boundary
temperatures), Pr, and the viscosity

¥ =1Trop) /M Thor)

ratio

7.03.6.1 Rigid Boundaries

7.03.6.1.1 Onset of convection

Stengel er al., (1982) studied theoretically and experi-
mentally the onset of convection for v <3 400. Ra.
remains constant at low -y, increases at moderate 7y to
a maximum for 7~ 3000, and then decreases.
According to Stengel e al. (1982), this occurs because
convection begins first in a (hotter) less viscous sub-
layer where the local Rayleigh number is maximum.
Richter er 4l. (1983) increased the range of viscosity
ratio to 10°, and found similar results. Moreover,
finite-amplitude disturbances are seen to grow at
Rayleigh numbers below critical, as predicted by
Busse (1967b) for fluids with weakly temperature-
dependent viscosity.

7.03.6.1.2 Patterns and regimes

Richter (1978) explored the stability of rolls, using
glycerine and L.100 (polybutene), for Rz <25 x 10’
and v <20. For large v, hexagons were found to be
the stable pattern. White (1988) used Golden Syrup
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Figure 31 Convective patterns in fluids with strongly temperature-dependent viscosity (Golden Syrup). (a) Stability map
for rolls, hexagons, and squares. There is a large amount of hysteresis where the realized planform depends on what pattern
was originally induced. (b) Squares. (c) Hexagons. (d) Triangles. (e, f) Mosaic instabilities. From White DB (1988) The
planforms and onset of convection with a temperature-dependent viscosity fluid? Journal of Fluid Mechanics 191: 247-286.

to study the stability of patterns for v <1000 and
Ra< 63 x 10’ (Figure 31). Besides rolls and hexa-
gons, a new planform of squares (Figure 31(b)) was
found to be stable at large viscosity variations, and
pattern instabilities developed in a mosaic form
(Figure 31(e) and 31(f)). At fixed wave number,

rolls are always unstable as soon as v >40.
Moreover, squares break down to a spoke pattern
around Rz= 20000, that is much sooner than in the
constant viscosity case (transition at Rz~ 10°). The
wavelength of squares is also observed to decrease
with increasing 7. Temperature profiles through the
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layer (e.g., Figure 22) revealed that this shift is asso-
ciated with the development of a thick, cold
boundary layer, and an increase of the interior tem-
perature (White, 1988; Richter er al, 1983). The
temperature profiles allowed the calculation of the
convective heat flow and viscosity profile, which
showed that most of the temperature variations
across the tank occur in the cold TBL, and that the
top part of the latter becomes stagnant (zero convec-
uve heat flow). Hence, convection develops in a
sublayer where the viscosity ratio reaches at most
100 (Richter er al, 1983). This stagnant-lid regime
has been observed for Ra up to 10° (Davaille and
Jaupart, 1993).

Global heat flow measurements were carried out
by Booker (1976), Booker and Stengel (1978), and
Richter er al. (1983). For the entire range of para-
meters (10*<Rz<6x10° and v<10’), the heat
transfer differs little from that of a uniform-viscosity
fluid when the Rayleigh number is defined with the
viscosity at the mean of the boundary temperatures.
The relationship between Nusselt number and
supercriticality (Ra/Ra.(y)) is even more remarkable
since it is independent of < and indistinguishable
from the results of Rossby (1969) for constant
viscosity:

Nu = 1.46 (Rﬂ—?v)> o [10]

Subsequent high-quality heat flow measurements by
Giannandrea and Christensen (1993) agree with this
law. Weeraratne and Manga (1998), Manga and
Weraratne (1999), and Manga ez a/. (2001) extended
the range of Rz up to 2 x 10° for v=1800. We
already described in the previous section the
sequence of regimes which they observed for
=170, that is, in absence of a conductive lid
(Figure 20). Their heat flux data agree with eqn
[10] for Ra up to 2 x 10° (Figure 32). For higher Ra
and higher -, the heat flux is less than that predicted
by [10] and by numerical calculations at infinite Pr.
This trend was attributed to inertial effects (Manga
and Weeraratne, 1999).

7.03.6.1.3 Characteristics of the stagnant
lid regime

Davaille and Jaupart (1993, 1994) studied transient
high Ra convection in a layer of Golden Syrup sud-
denly cooled from above. With this setup, the viscosity
contrast across the cold TBL, gy, ranged between 2
and 10°. For y > 100, convection developed only in the
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Figure 32 Nusselt number as a function of Rayleigh
number. From Manga M and Weeraratne D (1999)
Experimental study of non-Boussinesq Rayleigh-Bénard
convection at high Rayleigh and Prandtl numbers. Physics
of Fluids 10: 2969-2976.

lower part of the TBL, and the upper part remained
stagnant (Figure 33). The Rayleigh number and all
the scaling laws therefore used the viscosity of the
well-mixed interior, since it would be meaningless to
characterize the flow with a viscosity corresponding to
a temperature well within the stagnant fluid. At the
onset of convection, the viscosity contrast across the
unstable region is about 3; in fully developed convec-
tion, it reaches a typical value of 10. The temperature
difference A Tg across the unstable part of the litho-
sphere depends only on the interior temperature T,
and on a temperature scale controlled by the rheology
AT, (eg., Morris, 1982; Morris and Canright, 1984;
Davaille and Jaupart, 1993):

n(Tm)

@nfoT)(Tn) ]

AT(1y) =

Laboratory results then give AT.x=224AT. A
necessary condition for the existence of a stagnant
lid is that the applied temperature difference exceeds
a threshold value equal to A T4 All the dynamics of
the system are then determined locally in the
unstable part of the TBL. Following once again the
phenomenological model of Howard (1964), the heat
flux can therefore be written as

0. = ~CHag/mATy)) " AT [12]

where the constant C=04740.03 is determined
experimentally. This model also predicts well the
convective onset time and the amplitude of the tem-
perature fluctuations (Davaille and Jaupart, 1993).
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Figure 33 Structure of a layer of Golden Syrup cooled from above (Ra =2.5 x 107; v = 10°). (a) Horizontally averaged
temperature profile. (b) Corresponding viscosity profile. (c) Convective heat flux calculated from the temperature time series.
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Subsequent numerical and experimental work also
recovered the functional forms of [11] and [12], with
ATg=22-26x AT, and C=04-09 (e.g, Grasset
and Parmentier, 1998; Trompert and Hansen, 1998a;
Dumoulin er 4/, 1999; Solomatov and Moresi, 2000;
Manga er al, 2001; Gonnermann ez al, 2004). In the
case of steady Rayleigh—Bénard convection at high Ry,
the temperature difference in the hot TBL has been
found to scale as (1.1-1.3) x AT, (Solomatov and
Moresi, 2000; Manga er al, 2001), which together
with [11] allows one to predict the temperature of
the well-mixed interior (Solomatov, 1995; Manga
et al, 2001). Moreover, since the cold and hot unstable
thermal boundary layers have different characteristics,
plumes are released from these layers with different
frequencies, and cold more viscous downwellings
carry a greater temperature anomaly than their hot
counterparts. Measurements show that whereas there
is a single frequency for cold plume formation, hot
plumes form with multple frequencies and in parti-
cular may be triggered by cold sinking plumes
(Schaeffer and Manga, 2001).

7.03.6.2 Plate Tectonics in the Laboratory?

Mantle convection is characterized by mobile plates
on its top surface, which have no chance to be recov-
ered in experiments with a rigid top boundary since
the latter imposes a zero-fluid velocity on the surface.
Moreover, 2-D numerical simulations had shown
that the heat transport strongly depends on the mobi-
lity of the surface boundary layer (Christensen,
1985), which is controlled by the viscosity contrast.
Giannandrea and Christensen (1993) and Weinstein

and Christensen (1991) therefore carried out experi-
ments in syrups in a large aspect ratio tank
(Figure 39) to study the effect of a stress-free bound-
ary (Figure 4(b)). They observed two regimes. For
v <1000, the surface layer is mobile. At Rz = 10, the
morphology of downwellings changes, from the
spokes obtained with a rigid boundary, to a dendritic
network of descending sheets, with a wavelength
more than 3 tmes that of the spoke pattern
(Figure 34). The existence of this ‘whole-layer’ or
‘sluggish lid’ mode with an increased wavelength is in
agreement with earlier predictions (Stengel er 4l
1982; Jaupart and Parsons, 1985) and 3-D numerical
calculations (Ogawa ez al, 1991). The Nusselt number
drops by 20% for viscosity contrasts between 50 and
5000. For v > 1000, a stagnant lid forms on the top of
an actively convecting region; and both the Nusselt
number and the size of the convection cells are nearly
identical for both rigid and free boundaries.

Figure 35 shows the regime diagram established
from experimental, numerical, and theoretical analysis
(Solomatov, 1995). With a viscosity contrast across the
lithosphere ~10, the Earth should be in the stagnant-
lid regime, that is, a one-plate planet like Mars. So, if
temperature-dependent viscosity is clearly a key ingre-
dient for plate formation, this ingredient alone is not
sufficient to generate ‘plate tectonics’ convection. T'o
make plate tectonics work, a failure mechanism is
needed and several optons have recently been pro-
posed (see Bercovici er al, 2000; Bercovici, 2003; see
Chapters 7.02 and 7.05). The simplest is probably
pseudo-plastic yielding (Moresi and Solomatov, 1998;
Trompert and Hansen, 1998b; Tackley, 2000; Stein
et al, 2004; Grigné er al, 2005): moving plates and thin
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Figure 34 Shadowgraphs of the convection planforms
found for the case of (a) rigid boundaries and (b) a stress-free
upper boundary. From Weinstein SA and Christensen UR
(1991) Convection planforms in a fluid with a temperature-
dependent viscosity beneath a stress-free upper boundary.
Geophysical Research Letters 18: 2035-2038.

weak boundaries appear but subduction remain sym-
metric. Gurnis ez al, (2000) also pointed out the
importance of lithosphere ‘memory”: the lithosphere
can support dormant weak zones (faults or rifts) over
long time periods, but those weak zones can be pre-
ferentally reactivated to become new plate boundaries.
Another ingredient could be damage (e.g, Bercovici
et al, 2001), which introduces some memory in the
rheology and allows development over time of weak
zones. This approach has been used with some success
(e.g, Ogawa, 2003) but a physical understanding of the
damage process from the grain to the lithosphere scale
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Figure 35 Different regims of thermal convection in a
strongly temperature-dependent fluid with free-slip
boundaries. From Solomatov S (1995) Scaling of temperature-
and stress-dependent viscosity convection. Physics of Fluids
7: 266-274. The gray area is the mantle parameters range.

is still lacking. Anyway, experimentalists are still look-
ing for a laboratory fluid presenting the ‘right’ kind of
rheology to allow plate tectonics. However, the study
of the stagnant-lid regime is still relevant for the
dynamics of plate cooling, to which we turn now.

7.03.6.3 Stagnant-Lid Regime and
Lithosphere Cooling

The oceanic lithosphere thickens at it moves away
from a mid-ocean ridge (see Chapters 7.07 and 6.05).
It has been proposed that cold thermal instabilities
develop in its lower part. Such ‘small-scale convec-
tion’ (SSC) was first invoked to explain the flattening
of heat flux and bathymetry of the oceans at old ages
(Parsons and Sclater, 1977; Parsons and McKenzie,
1978) and later several other phenomena occurring
on different time and length scales, such as small-
scale (150-500km) geoid anomalies in the central
Pacific (e.g, Haxby and Weissel, 1986) and central
Indian (Cazenave ez al, 1987) oceans, differences in
subsidence rates (Fleitout and Yuen, 1984; Buck,
1987; Eberle and Forsyth, 1995), ridge segmentation
(e.g, Sparks and Parmentier, 1993; Rouzo ez 4., 1995),
delamination of the lithosphere under hot spots
(Sleep, 1994; Moore et al, 1998; Dubuffet er al,
2000), and patterns of anisotropy beneath the
Pacific ocean (Nishimura and Forsyth, 1988;
Montagner and Tanimoto, 1990; Davaille and
Jaupart, 1994; Ekstrom and Dziewonski, 1998).
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Davaille and Jaupart (1994) applied the scaling
laws derived from their experimental results, using
for the mantle a Newtonian creep law with activation
enthalpy H:

U(T) = pexp (g) 3]

For H varying between 150 and 500 k] mol ™'
(the value depends on the creep mechanism and the
water content; see Chapter 2.14), AT.s ranges
between 310°C and 90°C according to [11] and
[13]. Since small-scale instabilities develop when
the local Rayleigh number based on the characteris-
tics of the unstable part of the lithosphere
(temperature, viscosity, thickness) exceeds a critical
value, the onset of convection depends only on the
thermal structure of the lithosphere, and on the
rheology of mantle material. Following Davaille
and Jaupart (1994), the onset time can be written as

AT\
r.=2 (Lg ff)

K KV

X |:1+ ’ (AT 1):|2 [14]
F(AT/ATer) \ATer

where v, 1s the viscosity of the asthenosphere at the
mantle temperature 7,,, 2=51.84 and $=0.3013
are two constants determined from the laboratory
experiments, and AT is the temperature drop
across the lithosphere. The function f depends on
the cooling model and for a half-space conductive
cooling is given in Figure 36(a) . For a thin stag-
nant lid (or AT/AT.<3), f~1. This
approximation applies well to laboratory experi-
ments and was therefore adopted by Davaille and
Jaupart  (1994; thin line labeled DJ94 on
Figure 36(b)). However, as pointed out by subse-
quent studies (Dumoulin ez 4/, 2001; Zaranek and
Parmentier, 2004), AT/AT.s>4 for the mantle
lithosphere and the approximation f~1 leads to
overestimate the SSC onset time (Figure 36(b))
compared to the prediction of [14] without the
approximation (thick black line on Figure 36(b)).
In the last years, several numerical studies, using
either Arrhenius or exponential viscosity laws, have
allowed to extend the range of AT/AT studied
(Choblet and Sotin, 2000; Dumoulin ez 4/, 2001;
Korenaga and Jordan, 2003; Huang er al, 2003;
Zaranek and Parmentier, 2004), and to develop
new scaling laws. The discrepancies between the
different data sets reveal the relative importance of
the onset time measurement, the type of viscosity

AT/AT o

Figure 36 (a) Function f(x) described in the text (eqn [7]) as
a function of AT/AT. (b) Square root of the dimensionless
SSC onset time 7/tg (ta=r"". agAT/(xv)"%3) as a function
of AT/ATes. The black disks represent the laboratory data
of Davaille and Jaupart (1994). The black thick solid line was
calculated with egn [7], and the thin line labeled DJ94 with
the f~ 1 approximation. The thin dashed black line labeled
CS shows Choblet and Sotin (2000) calculations, the blue
thick line labeled HZvH, Huang et al. (2003), and the black
dash-dot line labeled ZP, Zaranek and Parmentier’s (2004).
In red, data and scaling laws by Korenaga and Jordan
(2003). Squares used an exponential law, and circles an
Arrhenius law.

law (10-20% of change only), and the type of
perturbation (initial-time/at-all-times, numerical-
noise/finite-size-perturbation) introduced numeri-
cally which will grow toward convective
instabilities. The latter has the strongest influence
(Zaranek and Parmentier, 2004): the longest onset
times are obtained when the numerical perturba-
tions initially introduced are smallest (Choblet and
Sotin, 2000). The trend of the laboratory experi-
ments seems to compare best with numerical
experiments which introduce thermal noise around
10~* x AT at all times (Figure 36(b)). Then, in the
parameter range relevant for the Earth’s mantle
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(AT/AT.>4), numerical studies agree with [14]
within 25%. So, if the magnitude of the tempera-
ture perturbations in the lithospheric mantle is
similar to the laboratory one, an SSC onset time
between 10 and 100 My is predicted, depending on
the asthenospheric mantle temperature.

7.03.7 Complications: Internal
Heating, Continents and Moving Plates

7.03.7.1 Internal Heating

We have so far focused on the dynamics of fluid
layers uniformly heated from below and cooled
from above. However, the Earth’s mantle is not
only heated along the core—mantle boundary by
the hotter molten iron core, but is also partly heated
from within by radiogenic decay of uranium, thor-
ium, and potassium distributed throughout the
mantle (see Chapter 7.06). Thermal convection with
both internal and bottom heating is characterized
by two dimensionless numbers: Rz for the bottom
heating given by eqn [1] and an equivalent
Rayleigh number for the purely internally heated
case, defined as
5

Rayy = % 5]
where Oy is the volumetric rate of internal heat
generation.

7.03.7.1.1 Purely internally heated fluid
The heat sources are simulated by the Ohmic dis-
sipation of an electric current passed through an
electrolyte fluid layer. Electrodes are placed either
on each of the horizontal boundaries (e.g., Carrigan,
1982), or on two of the side walls of the chamber (e.g,
Kulacki and Goldstein, 1972). Polarization effects in
the fluid are eliminated by applying an alternating
current. In all the experiments using this technique,
the bottom of the tank is insulated (zero heat flux)
and the top of the tank is cooled by a thermostated
bath. One therefore expect only one TBL in the
system, just below the cold plate.

Most of the experiments that have been per-
formed used aqueous solutions. Tritton and Zarraga
(1967) and Schwiderski and Schab (1971) visualized
the planform of convection from marginal stability
up to the transition to turbulence. Quasi-steady plan-
forms were observed with downflow in the centers of
the cells for Ray <80Ra.. For larger Ra, cells broke
up and turbulent motions appeared. Kulacki and

Goldstein (1972) extended the range up to 675Ra,
well into the turbulent regime. Kulacki and Nagle
(1975) focused on heat flow measurements as a func-
tion of Ray. For the turbulent regime
(1.5 x 10° < ReH < 2.5 x 109), their data are consis-
tent with a power law Nu~ 0.305 Ra"**°. As for the
bottom heated case, transitions in the Nu= f(Ray)
curves were observed at each change of the convec-
tive pattern. Thermal fluctuations were also found to
be maximum just outside the upper cold TBL and no
bottom hot TBL was observed.

Carrigan (1982) used glycerine (Pr~ 3000) for
10° < Ray; < 10°. He observed cold spoke patterns up
to Ray = 108Ra,, and a superposition of a large-scale
circulation and cold individual plumes for larger Ra.

7.03.7.1.2 Bottom- and internally-heated
fluid

Following Krishnamurtu (1968a), Weinstein and
Olson (1990) demonstrated the equivalence between
thermal convection in a plane layer of fluid with
uniformly distributed heat sources between bound-
aries with constant temperatures, and thermal
convection in a plane layer of fluid with boundary
temperatures that are spatially uniform but vary in
time at a rate d7i,,/dz The effective volumetric
internal heat generation is then

OQu = —pCydTiop /d2 [16]

This technique is simpler and more flexible to use
than the electrolytic one, since it can be used with
any fluid and allows the fluid to be heated from
below as well as internally. Krishnamurt (1968b)
performed experiments with silicone oils (Pr~ 200)
near the onset of convection. Using high Prandtl
number oils (Pr~9 x 10*), Weinstein and Olson
(1990) studied the evolution of the convective pat-
tern and its time dependence as the proportion of
internal  heating increases (Figure 37). At
Raz=15 % 10°, in the absence of internal heat gen-
eration, a spoke pattern is observed, in which
connected spokes of ascending and descending
flows are on average of equal strength. With internal
heat generation, the buoyancy becomes concentrated
into the cold downwellings, and the amount of time
dependence increases. Hot active instabilities will
reappear if there exists a bump on the hot bottom
boundary with a height comparable to (or greater
than) the TBL thickness (Namiki and Kurita, 2001).
In this case, hot plumes will be anchored on the
bump. So although an internally heated mantle favors
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Figure 37 Shadowgraphs of the planform of thermal convection with internal heat generation for Ra= 1.5 x 10° (spoke
pattern). (@) RaH/Ra = 0; light and dark lines have the same intensity as cold and hot currents have the same strength. (b) RaH/
Ra = 6; the dark lines are fading as the downwellings become weaker. (c) RaH/Ra = 18; no hot upwellings are seen anymore.
From Weinstein SA and Olson P (1990) Planforms in thermal convection with internal heat sources at large Rayleigh and

Prandtl numbers. Geophysical Research Letters 17: 239-242.

cold downwellings, hot plumes can still develop,
provided that the bottom of the mantle, or the D"
layer, has some topography.

7.03.7.2 Inhomogeneous Cooling/
Continents

Continental lithosphere is thicker than its oceanic
counterpart, and does not subduct. Its crust is also
richer in radiocative elements. Moreover, heat flow
beneath continents is significantly lower than under
oceans (e.g., Jaupart ez al., 1998), which tends to show
that continents are more insulating. Hence, conti-
nents induce a lateral heterogeneity in both the
mechanical and thermal conditions at the upper
boundary of the mantle. The experimental study of
Rossby (1965) showed that any lateral heterogeneity
in cooling or heating will generate an horizontal
large-scale flow. Elder (1967) was probably the first
to suggest that the continents, by acting as an insulat-
ing lid, could generate a new class of lateral motions.
Later studies have therefore focused on characteriz-
ing and quantifying the influence of these lateral
heterogeneities on mantle thermal convection.

Whitehead (1972, 1976) investigated both theore-
tcally and experimentally the conditions under
which a heater mounted on a mobile float could
become unstable to drifting motion. For cellular con-
vection, the drift was found of the same magnitude as
the characteristic convective velocity.

Guillou and Jaupart (1995) investigated the ther-
mal effect of a fixed continent on the convective
pattern and heat flow, using silicone oils and Golden
Syrup for Ra ranging between critical and 10°. The
continent was modeled as an insulating material
embedded into a cold copper plate (Figure 38), and
its size and shape were varied. They observed the

generation of deep hot instabilities localized under
the continent and the generation of cold instabilities
outside or on its edges (Figure 38). The presence of a
continent therefore shields part of the underlying
mantle from subduction (Gurnis, 1988), and also
induces a large-scale convection pattern oceanward
over distances up to 3 tmes the continent’s size
(Guillou and Jaupart, 1995). Combining experiments,
theory, and simulations, Lenardic ez 2/ (2005) studied
the influence of partial insulation on mantle heat
extraction. Since partial insulation leads to increased
internal mantle temperature and decreased viscosity,
it allows, in turn, for the more rapid overturn of
oceanic lithosphere and increased oceanic heat flux.
For ratios of continental to oceanic surface area lower
than 04, global mantle heat flow could therefore
remain constant or even increase as a result. Wenzel
eral. (2004) used the same kind of setup with two-layer
convection. They suggested that, on Mars, the combi-
nation of crustal dichotomy (the martian crust is much
thicker, therefore insulating, in the southern hemi-
sphere than in the northern hemisphere) and
two-layer convection would lead to the formation of
a large-scale upwelling under the southern highlands
that appeared early and endured for billions of years.

Zhang and Libchaber (2000) and Zhong and
Zhang (2005) replaced the rigid cold boundary by a
free surface cooled by air, which allowed the insulat-
ing raft to move freely in response to the convection
(Figure 39). The experimental fluid was water, with
Rayleigh numbers ranging from 10 to 4 x 10% Like
Guillou and Jaupart (1995), they observed that the
insulating raft distorts the local heat flux and induces
a coherent flow over the experimental cell, which in
turn moves the plate. In their confined geometry, the
plate can be driven to a periodic motion even under
the action of chaotic convection. The period of
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Figure 38 |Insulating continents from Guillou and Jaupart
(1995). Markers along the upper boundary indicate the
extent of insulating material representing continental
lithosphere. Time progresses from top to bottom. Note
upwelling plumes beaneath the interior and descending
sheets near the margins of the insulator.

oscillation depends on the coverage ratio and on the
Rayleigh number (Figure 39).

Nataf er 4l (1981) investigated the influence of the
sinking cold oceanic lithosphere on the neighboring
subcontinental convection and on the generation of
instabilities in the horizontal boundary layers by per-
forming experiments with cooling from both the top
plate and one of the sides. The system dynamics are
then characterized by two Rayleigh numbers: Rz based
on the vertical temperature difference, and a lateral
Rayleigh number based on the lateral temperature
difference (Ra,). The lateral cooling induces a large
roll with axis parallel to the cold wall and descending
flow next to it. At constant Re, the width of the large
roll is proportional to Ray,'/?, while for constant R,/
Ra, it scales as ~Ra'/®. Tn the upper mantle such large-
scale circulation could become 5 times wider than
deep. The experiments also show that hot instabilities
cannot develop directly beneath the cold downwelling
flow, because the spreading of the latter impedes the
growth of the hot TBL.
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Figure 39 Mobile insulating continent. (a) experimental

setup. (b) Continent position as a function of time. (c)
Continental drift periodicity as a function of the coverage ratio
(length of the floater divided by tank length). From Zhang J
and Libchaber A (2000) Periodic boundary motion in thermal
turbulence. Physical Review Letters 84: 4361-4364.

7.03.7.3 Moving Top Boundary

We just saw that any large-scale circulation strongly
influences the generation of convective features of
smaller extent. The large-scale motion of plates is
therefore expected to influence all motions within the
mantle, especially small-scale convection under the
cooling lithosphere, and the distribution of hot spots.
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Following the theoretical study of Richter (1973),
Richter and Parsons (1975) studied the influence of a
moving top boundary on the convective pattern for Ra
between 3.3 x 10° (rolls) and 14 x 10° (spokes). A
mylar sheet was introduced just below the top cold
boundary and pulled at constant velocity U (Figure 4).
Besides Ra, another system now controls the system
dynamics, the Peclet number Pe= UH/k, which com-
pares the heat transport by advection and by diffusion.
It ranges between 30 and 720 in the experiments.
Initially, the top boundary was at rest until the con-
vective pattern becomes quasi-steady. For the lower
Ra, rolls orthogonal to the spreading direction were
initiated using the technique of Chen and Whitehead
(1968). Then the velocity of the mylar was set to a
finite value and the convective pattern followed by
shadowgraph. Over the whole Rz range, the pattern
was observed to evolve toward rolls parallel to the
mylar velocity. Scaling laws show that it would prob-
ably take 70 My for the geometry of convection to
reorganize into rolls parallel to the spreading direction
over the whole thickness of the upper mantle.

Experiments of Kincaid ez 4. (1996), Jellinek ez 4.
(2002, 2003), and Gonnermann ef al. (2004) studied
how a plume-dominated free convective flow inter-
acts with a large-scale passive flow driven by plate
motions. Kincaid ez 4. (1996) focused on the interac-
tion of mid-ocean ridges and convection in the upper
mantle. The three other papers extended this study
to the whole mantle, higher Rs, and fluids with
strongly temperature dependent viscosity. Jellinek
er al. (2002, 2003) performed laboratory experiments
using corn syrup heated from below and driven at its
surface by a ridge-like velocity boundary condition
(Figure 40(a)). They documented three different
flow regimes, depending on the ratio / of the spread-
ing rate to the typical plume rise velocity and the
ratio of the interior viscosity to the viscosity of the
hottest fluid 7. When /'<<1 and > 1, the plume
distribution is random and unaffected by the large-
scale flow. The opposite extreme is represented by
V>10 and >100, where plume formation is
suppressed entirely and the large-scale flow carries
all the heat flux. Interaction of the two flows occurs
for intermediate values of /; established plume
channels are now advected along the bottom bound-
ary and focused toward an upwelling beneath the
ridge. The basal heat flux and the TBL thickness
depend on Pe and . In particular, since cold, and
therefore also more viscous, fluid is rapidly trans-
ported from the top to the bottom of the layer, the
viscosity contrast across the lower TBL increases,
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Figure 40 (a) Experimental setup and shadowgraph at

Ra~5 x 10°. Pe ~10% and v ~ 100. Note the increasing
thickness of the TBL in the downstream direction. (b)
Schematic diagram depicting the four convecting regions.
The TBL is not thick enough in region | to develop plumes in I,
while TBL instabilities develop in regions Il and IV. From
Gonnermann HM, Jellinek AM, Richards MA, and Manga M
(2004) Modulation of mantle plumes and heat flow at the core
mantle boundary by plate-scale flow: Results from laboratory
experiments. Earth and Planetary Science Letters 226: 53-67.

generating hot plumes with a bigger head to tail
ratio than without plate circulation (Nataf, 1991;
Jellinek er al, 2002). Running more detailed experi-
ments, Gonnermann er al. (2004) proposed a
conceptual framework (Figure 40(b)) whereby the
tank bottom can be divided in four regions. The
large-scale flow impedes the growth of the hot TBL
where the cold and more viscous downwelling
spreads (Nataf er a4/, 1981), and therefore the hot
TBL is not thick enough in region I to develop
plumes in IIL. In region II, the TBL becomes thick
enough for hot instabilities to develop in IV. Scalings
were derived for the lateral variations of the bottom
heat flux and the spatial extent of plume suppression.
Applied to the Earth’s mantle, they suggest that
~30% of the core heat flux could be due to increased
heat flux from plate-scale flow. Furthermore, the
core heat flux is expected to vary laterally by at
least a factor of 2. Last, these results explain well
why hot spots seem confined to about a half of the
surface of the Earth, away from ancient subducted
slabs, and preferentially close to mid-ocean ridges
(Weinstein and Olson, 1989).
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7.03.8 Close-Up on Plumes: Plumes
from a Point Source of Buoyancy

Since the mid-1970s, much of the best experimental
work in mantle dynamics has been devoted to plumes
from point sources of buoyancy. While plumes in the
mantle probably develop primarily as instabilities of
thermal boundary layers (e.g., Parmentier ez 4/, 1975;
Loper and Stacey, 1983), such instabilities are time
dependent and can be difficult to quantify (see
Section 7.03.5). As a first step, therefore, it makes
sense to investigate the simpler case of an isolated
laminar ‘starting plume’ rising from a point source of
buoyancy whose strength is constant in time. Such
plumes are easily studied and photographed in the
laboratory, and have given us some of the most beau-
tful images in the field of experimental geodynamics
(e.g, Whitehead and Luther, 1975; Olson and Singer,
1985; Griffiths, 1986, Campbell and Griffiths, 1990).
Indeed, these images have been so influential that
they now constitute a sort of ‘standard model’ of a
mantle plume as a large, bulbous cavity (the head)
trailed by a narrow conduit (the tail) connecting it
with its source (Figure 5). According to this model,
the arrival of a plume head at the base of the litho-
sphere produces massive flood basalts, while the
trailing conduit generates the subsequent volcanic
track (Richards er 4/, 1989). The model successfully
explains important features of several prominent hot
spots, including the volume of the topographic swell
(e.g,, Davies, 1988; Olson, 1990; Sleep, 1990) and the
volume ratio between flood basalts and island chain
volcanism (Olson and Singer, 1985; Richards ez al,
1989), as discussed in more detail in Chapter 7.09.

7.03.8.1 Compositionally Buoyant Plumes

The early experiments on starting plumes in viscous
fluids (Whitehead and Luther, 1975; Olson and
Singer, 1985) were done by injecting compositionally
buoyant fluid (typically corn syrup) at a constant rate
from a pipe at the bottom of a large reservoir of a
second fluid. The great advantage of this experimen-
tal setup 1is its simplicity: experiments can be
performed under ambient laboratory conditions,
with no temperature control required. Whitehead
and Luther (1975) investigated the evolution of start-
ing plumes for short times after the beginning of
injection, during which the buoyant fluid forms a
quasi-spherical ball that grows until it is large enough
to ‘lift off from the injector (Figure 5). They

proposed that the ball lifts off when its buoyant ascent
speed (as predicted by Stokes law; see Chapter 7.04)
exceeds the rate of increase of its radius, which occurs
at a critical time ., and radius 4., given by

1/4 3/4 1/3
feen = 4_7r Y , fery = g t}/i [1 7]
P 30 z P 47 sep

where O is the volumetric injection rate, v, is the
viscosity of the ambient fluid, ¢" = g (pm — pp) /P =¢
Ap/p is the reduced gravitational acceleration, and
pm and p, are the densities of the ambient and
injected fluids, respectively. Both the time and radius
of separation increase with increasing viscosity of the
ambient fluid. For the large viscosities typical of
the mantle, plume heads must be quite large
(radius >100km) to separate from their source
(Whitehead and Luther, 1975).

After liftoff, the morphology and dynamics of
starting plumes depend strongly on the viscosity
ratio y=1,/Vm, where v, is the viscosity of the
injected fluid (Whitehead and Luther, 1975; Olson
and Singer, 1985). When the injected fluid is more
viscous (7> 1), the plume has roughly the shape of a
cylinder (Figure 5(a)) whose length and radius
increase with time. Olson and Singer (1985) called
this a ‘diapiric’ plume. In the more geophysically
realistic limit 7 <<, the ascending plume is a ‘cavity
plume’ comprising a large head and a thin trailing
conduit (Figure 5(b)). The rate of change of the
volume / of the head is just the injected flux O less
the flux required to build the (lengthening) stem, or

dv ,

5 = QTR 18]
where RCE(81/pQ/7rg*)1/Jr is the radius of the con-
duit required to carry the flux O by Poiseuille
(cylindrical pipe) flow and W is the velocity of the
head predicted by Stokes’s law. For long times, a
steady state (d//dr=0) is achieved in which the
head reaches a terminal velocity W, and radius
aerm (Whitehead and Luther, 1975):

% 1/2 *\1/2
”/[crm = (g Q/87Tvp) / s fherm — (E’I/Vtcrmym/g )l/ [19]

More recent experiments have shown that under cer-
tain conditions compositionally buoyant cavity
plumes can entrain the denser ambient fluid through
which they rise (Neavel and Johnson, 1991; Kumagai,
2002). Kumagai (2002) identified two distinct regimes:
a ‘vortex ring’ regime for v <1 in which layers of
entrained fluid form a scroll-like pattern inside the
plume head, and a ‘chaotic stirring’ regime for v > 100
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(see Section 7.03.10). Structures of the vortex ring type
also occur in thermal starting plumes (Shlien, 1976;
Shlien and Boxman, 1981; Tanny and Shlien, 1985;
Griffiths and Campbell, 1990; Figure 7(c)).

The stem of a chemically buoyant plume can also
support solitary waves, waves of large amplitude that
propagate upwards without change in shape. Their
existence was first demonstrated experimentally by
Olson and Christensen (1986) and Scott ez al. (1986),
who generated the waves by increasing impulsively
the volume flux O injected at the bottom of a vertical
conduit surrounded by a fluid with a much greater
viscosity. Whitehead and Helfrich (1988) subse-
quently showed that the flow within such waves
exhibits recirculation along closed streamlines when
viewed in a frame traveling with the wave, and sug-
gested that this might provide a mechanism for
transporting deep material rapidly to the surface
with little contamination. Subsequent numerical
experiments (Schubert er al, 1989) showed that ther-
mal plume stems could also support solitary waves,
and Laudenbach and Christensen (2001; Figure 41)
performed an experimental study of solitary waves of

Figure 41 Thermal soliton. From Laudenbach N and
Christensen UR (2001) An optical method for measuring
temperature in laboratory models of mantle plumes.
Geophysical Journal International 145: 528-534.

hot fluid in a vertical conduit. Solitary waves on the
stems of thermal plumes have been invoked to explain
episodic magma production at weak hot spots and
surges of activity at stronger hot spots (Laudenbach
and Christensen, 2001) and the formation of the V-
shaped ridges on the Reykjanes ridge south of Iceland
(Albers and Christensen, 2001; Ito, 2001).

7.03.8.2 Thermal Plumes

Because the buoyancy force that causes plumes to rise
in the Earth’s mantle is, to a large degree, thermal in
origin, numerous laboratory investigations of thermal
plumes in viscous fluids have been carried out since
the mid-1980s. The first experiments on laminar start-
ing plumes (Shlien and Thompson, 1975; Shlien, 1976)
were not motivated by geophysical applications, and
were performed using water and a narrow electrode as
a heater. Experiments in this configuration typically
used interferometry and particle tracking to recover
the temperature (Figure 12(c)) and velocity fields
(e.g, Shlien and Boxman, 1979; Tanny and Shlien,
1985; Chay and Shlien, 1986). By contrast, investiga-
tions of plumes in more viscous fluids have until now
mostly focused on more global features such as the
volume and ascent rate of the plume head. Because the
viscosity of many experimental fluids decreases
strongly with increasing temperature, hot thermal
starting plumes generally are cavity plumes compris-
ing a large head and a narrow stem. In some
experiments, however, the heat source is suddenly
turned off to produce an isolated head (‘thermal’)
that rises without a trailing conduit. The discussion
below begins with this latter case (Figure 6(a)), and
then turns to the dynamics of steady plume stems and
thermal starting plumes (Figures 42 and 43).

7.03.8.2.1 Thermals

Griffiths (1986) conducted a laboratory study of ther-
mals generated by injecting a known volume of
heated polybutene oil into a large tank of the same
oil at room temperature. He observed that a thermal
initially rises at constant speed through a distance of
the order of its diameter, and then slows down while
increasing in volume. Griffiths proposed that the
enlargement occurs because diffusion of heat away
from the thermal warms a thin boundary layer of
ambient fluid around it, which is then advected
back to the thermal’s trailing edge and entrained
into it. The total buoyancy of the thermal is therefore
constant, and is proportional to the Rayleigh number
Ra= agATyVy/ KV, where Vo= 7y’ is the thermal’s
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Figure 42 Thermal and velocity structures of a plume issued from a point-source heater (with P =3 W), deduced from

the pictures (a)—(c) taken at the following times: (a) t =60, (b) t=120s, (c) t =300s . The isotherms appear as black lines on the
negatives. The temperature decreases in the stem and the head as height increases. (d) Velocity profiles along the axis r =0 for
t=120s, measured with a PIV technique. The velocity decreases with increasing height along the stem. The fluid is sugar syrup,
whose viscosity depends on temperature. At 20°C, it is 6 Pass, and on the heater (54°C) it is 0.3 Pas. From Vatteville J (2004)
Etude expérimentale des panaches: Structure et evolution temporelle. Mémoire de DEA, ENS Lyon/IPG Paris.
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Figure 43 Thermal plume stem at high Prandtl number.
(a) Sketch of the radial temperature (solid line) and vertical
velocity (dashed line) profiles for constant viscosity: the plume
thermal anomaly is embedded into the velocity boundary
layer. (b) Model of Olson et al. (1993) for strongly temperature-
dependent viscosity in the mantle: the high velocity conduit
(left) is embedded in a ‘thermal halo’ (right). Temperature and
velocity are normalized by their maximum value on the axis.

initial volume and AT} its initial temperature excess.
Griffiths (1986) suggested that for tumes greater than
76 ~ Ra'/? aoz//-@, the thermal’s volume / and velo-
city W have the self-similar forms

V= LCEM“(m)”% W= LR;ﬁ“(m)*l/z [20]
6 27w Cy

where f= 0(1) is a function of the viscosity contrast
between the thermal and the ambient fluid and
C;~10 1s a constant determined experimentally.
Laboratory experiments using viscous oils (Griffiths,
1986a) and corn syrup (Coulliette and Loper, 1995) are
consistent with [20]. In the mantle, thermals with radii
>350km would reach the lithosphere before being
influenced by thermal diffusion in typically 20 My
and their ascent speeds could reach 10-20 cm yr~ ",

7.03.8.2.2 The stem

When a starting plume rises from a steady point
source of heat, the lower part of its stem quickly
achieves a steady-state structure that is independent
of the dynamics of the ascending head above. To
understand this structure, Batchelor (1954) studied
analytically a model in which a plume rises from a
point source of heat of strength P in an infinite fluid
with constant viscosity v, thermal diffusivity &, spe-
cific heat C,, and thermal expansion coefficient a.
Simple scaling arguments suggest that the vertical velo-
city W, the temperature anomaly A7, and the stem
radius R scale with the height z above the source as

P\"? P
I . AT~
TpCyv kpCyz

1/4
. pC,vK? /zl/z
gaP

[21]
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The vertical velocity is constant, but thermal diffu-
sion causes the temperature anomaly to decrease
with height as z~' and the stem radius to increase
as z'/%. The scalings [21] are valid to within multi-
plicative functions of the Prandtl number Pr=v/x,
which have been determined numerically and/or
analytically (Fuji, 1963; Worster, 1986, Vasquez
et al., 1996). Experiments in water (Pr~ 7) verify the
scalings [22] and agree with the complete functional
form of Fuji (1963) if corrections are made for the
finite size of the heat source and for downward heat
losses from it (Shlien and Boxman, 1979; Tanny and
Shlien, 1985).

The scaling [21] 1s no longer valid in the limit
of infinite Pz, because the model problem studied
by Batchelor (1954) has no solution if the fluid is
infinite and inertia is totally absent (Stokes para-
dox; see Chapter 7.07). However, a solution does
exist if the heat source is located on a horizontal
(rigid or free) boundary, and has a vertical velocity
W given by [21] multplied by a function that
increases logarithmically with height (Whittaker
and Lister, 2006).

The dynamics are very different when the viscos-
ity depends strongly on temperature, as is the case in
the mantle. Figure 43 shows isotherms (a—c) and
profiles of vertical velocity on the axis (d) at different
times for a thermal plume above a heater in corn
syrup (Vatteville, 2004). The lower portion 20 mm
<z<70mm of the plume quickly reaches a steady
state, as shown by the similarity of the isotherms and
velocity profiles for #7=120s and 300s in this height
range. Moreover, the vertical velocity decreases
strongly with height, in contrast with the constant-
viscosity case. Similar results were found by
Laudenbach (2001) along the stem of a plume of
heated corn syrup, which was injected at the bottom
of a tank filled with the same fluid at room
temperature.

These observations are well explained by Olson
et al,’s (1993) approximate solution of the boundary-
layer equations for the steady flow above a point
source of heat in a fluid whose viscosity depends
exponentially on temperature. The upwelling velo-
city W on the axis and the temperature anomaly AT
vary with height z as

W= (7gaP )]/2
47pCyu(2) 2]

—4mhAT,
AT =AT, exp(¥)

where v(2) is the viscosity on the plume centerline,
AT, is the temperature anomaly at the base of the
plume, # is the thermal conductivity, and AT, is the
temperature required to change the viscosity by a
factor e. The expression [22] for W is identical to
the constant-viscosity expression [21] except for the
variability of the centerline viscosity vo(z). The
temperature anomaly decreases exponentially with
height, and the corresponding increase in viscosity
causes the upwelling velocity W also to decrease
with height, in qualitative agreement with the
experimental observations. The differences relative
to the constant-viscosity case are due to the fact that
temperature-dependent viscosity concentrates the
upwelling in the hottest central part of the plume
stem, so that the radius - of the thermal anomaly is
wider than the radius 0, of the upwelling region
(the ‘conduit’ proper) even for Pr>>1 (Figure 42).
For typical mantle parameter values, plumes with
large viscosity variations (>1000) would have
0w~ 25-30km and O~ 60km, while plumes with
low viscosity variations (<100) are typically twice
as broad.

7.03.8.2.3 Thermal starting plumes

A thermal starting plume is essentially an ascending
thermal connected by a stem to a source of buoyancy
(Figure 5). Thus, the plume head can grow both by
entrainment of ambient fluid and by the addition of
plume fluid through the stem. Unfortunately, no
reliable scaling laws have yet been found to describe
the evolution of the size and speed of the plume head
in this case, and different studies give conflicting
results.

Griffiths and Campbell (1990) investigated ther-
mal starting plumes by injecting hot glucose syrup
with a temperature excess AT} into a cooler reser-
voir of the same fluid at a constant volumetric rate O.
They proposed that the volume / of the plume head
evolves as

drv 2
5= O+ Clrgad T v) PP 23]

where v, is the viscosity of the cold ambient fluid
and C, i1s an empirical entrainment constant. For
large times the second (entrainment) term in [23] is
dominant, implying

3/2
V= (%) Bl [24]
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where 8= (agATyQ /vm)**. The corresponding
velocity of the head, calculated from Stokes’s law
for a relatively inviscid drop, is

2/3
W=l (%) ¢, B(ke)'* [25]

On the basis of experiments with thermals, Griftiths
and Campbell (1990) state that 1 < C, <4. Equation
[24] describes well the experimental data for inter-
mediate times, although at larger times the cap
growth rate becomes lower than predicted and is
better described by the law /'~ #/? [20] for an iso-
lated thermal (Figure 44).

Experiments on plumes produced by localized
heating without fluid injection (Moses ez al., 1993;
Coulliette and Loper, 1995; Kaminski and Jaupart,
2003; Vatteville, 2004) show a different behavior:
the velocity of the head increases rapidly for a
short time and then attains a nearly constant
value Wim To explain  this, Coulliette and
Loper (1995) proposed a modified version of the
Griffiths  and  Campbell (1990) model that
accounted for incomplete entrainment of the hot
thermal boundary layer surrounding the head.
However, the resulting theory involves empirical
constants whose values vary by factors of 2-5
among experiments. A possible cause of the diffi-
culty may be the theory’s neglect of the flux
required to build the lengthening stem, which is
important for compositional plumes (Whitehead
and Luther, 1975; Olson and Singer, 1985).

Figure 44 Volume of a starting plume as a function of
time. The circles represent the experimental data points
from Griffiths and Campbell (1990). In dashed lines, the t'3
law for a growing Stokes sphere (Whitehead and Luther
1975), the t%# growth model of Griffiths and Campbell
(1990), and the t*2 law due to the conductive growth of the
plume cap.

7.03.8.3 Interaction of Plumes with a
Large-Scale Flow

Because deep-seated plumes must traverse the con-
vecting mantle on their way to the surface, it is
important to investigate how they interact with an
ambient large-scale flow. This interaction was first
studied by Skilbeck and Whitehead (1978), who
injected compositionally buoyant fluid into a shear
flow generated by rotating the top surface of a tank
containing another fluid. As the rising plume head 1s
swept horizontally away from the source, the trailing
conduit is tilted untl it becomes gravitationally
unstable at a tilt angle ~30° from the vertical. The
instability forms new, smaller cavity plumes whose
spacing is independent of the volume flux O
(Whitehead, 1982). Olson and Singer (1985) per-
formed similar experiments by towing the source at
constant speed U at the bottom of a tank of motion-
less fluid. The characteristic spacing v and volume /
of the new cavity plumes generated by the instability
were found to scale as A= IZ(Z/WU/g*)]/2 and
V=12(v,/g" U)I/ZQ, respectively, although these
relationships break down for small (<0.3) and large
(>10) values of the dimensionless parameter (¢"Q/
v UP)'/2. Skilbeck and Whitehead (1978) suggested
that this instability might account for the discrete
character of volcanic island chains.

Richards and Griffiths (1988) studied experimen-
tally the interaction between a compositionally
buoyant plume conduit and a large-scale shear flow,
for low conduit tilt angles at which the instability
documented by Skilbeck and Whitehead (1978) does
not occur. They showed that the conduit’s shape can
be calculated by describing its motion as a vector sum
of the shear velocity and a modified vertical Stokes
velocity v for individual conduit elements. For a
simple linear shear flow, the resulting steady-state
shape is a parabola. In response to a sudden change
in the shear flow, the lateral position x(z) of such a
conduit adjusts to a new steady-state position in a
tme z/v, where z is the height. Griffiths and
Richards (1989) applied this theory to Hawaii, con-
cluding that the sharpness of the bend in the
Hawaiian—Emperor chain at 43 Ma implies that the
deflection of the Hawaiian plume before the change
in plate motion was <200 km.

Kerr and Mériaux (2004) carried out a compre-
study of thermal plumes
ascending in a shear flow in a fluid with tempera-

hensive laboratory

ture-dependent viscosity. Plumes were observed to
rise initially with a constant velocity that is
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independent of the centerline viscosity v,
Subsequently, the ambient shear tlts the plume con-
duits, and in some cases significant cross-stream
circulation and entrainment is seen. However, the
tilted conduits never develop Rayleigh—Taylor-
type gravitational instabilities of the kind observed
on tilted compositional conduits, perhaps because
thermal diffusion is fast enough to suppress their

growth (Richards and Griffiths, 1988).

7.03.8.4 Plume-Lithosphere Interactions

Because the interaction of plumes with the litho-
sphere is responsible for most of the geochemical
and geophysical signatures observed at hot spots,
the dynamics of this process has been the focus of
numerous experimental studies. The more general
case of the interaction of plumes with density and/
or viscosity boundaries within the mantle will be
treated together with two-layer convection in
Section 7.03.9.

7.03.8.4.1 Interaction with a stagnant
lithosphere

To understand the formation of bathymetric swells
by plumes, Olson and Nam (1986) performed labora-
tory experiments on the deformation of an initially
spherical drop of buoyant low-viscosity fluid rising
toward a high-viscosity boundary layer at the cooled
free surface of a fluid with strongly temperature-
dependent viscosity. They measured the amplitude
of the surface topography as a function of time using
a proximity probe (Section 7.03.3.5; Figure 17), and
found that the typical evolution comprises a phase of
rapid uplift followed by slower subsidence that cor-
responds to stagnation and lateral spreading of the
drop below the cold boundary layer. The maximum
swell height increased with the drop volume, but
decreased with increasing lithosphere thickness.
Griffiths er a4l (1989) confirmed these results using
holographic interferometry (Figure 17), and
extended the study to larger viscosity and buoyancy
contrasts between the lithosphere and the underlying
mantle. They found the maximum swell height to be
independent of the viscosity contrast, but a decreas-
ing function of the density contrast.

Using experiments performed under isothermal
conditions, Griffiths and Campbell (1991) deter-
mined scaling laws for the radius of a drop
spreading beneath a solid plate and the thickness of
the ‘squeeze film’ above the drop as functions of time.
They observed that the gravitationally unstable

interface between the drop and the squeeze film
eventually broke up via a Rayleigh—Taylor instabil-
ity with a complex lateral planform dominated by
short-wavelength (~drop thickness) upwellings and
downwellings.

Olson er al. (1988) studied the penetration of man-
tle plumes through colder and more viscous
lithosphere, whereas Jurine ez /. (2005) investigated
how thermal plumes deform and penetrate a compo-
sitionally distinct lithosphere. The amplitude and
shape of the penetration was found to depend mostly
on the ratio Bbetween the compositional and thermal
density contrasts (buoyancy number; see Section
7.03.9), while the timescale of the interface displace-
ment is governed primarily by the viscosity contrast.
When applied to the continental lithosphere, the
experimentally derived scaling laws show that
plume penetration through Archean lithosphere
requires thermal anomalies larger than 300 K, corre-
sponding to buoyancy fluxes in excess of those
determined today for the Hawaiian plume. But
because the experimental plumes are observed to
interact differently with lithospheres of different
ages and/or compositions, no single ‘typical’ plume
signature can be identified.

7.03.8.4.2 Interaction with a moving or
rifting lithosphere

While the interaction of a plume with a stationary
lithosphere is relatively easy to study in the labora-
tory, analog modeling of a moving lithosphere poses
serious challenges, including the difficulty of control-
ling the temperature on the moving boundary and
the unwanted influence of the return flow the bound-
ary motion induces (see Section 7.03.7). Here two
cases must be distinguished: interaction of the
plume with an intact lithosphere moving at constant
speed relative to it (‘plume—plate interaction’ or PPI),
and interaction of the plume with a rifting litho-
sphere representing a mid-ocean ridge (‘plume—
ridge interaction’ or PRI). To date there exist no
experimental studies of PPI, which has been investi-
gated solely with analytical and numerical methods
(e.g, Olson, 1990; Ribe and Christensen, 1994, 1999).
By contrast, PRI has been successfully modeled in
the laboratory.

The first case to be studied was that of a ‘ridge-
centered’ plume rising directly beneath a spreading
ridge, Iceland being the main natural example.
Feighner and Richards (1995) investigated this case
by injecting compositionally buoyant fluid from a
pipe beneath the boundary between two diverging
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mylar sheets at the top of a tank of corn syrup. They
observed that the buoyant fluid spreads beneath the
mylar sheets to form a thin layer with a steady ‘bow-
tie’ shape in mapview. They found that the width of
the layer along the ridge scales as (Q/U)'/? where Q
is the volumetric injection rate and U is the half-
spreading rate, in agreement with the predictions of
numerical models based on lubrication theory (Ribe
et al, 1995) and the tracking of chemically buoyant
tracer particles (Feighner er 4/, 1995.) This work was
extended by Kincaid ez 4. (1995) to the interaction of
a thermal plume with a mylar-sheet spreading ridge
located at some distance from it. The mantle was
modeled using a concentrated sucrose solution, pro-
ducing a highly viscous upper boundary layer (the
‘lithosphere’) that cooled and thickened as it moved
away from the ridge. Kincaid ez 4l (1995) observed
that the plume material can be guided toward the
ridge along the sloping base of the lithosphere,
confirming the suggestion of Schilling (1991) that
an off-axis plume may communicate thermally and
chemically with a spreading ridge.

7.03.9 Inhomogeneous Fluids: Mixing
and Thermochemical Convection

These studies have arisen from two fundamental
questions in mantle dynamics:

1. How can the dispersion observed in geochem-
ical data be interpreted in dynamical terms? Since
geochemical isotopic signatures modify neither the
density nor the physical properties (rheology, ther-
mal expansion, and thermal diffusion) of mantle
materials, they constitute passive tracers of mantle
flow (e.g, Allegre, 1987). The question therefore
relates to the more general problem of convective
mixing of passive tracers.

2. What is the convective pattern in the mantle?
Can mantle convection be stratified? There are
numerous sources of compositional heterogeneities
in the mantle, such as slab remnants (e.g., Olson and
Kincaid, 1991; Christensen and Hofmann, 1994),
delaminated continental material, relics of a primi-
tive mantle (Gurnis and Davies, 1986; Tackley, 1998;
Kellogg et al, 1999) enriched, for example, in iron
(Javoy 1999), or chemical reactions with or infiltra-
tion from the core (e.g., Hansen and Yuen, 1988). So,
how does a density heterogeneity interact with ther-
mal convection?

Both questions involve time-dependent 3-D phe-
nomena occuring on a wide range of spatial scales,
abrupt gradients of physical properties (e.g., density
and viscosity), and intricate physical phenomena
(stirring, entrainment) for which even the equations
remain to be found. Laboratory experiments have
therefore proved to be a good tool to tackle these
problems. A more complete review of mixing in the
mantle 1s given by Tackley in Chapter 7.10.

7.03.9.1 Mixing of Passive Tracers

An impurity is said to be a passive tracer when it does
not modify the flow field transporting it. This condi-
tion requires the impurity either to be neutrally
buoyant, or to have a characteristic length scale
very small compared to that of the flow. Mixing of
an impurity involves two phenomena: (1) stirring,
that is, stretching and folding of the heterogeneity
until its length scale becomes small enough for che-
mical diffusion to act, followed by (2) diffusive
erasure of the heteregeneity (e.g, Reynolds, 1894;
Nagata, 1975; Ottino, 1989). Given the small values
of chemical diffusion coefficients in the mantle (typi-
cally 107" em?s™"; Hofmann and Hart, 1978), the
latter process will act only over a few centimeters on
geological timescales. Stirring is therefore the process
of greater interest for geodynamics (see Chapters 7.02
and 7.10).

Our current understanding of mixing has signifi-
cantly improved in the last 20 years, due to the
establishment of a clear connection between chaos
and stirring (e.g.,, Aref, 1984). Essental to this break-
through were careful laboratory experiments in
prototypical flows, first in 2-D, time periodic flows
(e.g, Ottino er al, 1988) then in 3-D flows (e.g,
Fountain ez 4/, 1998). In particular, studies in simple
periodic 2-D flows have helped visualize chaos
(Figure 45): unmixed regions translate, stretch, and
contract periodically, and represent the primary
obstacle to efficient mixing. Particle trajectories in
chaotic regions separate exponentially in time, and
material filaments are continuously stretched and
folded by means of horseshoes. The details seen in
Figure 45 would have been impossible to see in
computer simulations since numerical diffusion is
greater than the molecular diffusion in the fluid
experiments. However, a special effort has been
made in mixing studies to couple to the extent pos-
sible simple lab experiments and numerical
simulations of the same flow, since the latter give
much more ready access to the velocity field and
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Figure 45 Mixing produced by discontinuous cavity flow.
The top wall moves from left to right for half a period and
then stops, then the bottom wall moves from right to left and
stops, and so on. Visualization is provided by a fluorescent
tracer dissolved in glycerine excited by a longwave
ultraviolet light of 365 nm. Folding and an island of unmixed
material are clearly seen. From Ottino JM, Leong CW,
Rising H, and Swanson PD (1988) Morphological structures
produced by mixing in chaotic flows. Nature 333: 419-426.

other quantities such as the time-dependent stretch-
ing field. Recent theoretical work has provided a
solid connection between maxima of the stretching
field and invariant manifolds of the flow (Haller and
Yang, 2000; Haller, 2001). In a flow which can be
described analytically, the comparison between com-
putations of stretching and dye visualization shows
that the dye spreads over regions that have experi-
enced large stretching. The use of high-resolution
PIV technique in laboratory experiments now allows
us to calculate the 7% situ stretching field (e.g., Voth
et al., 2002). This gives a powerful new insight into
the geometrical structure which underlies mixing,
even for nonanalytical flow field.

The more specific study of mixing by thermal
convection in the laboratory has been confined to
2-D and weakly 3-D patterns. Solomon and Gollub
(1988a, 1988b) studied the passive transport of
methylene blue and latex spheres by steady 2-D
Rayleigh—Benard convection. The convective flow
was monitored by laser Doppler velocimetry and
the transport by optical absorption techniques. The
transport in this system is determined by the inter-
play between advection of tracer particles along the
streamlines within convection rolls and diffusion of
these particles between adjacent rolls. They found
that the transport on long space and timescales could
be modeled as a diffusive process with an effective

Figure 46 Transport of uranine dye along an array of
convection cells oscillating with a amplitude of 0.12. Time
(from the top): 1, 2, 3, 4, 10 oscillations. From Solomon TH,
Tomas S and Warner (1996) The Role of Lobes in Chaotic
Mixing of Miscible and Immiscible Impurities. Physical
Review Letters 77: 2682-2685.

diffusion coefficient D"~ DPe'/* = D(Wd/mD)"?,
where D is the molecular diffusion, I the character-
istic velocity of the flow, and Pe the Peclet number.
When the 2-D convection is time periodic, the local
effective diffusion coefficient becomes independent
of the molecular diffusion but depends linearly on
the local amplitude of the roll oscillation. The basic
mechanism of transport is chaotic advection in the
vicinity of oscillating roll boundaries (Solomon and
Gollub, 1988b). Solomon ez /. (1996) verified that D*
is related to the areas of the lobes which are carrying
tracers between two cells (Figure 46). For weakly
time-dependent and 3-D flows, Solomon and Mezic
(2003) observed completely uniform mixing when
the pattern oscillation period was close to typical
circulation times, as predicted by ‘singularity-diffu-
sion’ theory.

7.03.9.2 Convection in an Initially
Stratified Fluid

The most commonly studied situation comprises two
superposed fluid layers of different composition,
density, and viscosity (Figure 47) across which a
temperature difference AT'is applied. Since convec-
tion occurs in the Earth’s mantle on large scales
(>>1km), and surface tension acts on millimeter
scales, we shall confine our review to the case of
two miscible fluids. When the viscosity depends on
temperature, v, and 14 are taken to be the values at
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Ttop

"dy Pd= P+ Ap

Toot= Ttop +AT

Figure 47 Sketch of two-layer convection. The denser
layer is initially at the bottom.

the mean temperature of each layer. In cases where
the thermal expansion coefficient also depends on
temperature (Le Bars and Davaille, 2004a, 2004b), it
is taken to be the value at the temperature of the
layer interface. Accordingly, the system dynamics are
characterized by five dimensionless numbers:

® the Rayleigh number, Ra(H,AT) defined using
eqn [1] with v =max(vq, Vy);

the Prandtl number Pr=v/k;

the viscosity ratio v,

the depth ratio 2 = by/H; and

the buoyancy ratio, B = Apy/paAT, ratio of the
stabilizing chemical density anomaly

Ap to the destabilizing thermal density anomaly.

7.03.9.2.1 Regime diagrams
Early work used linear stability analysis to investi-
gate the stability of various two-layer systems as a

(@ |

Whole layer

Ra,

Stratified

function of Rayleigh number and density contrast
(Richter and Johnson, 1974; Busse, 1981; Sotin and
Parmentier, 1989). The presence of a deformable
interface offers the possibility of Hopf bifurcations:
since it introduces an additional degree of freedom,
overstability can occur in the form of oscillatory
interfacial instability (Richter and Johnson, 1974;
Renardy and Joseph, 1985; Renardy and Renardy,
1985; Rasenat er al, 1989; Le Bars and Davaille,
2002; Jaupart er al, 2007). This overstable mode was
observed experimentally for the first time by Le Bars
and Davaille (2002) (Figure 48). At first, numerical
studies of two-layer convection at finite amplitude
have typically focused on the mechanism of coupling
(thermal vs. mechanical) between the layers, often
treating the interface as impermeable (e.g., Richter
and McKenzie, 1981; Kenyon and Turcotte, 1983;
Christensen and Yuen, 1984; Cserepes and
Rabinowicz, 1985; Boss and Sacks, 1986; Cserepes
er al, 1988). For a long time, the highly nonlinear
convective regimes associated with high Rayleigh
numbers or entrainment at the interface were acces-
sible only to laboratory experiments.

Using aqueous glycerol solutions, Richter and
McKenzie (1981) showed that two-layer convection
is stable when the ratio of chemical to thermal buoy-
ancy B exceeds unity, but they did not address the
issue of partial mixing. Olson (1984) used aqueous
sugar solutions to study two-layer convection in the
penetrative regime B~ 1 when the viscosity ratio
between the two layers is lower than 10. His results

(b)

Overturning

Rayleigh number

Ra,

No convection

Overstable

Buoyancy number

Y

Figure 48 (a) Marginal stability curves separating the different convective regimes. The curves here were calculated for
the case y=6.7 and a=0.5, where Rap =5430, Ra. = 38227 and B, =0.302. For B < B, the whole-layer regime develops
under the form of (b) overturn for  around 1 and/or low B (here B =0.048; Ra=6.7 x 10% a=0.44; v =1.1), or (c) traveling
waves at low Rayleigh number (here B = 0.20; Ra = 1.8 x 10* a = 0.5; v = 6.7). From Le Bars M and Davaille A (2002) Stability
of thermal convection in two superimposed miscible viscous fluids. Journal of Fluid Mechanics 471: 339-363.
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established that entrainment at low Reynolds number
can indeed occur, and that viscous stresses can sub-
mixing
mechanism. Nataf er 4/ (1988) demonstrated that
the mechanism of coupling between immiscible
fluid layers depends on conditions at the interface
(e.g, surface tension and impurities), and that the
oscillatory interfacial mode is stabilized by surface

stitute for inertial instabilities as a

tension, as predicted by theory.

Numerous studies now exist on the subject and
the domain of parameters investigated is therefore
large, with 10°<Ra<10°, 107°<y<6x 10,
0.05<2<0.95, 0.04 <B<10. The experiments have
been run with constant viscosity (e.g, aqueous
Natrosol solutions) or temperature-dependent visc-
osity fluids, (e.g,, sugar or corn syrups) and with
constant or temperature-dependent thermal expan-
sion. The different regimes observed in laboratory
experiments (Richter and McKenzie, 1981; Olson,
1984; Olson and Kincaid, 1991; Davaille, 1999a,
1999b; Davaille er al, 2002; Le Bars and Davaille,
2002, 2004a; Jellinek and Manga, 2002, 2004;
Cottrell er al., 2004; Jaupart ez al., 2007), but also in
numerical simulations (Schmeling, 1988; Tackley,
1998, 2002; Kellogg er al, 1999; Montague and
Kellogg, 2000; Hansen and Yuen, 2000; Samuel and
Farnetani, 2002; McNamara and Zhong, 2004) are
shown in Figure 49 and Table 1 and described in
more detail below.

For B<0.03, chemical density heterogeneities are
negligible and the system behaves as a single homo-
geneous fluid (Figure 49(a)). For larger values of B
and Ra>10°, two scales of convection coexist: com-
positionally homogeneous thermal plumes generated
at the outer boundaries, and large-scale thermoche-
mical instabilities that involve both fluids.

Whole-layer regime and unstable doming. When B 1s
less than a critical value B.~ 0.4 (the exact value
depending on the viscosity and depth ratios; Le Bars
and Davaille, 2002; Jaupart ez 4/, 2007), the stable
compositional stratification can be overcome by
thermal buoyancy. The interface between the layers
then becomes unstable, and convection occurs over
the whole depth. An important characteristic of the
interfacial instability is the ‘spouting’ direction
(Whitehead and Luther, 1975), defined as the direc-
ton (up or down) in which finite-amplitude
perturbations grow superexponentially to form
dome-like structures (Figures 49(e) and 49(f)).
The theory of the Rayleigh—Taylor instability
shows that spouting occurs in the direction of the

layer with the lower ‘resistance’ (Ribe, 1998). Thus,
the lower layer will spout into the upper one only if

H

by <—1 FINETE

[26]

otherwise, spouting is downward (Le Bars and
Davaille, 2004a). Condition [26] implies, for exam-
ple, that a less viscous layer will spout into a more
viscous overlying mantle only if the former is much
thinner. As for the case of purely compositional
plumes (Figures 5 and 18), the morphology of ther-
mochemical instabilities depends on the viscosity
ratio 7. Suppose for definiteness that [26] is satisfied,
so that spouting is upward. Then when the lower
layer is more viscous (7> 1), large cylindrical diapirs
form (Figure 49(f)), and secondary plumes can
develop above them in the upper layer (Davaille,
1999b). When <1, by contrast, purely thermal
instabilities first develop within the lower layer, and
then merge to form large cavity plume heads
(Figure 49(e)). In both cases, if the lower layer is
thin, the plumes empty it before they reach the upper
boundary, and become disconnected from the lower
boundary as in the purely thermal case (Figure 26).
If the layer is thicker and/or 0.2 < B< B,, the plumes
reach the upper boundary before disconnecting from
the lower (Figure 49(e)). They then begin to cool
and lose their thermal buoyancy, and eventually col-
lapse back to the bottom, whereupon the cycle begins
again. When y>5 or 7<0.2, each layer retains its
identity over several pulsations. Since thermal buoy-
ancy must overcome the stable compositional
stratification before driving convection, the tempera-
ture anomaly @ carried by thermochemical
instabilities is the slave of the compositional field
(Le Bars and Davaille, 2004a) and is

A
0 = (0.98 £ 0.12) apx

[27]

Moreover, the diameter, wavelength, velocity, and
cyclicity of the domes are mainly controlled by the
more viscous upper layer since it retards motion over
the whole depth (e.g, Whitehead and Luther, 1975;
Olson and Singer, 1985; Herrick and Parmentier,
1994).

Stratified regime: anchored hot spots, bumps, ridges, and
piles. For B> B, thermal buoyancy cannot overcome
the stable compositional stratification. Convection
remains stratified, and a TBL forms at the interface
from which long-lived thermochemical plumes are
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Figure 49 Regimes of thermochemical convection as a function of Rayleigh number and buoyancy number. Parts (a)—(h)
are explained in details in Table 1, and in the text. Black circles: whole-layer convection (open circles for experiments close to
marginal stability.), ‘+’: stratified convection and anchored plumes with a deformed interface (light shaded area.), ‘x’:

oy,

stratified convection with a flat interface, **’: stratified convection and anchored plumes with a non-convecting thinner layer.
Laboratory experiments are shown in red (Richter and McKenzie, 1981); dark blue (Olson and Kincaid, 1991); yellow (Jellineck
and Manga, 2004); and black (Davaille, 1999a, 1999b; Davaille et al., 2002; Le Bars and Davaille, 2002, 2004a). Numerical

calculations are shown in gray (Schmeling, 1988), light blue (Tackley, 1998, 2002), brown (Kellogg et al., 1999; Montague and
Kellogg, 2000), purple (Hansen and Yuen, 2000), green (Samuel and Farnetani, 2002), and pink (McNamara and Zhong, 2004).

generated (Figure 49(d)). These plumes do not have
a well-defined head, and the thermal anomaly they
carry is weak, proportional to the temperature differ-
ence across the unstable part of the TBL above the

interface  (Christensen, 1984; Farnetani, 1997,
Tackley, 1998). They entrain a thin filament (at
most 5% of the total plume volume) of the denser
bottom layer by viscous coupling and locally deform



Table 1 Convective regime and upwellings morphology as a function of B, viscosity ratio v, layer depth ratio a, and internal Rayleigh number of the denser bottom layer Ray

B Regime ¥ =na/Mm Ray a=hy/H Upwellings morphology Figure
<0.03 1-layer Thermal plumes 49a
0.03<B<B.~0.4 | Whole Active domes and passive ridges
layer
<Ra.~ 1000 Passive ridges = return flow to downwellings 49c
<1 >Ra, a<ac Active hot upwellings
ac.=1/ » Cavity plumes (or ‘mega-plumes’) through collection of small thermal 49e
A+~ instabilities
« detach from hot bottom boundary (HBB) 499
>Ra. a>ag Passive ridges 49¢
« return flow to cold more viscous downwellings
>1 >Ra. « Active hot diapirs 49f
detach from HBB if a<0.3 and B<0.2 499
continuous fingers from HBB otherwise 49h
« Secondary plumes on top of domes
1/5<~v<5 Overturning = immediate stirring after first instabilities
v<1/5or Pulsations = two layers retain their identity for several doming cycles 49f + 49h
v>5
—B. 2-layers « Stratified convection above and below interface 49b—d
« Anchored hot thermochemical plumes arise from TBL at the interface. 49d
B>1 Nearly flat interface
B.<B<1 Dynamic topography, does not reach the upper boundary 49b-c
<1 Passive ridges (2D) or piles (3D) formed in response to cold viscous 49c
downwellings
>1 <Ra. Passive ridges (2D) or piles (3D) 49c
Ra.<Rag<10* Upwelling ridges 49b
>10* Upwelling domes, or superplumes 49b

For depth- or temperature-dependent properties, the viscosities are taken at the averaged temperature of each layer, and « is taken at the interface. We focus on high global Ra (>106).
Note that if Raq < Rac, the denser layer cannot convect on his own.
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the interface into cusps (Figure 49(d); Davaille,
1999b; Jellinek and Manga, 2002, 2004). The inter-
facial topography and temperature anomaly serves in
turn to anchor the plumes (Davaille 1999a, 1999b;
Namiki and Kurita, 1999; Davaille er al, 2002,
Jellinek and Manga, 2002, 2004; Matsumo er al.,
2006), which persist until the chemical stratification
disappears through entrainment.

When B.< B< 1, thermal buoyancy is sufficient to
maintain local thermochemical ‘bumps’ on the inter-
face (Figures 49(b) and 49(c)), whose maximum
height increases with increasing Rz and decreasing
B (Le Bars and Davaille, 2004a; McNamara and
Zhong, 2004; Cottrell er al, 2004; Jaupart er al,
2007). If the lower layer is thin enough, it can break
up and form stable ‘ridges’ and ‘piles’ (Hansen and
Yuen, 1988; Tackley 1998, 2002; Table 1). The max-
imum height of the thermochemical bumps is the
height of ‘neutral’ buoyancy, where local composi-
tional buoyancy is just balanced by local thermal
buoyancy (LeBars and Davaille, 2004a; Kumagai
et al., 2007). Upon reaching this level, the dome can,
depending on its internal Rayleigh number, either
stagnate or collapse. This generates very complicated
morphologies (Figure 50).

Relevance of the experiments to the deep mantle: pressure
dependence of B. The laboratory experiments span well
the parameter space of the mantle, except in one
respect: the depth dependence of the physical prop-
erties. This can be a problem since in the mantle, B
could vary with pressure (see Chapter 2.06), hence-
forth depth, because of two effects: (1) the thermal
expansion coefficient « varies with depth (e.g,

Figure 50 ‘Failing’ dome: A thermochemical dome was
generated on a flat heater with a constant power. Initially the
orange denser material was in a thin layer at the bottom of
the tank. The green lines are the isotherms. Courtesy of
Ichiro Kumagai and Kei Kurita.

Tackley, 1998, Montague and Kellogg, 2000;
Hansen and Yuen, 2000), and/or (2) the density con-
trast of compositional origin Apy varies with depth
since the two materials have different compressibil-
ities (Tan and Gurnis, 2005; Samuel and Bercovici,
2006).

1. The interface stability is determined by the
ability of the thermal density contrast across the
interface to overcome the compositional density con-
trast. The former should therefore be calculated
using the value of « at the interface depth, and we
do not expect B, to vary significantly (see discussion
in LeBars and Davaille (2004a)). This is indeed con-
firmed by Figure 48, where both the numerical
simulation results using a depth-dependent o and
laboratory experiments collapse on the same dia-
gram. In the mantle, & decreases with increasing
depth (see Chapter 2.06), which, for a given composi-
tional density contrast, has two effects on
thermochemical convection. First, the regime of a
given two-layer system will change with the location
of the interface (Davaille, 1999b), from doming in the
mid-mantle to stratified just above the CMB. Second,
any dome starting deep in the mantle will gain buoy-
ancy as it rises, which might enhance its velocity
(LeBars and Davaille, 2004b).

2. Now, Si-enriched (ie., denser) compositions
would also induce a lower compressibility of the
dense anomaly compared to the surrounding mantle,
implying an increase of the compositional density
excess with decreasing depth (Samuel and
Bercovici, 2006; Tan and Gurnis, 2005). Therefore,
although Si-enriched thermochemical domes could
fully develop and rise toward the surface if B<B.
initially, upon reaching the level of neutral buoyancy
they would stagnate and spread under it. If this level
is significantly higher than the initial interface, large
and well-formed plume heads could therefore stag-
nate at various depths of the lower mantle (Samuel
and Bercovici, 2006). If the neutral buoyancy level is
around the initial interface depth, tabular less viscous
piles with steep vertical walls could form (Tan and
Gurnis, 2005). This 1s the only way to generate less
viscous active ridges or piles.

Stability of the continental lithosphere. Combining stabi-
lity analysis and experiments, Cottrell ez al. (2004)
and Jaupart ez /. (2007) studied the stability of the
cooling continental lithosphere (see Chapters 7.07 and
6.05), a thin, compositionally lighter, but also more
viscous, layer on top of an (quasi)-infinite mantle. For
this combination of transient cooling from above,
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small depth ratio # and large viscosity ratio 7, two
types of oscillatory instabilities are obtained, depend-
ing on the value of B (Jaupart er 4/, 2007). In
particular, for 0.275 < B<~0.5, oscillations are ver-
tical and the lithosphere could grow by entrainment
of chemically denser material from the astheno-
sphere. These studies further suggest that the
lithosphere could have developed in a state near
that of instability with different thicknesses depend-
ing on its intrinsic buoyancy.

Diversity of mantle upwellings. As described by Ito
and van Keken in Chapter 7.09, hot spots and mantle
upwellings present a large range of different signa-
tures, which are difficult to reconcile with one single
origin: there are probably different kinds of hot spots
and upwellings in the mantle. According to Table 1
and Figure 49, this diversity could be explained
by the coexistence of the different regimes of
thermochemical convection in a compositionally het-
erogeneous mantle which convects today primarily
on one layer (e.g, Davaille, 1999; Davaille er i,
2005). According to Section 7.03.7.3, these thermo-
chemical upwellings would develop primarily away
from downwellings (e.g., Gonnermann ez al, 2004;
McNamara and Zhong, 2004), that is, in two mantle
‘boxes’ separated by the circum-Pacific subduction
zones (e.g., Davaille er al, 2002; McNamara and
Zhong, 2005).

Then, long-lived hot spots could be due to
plumes anchored on the topography of a dense
(B>0.5) basal layer, which could also develop piles
and ridges. Scaling laws based on laboratory experi-
ments (Davaille, 1999a, 1999b; Davaille ez 4/, 2002;
Jellinek and Manga, 2004) suggest that plumes
anchored in D” could develop for Apy>0.6%, and
that they could survive hundreds of millions of
years, depending on the spatial extent and magni-
tude of the anchoring chemical heterogeneity
(Davaille er al, 2002; Gonnermann et al, 2002;
Jellinek and Manga, 2002, 2004). Such plumes
could therefore produce much longer-lived hot
spots than the transient plumes observed experi-
mentally in isochemical convection (Figure 27).
However, plume and piles longevity does not neces-
sarily imply spatial fixity: plumes and their anchors
could be advected by large-scale flow associated
with strong downwellings such as subducting plates
(Tan er al, 2002; Davaille e al, 2002; McNamara
and Zhong, 2004).

On the other hand, ‘superswells’, hot spot clusters
and large seismic slow anomalies in the deep
mantle could be due to doming of a compositionally

denser layer with B<0.5. Then, according to [27],
thermochemical instabilities with temperature anoma-
lies 300-500K could be produced at the base of the
mantle by compositional density heterogeneities of
0.3-0.6%. If viscosity depends only on temperature,
the instabilities would then be 10-3000 times less
viscous than the bulk mantle, and should therefore
have the form of cavity plumes. According to [26],
the thickness of the dense less viscous layer from
which they come must be less than 200700 km. The
scaling laws of Le Bars and Davaille (2004a, 2004b)
predict velocities ~5-20cmyr ', radius ~500—
1000 km, spacing ~2000-3500km, and cyclicity
~100-200 My for cavity plumes at the base of the
mantle. Moreover, heat flux could vary by as much
as 200% both laterally and spatially on those same
time and length scales (Davaille er 4/, 2003; Namiki
and Kurita, 2003; Le Bars and Davaille, 2004b). Note
that the spacing predicted being much smaller than
the typical size of a mantle ‘box’, several instabilities
should be observed in each box.

One fundamental question now remains: how
might the large-scale circulation created by plate
tectonics influence the different regims described
above, and especially their time dependence? Can
cyclic doming be maintained in such a flow?
Experiments including plate-scale motions are now
needed.

7.03.9.2.2 Entrainment and mixing

Entrainment from an interface. Olson’s experiments
(1984) on two-layer convection established that
entrainment at low Reynolds number can indeed
occur, and that viscous stresses can substitute for
inertial instabilities as a mixing mechanism. The
entrainment occurs in two steps: first, the thermal
heterogeneities at the interface induce circulations
in the two layers; then the viscous drag due to those
convective motions becomes sufficient to overcome
the negative buoyancy forces due to the stable che-
mical density gradient, and thin tendrils of material
are entrained (Figure 51(a); Sleep, 1988; Lister,
1989). The entrainment rate and the filament thick-
ness depend on the intensity of convection, its
geometry, the viscosity ratio, and the buoyancy
ratio: the more stable the fluid, the harder it is to
entrain. A significant entrainment corresponds also to
a cusp height greater than a critical value comparable
to the thickness of the thermal boundary layer above
the interface (Jellinek and Manga, 2004). Scaling laws
have been derived (Davaille 1999a, 1999b; Davaille



144 Laboratory Studies of Mantle Convection

(@  Thermal
conduit

I

Denser core
of the plume

—
O
-~

100k ]
s ]
0 \ \
o
g
B 107¢ ]
: '
[}
£
[
s
€ 1021 7
1) N E

1 1ol 11l 11l 1ol 11l

102 102 107" 10°  10° 102
B

Figure 51 (a) Sketch of a thermochemical plume. (b)
Volumetric entrainment rate of a thermochemical plume
divided by the convective scale as a function of g/B. The
circles represent the experimental measurements, while the
solid line stands for the theoretical scaling. The shaded area
shows the domain where salt diffusion becomes important.
From Davaille A, Girard F, and Le Bars M (2002) How to
anchor plumes in a convecting mantle? Earth and Planetary
Science Letters 203: 62-634.

et al., 2002; Jellinek and Manga, 2002, 2004) which
explain the data well (e.g., Figure 51(c)).

Stirring. 'The mixing pattern in thermochemical
convection (Figure 52) is very complex, and stll
poorly characterized since convection creates com-
positional heterogeneities with two different typical
sizes and topologies: (1) thin filaments generated by
mechanical entrainment across the interface, leading
to the development of ‘marble cake’ structures in
both reservoirs, even though they can remain dyna-
mically separated for a long time and (2) domes, and
blobs encapsulated within them, are generated by
instabilities.

Experimental limitation: species diffusion. The geody-
namical irrelevance of surface tension effects requires
the use of miscible fluids in the laboratory. Therefore,

Figure 52 Entrainment in compositional plumes (a, b) and
thermochemical domes (c) by viscous coupling. (a) Low
viscosity ratio: stirring within the plume head follows a vortex
ring structure. (b) high viscosity ratio: stirring within the head
is chaotic. (c) Mixing pattern in whole layer thermochemical
convection. The lower layer, initially denser and more
viscous, is dyed with fluoresceine. The experimental tank is
illuminated by a laser sheet. After three cycles, the two layers
are still not mixed, but one can distinguish filaments and
blobs of dark, light fluid within the viscous domes. The thin
filaments were entrained by viscous coupling while the blobs
were encapsulated when the viscous dome collapsed upon
cooling. Since the blobs are lighter, they are bursting up
through the viscous fluid as Rayleigh-Taylor instabilities.
(B=0.30; Ra=2.7 x 10”;a=0.3; y = 175). (b) From Kumagai
| (2002) On the anatomy of mantle plumes: Effect of the
viscosity ratio on entrainment and stirring. Earth and
Planetary Science Letters 198: 211-224. (c) From Davalille A,
Le Bars M, and Carbonne C (2003) Thermal convection in a
heterogeneous mantle. Comptes Rendus De L Academie
Des Sciences Géosciences 335(1): 141-156.

chemical diffusion becomes a problem when the ratio
of chemical to thermal diffusivity (the Lewis number)
Le= D/ is too small. In the mantle, this ratio is >10”.
In the laboratory experiments reported here, it was
always greater than 1000. Even then, chemical diffu-
sion becomes important when convection is slow (cf.
Section 7.03.9.1), and the mechanism of entrainment
across the interface then switches to advection-
enhanced diffusion (see the discussion in Davaille
(1999a), and gray area in Figure 51(b)). Another pro-
blem arises when three-component solutions are used
(e.g, water + salt+ Natrosol) in which the two dis-
solved species (e.g, salt and Natrosol) do not diffuse
at the same speed. Then, if the more viscous layer is
initially the upper layer (e, the layer with no salt is
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the layer with the most Natrosol), salt-Natrosol fin-
gers develop, even before the onset of thermal
convection. This phenomenon, well known in thermo-
haline convection, changes drastically the physics and
the entrainment rate at the interface. This led Davaille
(1999a, 1999b) to discard those experiments. This
could also explain the results of Namiki (2003), who
observed, using Natrosol solutions, that the interfacial
entrainment rate when the more viscous layer was on
the top was different than when it was at the bottom.

7.03.9.3 Interaction of a Plume with a
Density and/or Viscosity Interface

This situation is of interest for the mantle since the
660-km depth seismic discontinuity corresponds to
the phase transition from the spinel phase at low
pressure to perovskite at higher pressure (see
Chapter 2.06). Although this endothermic phase tran-
sition probably cannot stratified mantle convection, it
1s sufficient to delay flow (see Chapters 7.02 and 7.05).
Moreover, the perovskite phase is also 3—100 times
stiffer than the upper mantle phases.

Laboratory experiments coupled to numerical
modelling have shown that a viscosity jump alone is
sufficient to modify the shape of an upwelling compo-
sitional plume, the head of which becomes elongated
as it crosses the discontinuity from the stffer lower
mantle to the less viscous upper mantle (Manga ez al,,
1993). For sufficently large viscosity contrast, the
plume head can even accelerate so much in the
upper mantle that it becomes disconnected from the
plume tail, which aggregates at the interface and forms
a second plume ‘head’ (Bercovici and Mahoney, 1994).
If the plume is compositionally heterogeneous, segre-
gation can occur at the interface and the two head
events then have different geochemical signatures
(Kumagai and Kurita, 2000). These phenomena
would explain well the emplacement timing and the
geochemical data at Ontong Java Plateau (Bercovici
and Mahoney, 1994; Kumagai and Kurita, 2000).

Kumagai ez al. (2007) extended the previous studies
to thermal plumes and investigated the interaction
between a lower-layer thermal plume and an inner
interface. The interaction mode depends on the local
buoyancy number (By: the ratio of the stabilizing
chemical buoyancy to the plume thermal buoyancy
at the interface), Ra, and . For B <0.6, the ‘pass-
through’ mode develops, whereby a large volume of
the lower material rises through the upper layer and
reaches the top surface, since the plume head has a
large thermal buoyancy compared to the stabilizing

density contrast between the two layers. When
B > 0.6, the ‘rebirth’ mode occurs, where the thermal
plume ponds and spreads under the chemical bound-
ary and secondary thermal plumes are generated from
the interface. Depending on the magnitude of By,
these plumes can entrain a significant amount of
lower-layer material upwards by viscous coupling.

7.03.10 Mid-Ocean Ridges and Wax
Tectonics

The study of ridges and accretion is challenging
because it involves processes which involves both
brittle fracture and ductile flow, which is quite diffi-
cult to study numerically. For example, current
numerical simulations still cannot reproduce the
coupled fluid—solid deformation processes responsi-
ble for microplates at mid-ocean ridges. On the other
hand, published results from a wax analog model
yielded the first observations of overlapping spread-
ing centers (OSCs), morphological precursors to
microplates, before their discovery on the seafloor
(Oldenburg and Brune, 1972). Two main questions
have been tackled with laboratory experiments: the
ability of a buoyant mantle upwelling to break the
crust, and the morphology of ridges.

7.03.10.1 Can a Buoyant Mantle Upwelling
Generate Sufficient Stress to Rupture a
Brittle Crust?

Using surface layers of various brittle and visco-elas-
tic materials, Ramberg and Sjostrom (1973) studied
whether a relatively stiff crustal layer could break in
tension above a buoyant diapir and become displaced
laterally in a manner simulating the breakup of
Pangea and the wandering continents. For better
visualization of the deformation, the material was
initially dyed in different colored layers. The model
was then centrifuged for several minutes at accelera-
tions up to 3000g All experiments show the breakup
of the brittle layer by the diapir head. However, the
material rheology was not sufficently well character-
ized to permit a quantitative study, or to investigate
the morphology of the ridges.

7.03.10.2 Morphology of Ridges

Ridge morphology has been studied using paraftin
wax as an analog mantle material: solid wax simulates
brittle mantle and molten material simulates the
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Figure 53 Experimental setup. The tank is heated from
below at constant temperature and cooled from above by a
constant flow of air. Before each run, a layer of wax is allowed
to grow on the surface until thermal equilibrium is reached.
Two skimmers embedded in the solid wax are attached to a
threaded rod which is driven by a stepping motor. The rift is
initiated with a straight cut through the wax, perpendicular to
the spreading direction. Divergence at this cut causes liquid
wax to rise into the rift and solidify. lllumination from below
permits to image the plate thickness at the rift from above
using a video camera. From Ragnarsson R, Ford JL,
Santangelo CD, and Bodenschatz E (1996) Rifts in spreading
wax layers. Physical Review Letters 76: 3456-9.

region that deforms as a viscous fluid (Oldenburg and
Brune, 1972, 1975; Ragnarsson ez al., 1996). The mol-
ten wax was frozen at the surface by a flow of cold air.
Then the solid crust was pulled apart with constant
velocity and a rift was formed separating the crust
into two solid plates (Figure 53). In this case, the
solid wax thickness increases as the square root of the
distance to the ridge (Oldenburg and Brune, 1975), in
agreement with theory (Parker and Oldenburg,
1973).

Oldenburg and Brune (1972) first observed that a
straight rift initally perpendicular to the pulling
direction evolved into a pattern consisting of straight
segments interrupted by faults orthogonal to the rift
and parallel to the pulling direction (Figure 54). The
ability of a wax to generate orthogonal transform
faults depends on the ratio of the shear strength of
its solid phase to the resistive stresses acting along the
transform fault: if the latter exceed the former, a
breakup of the solid near the transform fault wall
should occur (Oldenburg and Brune, 1975).

Figure 54 Transmission image of transform faults,
obtained in Shell Wax Callista 158 and with a spreading rate
of 78mms~ . Image size is 9 mm. From Bodenschatz E,
Gemelke N, Carr J, and Ragnarsson R (1997) Rifts in
spreading wax layers: An analogy to the mid-ocean rift
formation. Localization Phenomena and Dynamics of Brittle
and Granular Systems. Columbia University.

Ragnarsson er 4l (1996) and Bodenschatz er al.
(1997) studied the phase diagram in more detail,
investigating the rift structure as a function of the
pulling speed for two different waxes. The regime
diagram was found to depend critically on the rheol-
ogy of the wax:

1. In the first case (Shell Wax 120), the solid layer
could be divided in two regions because the paraffin
wax undergoes a solid—solid phase transition: a colder
phase, hard and brittle, where strain is mostly
accomodated by crack formation during extension;
and a warmer ductile phase, where strain is accomo-
dated primarily by viscous flow. This wax gave birth
to the different regimes shown in Figure 55
(Ragnarsson ez al., 1996), but the orthogonal trans-
form faults observed by Oldenburg and Brune (1972,
1975) were never observed. At slow spreading rates,
the rift, initially perpendicular to the spreading
direction, was stable (Figure 55(a)). Above a critical
spreading rate, a ‘spiky’ rift developed with fracture
zones almost parallel to the spreading direction
(Figure 55(b)). At yet higher spreading rates a sec-
ond transition from the spiky rift to a zigzag pattern
occurred (Figure 55(c)). With further increase of the
spreading rate the zigzags steepened (Figure 55(d)).
In Figure 55(a) and 55(b), the rift was frozen,
whereas in Figures 55(c) and 55(d), molten fluid
reached the surface. In the zigzag regime, the angle
of the interface with respect to the spreading direc-
tion can be described by a simple geometrical model,
since the problem is dominated by only two veloci-
ties, the externally given spreading rate (pulling
speed) and the internally selected maximal growth
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Figure 55 Different regimes as the spreading velocity
increases. From Ragnarsson R, Ford JL, Santangelo CD
and Bodenschatz E (1996) Rifts in spreading wax layers.
Physical Review Letters 76 3456-3459.

velocity of the solidifying fronts. When the spreading
rate exceeds the solidification speed, the interface has
to grow at an angle to keep up. The experimental
data on the angles agree well with this model.

2. In the second case (Shell Wax Callista 158), the
solid phase is more brittle (Bodenschtaz er al., 1997;
Oblath er al, 2004). Three distinct morphological
regimes were observed. At slow spreading rates, a
straight rift is stable and forms a topographic low.
At moderate rates, it becomes unstable and OSCs and
microplates form, evolve, and die on the ridge, which
has little or no relief. At high spreading rates, the
microplates lose their internal rigidity and become
transform faults at the ridge (Figure 54), as pre-
viously described by Oldenburg and Brune (1972,
1975). The ridge corresponds to a topographic high

(b)

(Bodenschtaz er al., 1997; Oblath ez al., 2004). Katz et 4.
(2005) focused on the formation of microplates
(Figure 56). In wax, like on Earth, they originate
from OSCs. The latter nucleate predominantly on
sections of obliquely spreading rift, where the rift
normal is about 45° from the spreading direction.

These experiments are very interesting for pat-
tern formation, and show striking geometrical
similarities with what is observed on the ocean
floor. However, their relevance to mid-ocean ridge
systems 1is still questionable for two reasons: first,
dynamic similarity does not obtain, since the viscos-
ity contrast between the solid and the liquid wax is
much greater than the viscosity contrast across the
solid lithosphere. Experiments involving wax are
therefore probably more relevant to the dynamics
of ice satellites (e.g., Manga and Sinton, 2004) or of
lava lakes. Second, the physics of the wax experi-
ments reported above is far from being understood.
For example, the influence of latent heat effects on
the dynamics of the wax systems remains unknown.
To apply their results to the Earth mid-ocean ridges
system, Oldenburg and Brune (1972, 1975) neglected
these effects and proposed a semi-quantitative theory
based on shrinkage and the mechanical properties of
wax. The more recent experiments, although they
very nicely showed the diversity of rift morphologies,
were not able to relate them quantitatively to the wax
cooling, nor to its rheology. So a quantitative

Figure 56 Time series of images showing a growing microplate: (a) 15s, (b) 30, (c) 60s. Green arrows show the direction
of spreading of the main plates and the direction of microplate rotation. In red, the spreading ridge and the pseudo-faults pair.
The inner ones were generated with the kinematic model of Shouten et al. (1993). From Katz RF, Ragnarsson R, and

Bodenschatz E (2005) Tectonic Microplates in a Wax Model of Sea Floor Spreading. New Journal of Physics 7, doi:10.1088/

1367-2630/7/1/037.
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understanding of lithosphere rifting remains to be
achieved, and will require a better knowledge of

fluid rheology.

7.03.11 Subduction-Related
Experiments

The subduction of oceanic lithosphere is the most
prominant signature of thermal convection in the
Earth’s mantle. Subducting plates constitute the
cold downwellings of mantle convection, which sink
into the mantle because of their negative buoyancy.
Subduction involves a wide variety of physical and
chemical processes: earthquakes, volcanism (dehy-
dratation, melting, and melting migration), phase
transformations, thermal effects, mantle circulation,
and plate motion. They are reviewed in detail by
King in Chapter 7.08. We focus here on the experi-
mental work which has been restricted to the study of
the mantle-scale dynamics of subduction, namely the
relations between motion of subducted slabs, mantle
flow, and back-arc spreading (Figure 57). Laboratory
models of these phenomena have three advantages:
they are inherently 3-Dj; they do not suffer from
limited computational resolution of the temperature
and velocity fields; and it is easy to work with strong
viscosity variations.

7.03.11.1 Ingredients for Subduction

It has been long recognized that cold plates are not
produced by isoviscous convection, and that the
strong temperature dependence of mantle viscosity
1s required (e.g.,, Torrance and Turcotte, 1971), as we
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Figure 57 Sketch of a subduction zone with the main
features studied in the laboratory. Vp: surface plate velocity;
V+: retrograde trench velocity; Vg: retrograde slab velocity;
Ve: downdip velocity; V{,: sinking velocity; i: dip angle; d:
slab thickness, H: upper layer thickness.

showed in Sections 7.03.5 and 7.03.6. Turner (1973)
illustrated this idea using glycerine in a tank cooled
from above, in which convective overturn was forced
by a stream of bubbles of cold CO, released from dry
ice at the bottom of the tank. Surface cooling then
produced a thin viscous sheet which was driven away
from regions of upward convection, and then
plunged steeply into the less viscous interior, main-
taining its identity as it did so. Jacoby (1970, 1973,
1976) and Jacoby and Schmeling (1982) studied the
gravitational sinking of cold viscous high-density
lithosphere into asthenosphere. Jacoby first studied
the mode of sinking of a heavy elastic rubber sheet
into water under isothermal conditions without
active ‘mantle’ convection (Jacoby, 1973). Later, he
used the same paraffin as Oldenburg and Brune
(1975) to include the effects of thermal convection.
The paraffin was heated from below above its melt-
ing point, and cooled from above below its melting
point. It therefore formed a thin solid dense skin on
top of the fluid layer. However, the skin could not be
generated or melted at the same rate as that of the
sinking, preventing real plate tectonics behavior
(Jacoby, 1976). Moreover, surface tension prevented
thick skins from sinking by themselves. However,
sinking could be initiated by loading the edge of the
skin or by wetting its surface with molten paraftin
(Figure 58). The heavy skin first bends with a radius
of curvature which depends on the skin thickness,
then accelerates down the trench as the portion
within the mantle increases. Upon interacting with
the tank bottom, the skin can ‘fold’ and the trench can
even ‘roll back’ in the oceanward direction
(Figure 58). Convection cells caused by localized
heating at the bottom of the tank do not perturb
significantly the slab’s evolution. Although these pio-
neering experiments were only ‘semi-quantitative’
(Jacoby, 1976), they already reproduced most fea-
tures of subduction (down-dip motion and roll back,
3-D, tme dependence, folding on the box bottom,
etc.), as well as highlighting the difficulties that quan-
titative experiments have to overcome (subduction
initiation, surface tension effects, etc.).

Kincaid and Olson (1987) designed experiments to
further study the lateral migration of slabs and their
penetration through the transition zone (Figure 4).
Cold, negatively buoyant molded slabs of concen-
trated sucrose solution were introduced into a more
dilute, two-layer sucrose solution representing the
upper and lower mantle. The transition zone was
modeled by a step increase in both density and visc-
osity. The initial setup consisted of two horizontal
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Figure 58 Series of photographs of two sinking paraffin skins, taken at approximately 3 s intervals with a longer interval
between 5 and 8. Changes in slab dip, retrograde motion, and folding on the bottom boundary are clearly seen. From Jacoby
WR (1976) Paraffin model experiment of plate tectonics. Tectonophysics 35: 103-113.

plates separated by a trench gap, with one plate
attached to a dipping slab, simulating a developing
subduction zone with an overriding plate
(Figure 57). The trailing end (‘ridge’) of the slab
was either locked (/p=0), or free to move along
with the plate. Besides the Prandtl number [2],
important dimensionless numbers are the ratio of
slab thickess to mantle depth 6/H and the ratios
ns/Mu and ns/ny. of the slab viscosity to those of the
upper and lower mantle. It was necessary to have 7g/
nL>10" to maintain a tabular shape during subduc-
tion. No velocity is imposed and the slab sinks under
its own weight. This phenomenon can be described
by an effective Rayleigh number, defined in terms of
the slab/upper layer density contrast ps—py:

Rag = M [28]

k1o

In the experiments, Rag~ 1.2 X 10°. On the other
hand, the style of slab penetration through the den-
sity discontinuity depends on the ratio of the slab
buoyancy in the upper and the lower mantle:

_ PP
pPs—pPu

Bs [29]
Homogeneous fluids correspond to Bs=1.0, while
negative values correspond to strong stratification.
In agreement with the numerical study by
Christensen and Yuen (1984), Kincaid and Olson
(1987) found three modes of slab penetration
(Figure 59(a)). Regime I, in which Bs < —0.2, corre-
sponds to strong stratification and virtually no slab
penetration. In the intermediate regime II
(—0.2 < Bs<0.5), there is partial slab penetration
and formation of a root beneath the interface. When

Bs> 0.5, the stratification is weak enough to permit
the slab to sink into the lower layer with minor
deformation (regime III). Retrograde slab motion
and trench migration occurred in nearly every case,
being greatest in regime I (Figure 59(b)), episodic in
regime II, and nearly absent in regime III, especially
when 7, /1y is around 1. Moreover, the episodicity of
trench rollback is related to the interaction of the slab
with the density stratification, and is greatest in the
case of a fixed ridge. The complexity of the time-
dependent slab motion, both downdip and retro-
grade, and its interaction with any bottom
boundary, made it difficult to derive scaling laws to
describe subduction. Work in the last 20 years has
aimed at obtaining those scalings, using experiments
where more parameters were controlled.

7.03.11.2 The Surface Story and the
Initiation of Subduction

Subduction initiates within the lithosphere and pro-
duces large-scale tectonic features. The first analog
modeling of tectonic processes probably dates back to
1815 when Sir James Hall attempted to model folds
in geological strata, using layered beds of clay and
clothes. Numerous experiments have been per-
formed since to reproduce lithosphere and crustal
dynamics. It is beyond the scope of this chapter to
review them all (for recent reviews, see Schellart
(2002)). We shall describe here only studies relevant
to the nucleation and evolution of subduction.
Lithospheric processes necessitate taking into
account the complex rheology of the lithosphere.
Shemenda (1992, 1993) considered the subduction
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Figure 59
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(a) Styles of slab penetration through a density discontinuity: I, slab deflection with Bg ~ —0.2; Il, partial slab

penetration and formation of a root beneath the interface with Bs ~ 0; lll, complete slab penetration for B> 0.5. (b) Trench
migration and retrograde subduction with the fixed ridge boundary condition. The dye streak indicates the flow pattern in the
back arc edge. From Kincaid C and Olson P (1987) An experimental study of subduction and slab migration. Journal of

Geophysical Research 92: 13832-13840.

of an elasto-plastic lithosphere (a mixture of powder
and hydrocarbons) into a low-viscosity astheno-
sphere  (water), by both horizontal
gravitational sinking (i.e., plate/asthenosphere den-
sity contrast) and an horizontal compressional force
driven by a piston. However, subduction did not
initiate without the presence of pre-existing discon-
tinuities. In this case, the horizontal compression
produced buckling instabilities, then localization of
deformation, leading to failure and eventually sub-
duction of the lithosphere. Trench rollback was then
accompanied by back-arc opening along pre-existing
faults. The lithosphere has also been modeled as a
succession of brittle and ductile layers of different
strengths and rheologies (e.g., Davy and Cobbold,
1991). Following this approach, Pinet and Cobbold
(1992) and Pubellier and Cobbold (1996) studied the
consequences of oblique subduction, that is, the par-
titioning between down-dip motion and transverse
motion along faults. They used a sand mixture to
model the brittle upper crust, silicone putty for the
ductile lower crust/upper mantle, and glucose syrup
for the asthenosphere.

Faccenna ez al. (1996, 1999) and Becker ez al. (1999)
use the same layered system to study the behavior of
an ocean-continent plate system subjected to

driven

compressional strain over geological timescales.
Compressional stress was achieved by displacing a
piston at constant velocity perpendicular to the plate
margin (Figure 60). The coupled interface between
oceanic and continental plates is found to resist a
rapid surge of compressional stress and the shorten-
ing is accomodated by undulations within the ocean
plate (Martinod and Davy, 1994). But if the system
evolves under a low compressive strain rate (slow
ridge-push), the oceanic plate becomes unstable to

Piston
Continent ——

Oceanic plate
Sand layers |

Upper silicone

layers Lower silicone

layers

Glucose Syrup

Figure 60 Four layers setup to study the initiation of
subduction. From Faccenna C, Giardini D, Davy P, and
Argentieri A (1999) Initiation of subduction at Atlantic-type
margins: Insights from laboratory experiments. Journal of
Geophysical Research 104: 2749-2766.
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RTT and subduction develops (Faccenna er 4l. 1999).
The trench is then first localized at the ocean-con-
tinent boundary because of the lateral heterogeneity
there. The dynamics of the system can therefore be
controlled by the ‘buoyancy number’ F, the ratio of
driving buoyant to resisting viscous forces (e.g.,
Houseman and Gubbins, 1997):

(ps—pu)ghs _ o
nsU U/5s

F(ps—pu, 63, 15, U) = (30]
where U is the imposed horizontal velocity, and o
is the RTI growth rate for a more viscous slab
(see Section 7.034). If Fps—pu,0s,ms,U) <1, the
RTTI is inhibited and the oceanic plate is deformed
by folding. Subduction initiates if F(ds)> 1, that is,
if the negative buoyancy force of the oceanic
plate exceeds the viscous resisting force of the
model lithosphere. Faccenna er al (1999) further
show that the passive margin behavior is not sensitive
to the high shear strength of the brittle layer but only
to the resistance of the ductile layer. So subduction
intiation is essentially a viscous fluid process. Since
its growth rate o depends on the inverse of the slab
viscosity (which is high), it is a slow process.
However, once the developed slab sinks into the
less viscous mantle, its style and dynamics are pre-
dominantly governed by a buoyancy number
Hps—pu,Hnu,U) based on the viscosity and the
thickness of the upper mantle (Becker er 4/, 1999).
The velocity and angle of subduction and the rate of
trench rollback are found to be strongly time depen-
dent and to increase exponentially over tens of
millions years before the slab interacts with the
660 km discontinuity.

7.03.11.3 Mantle Flow Induced by a Cold
Rigid Slab

The use of rigid slabs enables one to maintain con-
stant along the slab the dip angle 7 and the slab
material velocity Vg, and to control easily both /g
and the velocity Vr of retrograde motion either by
varying the trench velocity V- or the time variation
of the dip angle dz/dr (Figure 60). In this setup, all
plate motions are kinematically determined. They
can be scaled to the mantle through the Peclet num-
ber (eqn [4]) Pe= V}..0/K, which compares advective
heat transport and conductive transport. For mantle
subduction, 10 < Pe <400. This means that the slab
will have reached 660km depth before having lost
much heat.

7.03.11.3.1 Generation of seismic
anisotropy

Motivated by the growing body of evidence that
trench rollback could be associated with a particular
pattern of seismic anisotropy (see Chapters 1.16 and
2.16 volume 2), whereby the 4-axis of olivine crystals
would align parallel to the trench oceanward of the
slab and turn around its edges (e.g., Russo and Silver,
1994), Buttles and Olson (1998) used small cylinders
(whiskers) suspended in a viscous fluid as an analog
to olivine crystals, and studied their orientation in
vertical and horizontal cross-sections in the vicinity
of a subducting slab. The slab was simulated by a
rigid Plexiglas plate whose dip angle, down-dip
motion, and rollback were controlled independently
(Figure 60), and the mantle was modeled with
Newtonian corn syrup. The whole system was iso-
thermal. They show that trench-parallel olivine
a-axis orientation in the seaward-side mantle is
indeed controlled by the amount of slab rollback,
and that orientations in the mantle wedge depend
upon slab dip angle.

7.03.11.3.2 Mantle flow and thermal
evolution of the slab

Kincaid and Griffiths (2003, 2004) used the same
kind of setup to study the variability of flow and
temperature in subduction zones. The slab was
made of a composite laminate cooled to a prescribed
temperature before the experiment, and containing
temperature sensors to monitor its thermal evolu-
tion as it is forced into an isothermal tank of hotter
glucose syrup. The thermal boundary layers devel-
oping in the fluid were visualized by a Moiré
technique and the flow field measured using tiny
air bubbles and PIV (Figure 61). The experiments
Pe ranged between 80 and 450. The mantle return
flow induced by pure longitudinal sinking creates
two cells, one oceanward and one in the wedge
(Figure 61), where the velocity can reach 40% of
the slab downdip speed. Rollback subduction
induces flow both around and beneath the sinking
slab (Figure 25), with larger velocities in the wedge
and flow focused toward the center of the plate.
These 3-D flows strongly influence the thermal
evolution and structure of the plate: they speed up
slab reheating. Moreover, the highest slab reheating
occurs along the slab centerline when there is roll-
back, while it occurs along the edges for pure
longitudinal sinking.
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Figure 61 Typical experimental setup allowing to control
independently the trench velocity and the slab motion
(velocity and dip angle). The subducting slab can be either a
rigid plate mounted on a stepper (e.g., Buttles and Olson,
1998; Kincaid and Griffiths, 2003, 2004), or a viscous fluid
extruded at a constant rate from a thermostated reservoir
(e.g., Guillou-Frottier et al., 1995; and Griffiths et al., 1995).

7.03.11.4 Coupled Mantle-Slab Fluid
System

These experiments consider the interactions between
the mantle and a mature, purely viscous slab. The
subduction is induced either by extruding a viscous
slab with constant velocity and dip angle (e.g,
Figure 61), or by bending the tip of an horizontal
slab and forcing it into the mantle until the slab sinks
under its own weight (e.g., Figure 57).

7.03.11.4.1 Fixed rollback velocity

These experiments were designed to further inves-
tigate the interaction of a sinking slab with a density
and viscosity interface, mimicking the discontinuity
at 660 km depth between the upper and lower man-
tles (Kincaid and Olson, 1987) (Figures 62 and 63).
The slab velocity and initial dip angle were this
time imposed. Griffiths and Turner (1988) injected
tabular slabs and cylindrical plumes vertically
(V1r=0) onto a fluid interface under isothermal

)

U

Figure 63 Schematic sketch of subduction and slab
rollback-induced flow. Down-dip motion induces two
poloidal flow cells on each side of the slab (black arrows),
while slab rollback expels oceanward mantle material into
the wedge, creating three toroidal flow cells, two around the
lateral slab edges, and one around the tip of the slab when
the slab has not reached yet the bottom of the box (or the
density stratification).

conditions and determined the conditions under
which folding of the slab or plume occurred.
Mixtures of water and Golden Syrup were used to
control the viscosity and density of the slab and the
mantle layers. As in the experiments of folding on a
solid surface (Cruickshank and Munson, 1981;
Figure 64(a)), they found that folding occurs in a
compressed slab when the ratio of its length to its
width exceeds a critical value (~6). They also deter-
mined the amount of fluid entrained within the folds
in the lower layer, and when this entrainment could
sufficiently reduce the buoyancy of the slab to pre-
vent its sinking further in the lower mantle. Griffiths
er al. (1995) and Guillou-Frottier er al. (1995)
extended these results to retreating slabs (/}; and
Vi constant). Griffiths er al. (1995) used again iso-
thermal mixtures of Golden Syrup and water so that
their slab was between 1.5 and 50 times more vis-
cous than their lower mantle. Guillou-Frottier ez 4.

Figure 62 Rigid slab experiments. (a, b) A cold rigid slab is introduced at constant velocity in the fluid, with no trench roll
back. (a) The cold TBL developping around the slab is visualized with a Moiré technique. (b) Corner flow motions in the mantle
wedge visualized with streaks. From Kincaid C and Griffiths RW (2004) Variability in flow and temperatures within mantle
subduction zones. Geochemistry, Geophysics, Geosystems 5: Q06002 (doi:10.1029/2003GC000666).
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Figure 64 (a) A sheet of viscous fluid poured on a surface
can develop folds and form a pile (b) The same folding and
piling behavior is observed when a viscous slab sinking in
another viscous fluid encounters a viscosity and/or density
interface. Here the slab viscosity is 1000 times that of the
lower layer. (@) From Ribe NM (2003) Periodic folding of
viscous sheets. Physical Review E 68: 036305; (b) from
Guillou-Frottier L, Buttles J, and Olson P (1995). Laboratory
experiments on structure of subducted lithosphere. Earth
and Planetary Science Letters 133: 19-34.

(1995) used corn syrup, and extruded a very cold
and viscous slab into their two-layer mantle, so that
the experiments Pe~ 30150 and the slab was 10°~10"
more viscous than the lower mantle. Both sets of
experiments highlighted the essential role of trench
rollback, in additon to Bs and 7 /7y, in the slab
penetration regime. Increasing trench rollback
enhances slab flattening on the interface (Figures
59 and 65). Increased resistance in the lower mantle
also promotes folds and piles (Figure 64(b)), which
can either stagnate in the lower mantle or sink to the
bottom (Guillou-Frottier ez al, 1995). The ampli-
tude of the observed folds is well predicted by
numerically determined scaling laws, which also
predict amplitudes (400-500km) consistent with
tomographic images of slabs beneath some subduc-
tion zones (Ribe er 4/, 2007). On the other hand,
when the slab is not too viscous, RTIs have time to
develop from the slab resting on the interface, and to
sink into the lower mantle (Figure 65; Griffiths
et al, 1995). When, however, the slab material
reaches the depth of neutral buoyancy, it will spread
at this level as a gravity current (Kerr and Lister,
1987; Lister and Kerr, 1989). Slab deformation
modes therefore finally depend on three parameters:
the slab to mantle viscosity ratio 7s/7y, the ratio of
sinking (Stokes) velocities in the upper and lower
mantle (~Bsny/nL), and the ratio of the slab’s hor-
izontal velocity to its vertical velocity. As the latter
can change through time in Nature, a slab probably
passes through a number of different deformation
modes during its history.

Figure 65 Different regimes of slab interaction with a
viscosity/density interface for a slab which is between 3 and
50 times more viscous than the lower layer. The trench
velocity increases from (a) to (c) and the viscosity contrast
from (c) to (d). From Giriffiths RW, Hackney RI, and van der
Hilst RD (1995). A laboratory investigation of effects of
trench migration on the descent of subducted slabs. Earth
and Planetary Science Letters 133(1-2): 1-17.

7.03.11.4.2 Free rollback velocity

If rollback controls in part the slab deformation at
depth, what happens if the trench is free to move in
response to the mantle flow? A number of systematic
studies have recently been devoted to the dynamics
of a slab sinking under its own weight (Figure 66(a)).
Regardless of the boundary conditions, subduction is
always strongly time dependent. After initiation, sub-
duction accelerates as the mass of slab in the mantle
increases (slab-pull) while the slab dip is close to 90°.
Then, subduction slows down after interaction with
the 660 km interface, reaching a steady state when
the slab spreads on the interface, followed by even-
tual penetration, accompanied by folding (Becker
et al, 1999; Funiciello er al, 2003, 2004, 2006,
Schellart, 2004a, 2004b, 2005). Besides, the amount
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(a) Experimental setup used by the Roma Ill group. A slab of silicone putty is spread horizontally on Glucose

Syrup. Subduction is initiated by forcing its tip 3 cm into the glucose. (b) Trench motion vs. time for the three modes of
subduction images in (c). From Bellahsen N, Faccenna C, and Funiciello F (2005) Dynamics of subduction and plate motion in
laboratory experiments: Insights into the ‘plate tectonics’ behavior of the Earth. Journal of Geophysical Research 110: B0O1401

(doi:10.1029/2004JB002999).

of trench and slab rollback depends on the degree of
lateral confinement of the flow (Funiciello ez al., 2003,
2004; Schellart, 20044, 2005), and is much reduced in
2-D or when the side walls are within 600 km of the
slab edges (Funiciello er al, 2003). As in the experi-
ments with rigid slabs (Buttles and Olson, 1998;
Kincaid and Gri