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Preface

This welcome volume is a collection of articles principally adapted from articles published in the Philosophical Transactions triennial issue. It very largely reflects the views of younger scientists, and highlights how the Earth Sciences continue to delight us with new ideas and controversies. Many of the authors are research fellows, or former research fellows, of the Royal Society, and the editors have successfully assembled an entertainingly eclectic mix. The book is divided into three sections covering Environmental Change, the Dynamics of the Earth, and Applied Earth Science, and the topics range from costing climate change, to the properties of the Earth’s core and objectively optimised Earth observation.

In costing climate change Dave Reay notes that economics and climate change have a great deal in common, in that they seek to predict the future on the basis of what has recently gone before. He examines existing cost-benefit analyses of greenhouse gas reduction policies and concludes that economics cannot provide a justification for political inaction on greenhouse gas emissions. Andy Ridgwell and Karen Kohfield illustrate the integrative thinking that is required in addressing the Earth system through the medium of dust. Dust is important globally because of the control it exerts on marine plant productivity and hence the uptake of CO$_2$ from the atmosphere. The current perturbation of the carbon cycle is so large and fundamental that it has been suggested that the Earth has entered a new geological epoch. Yadvinder Malhi reviews the likely causes of different carbon sinks and sources and highlights the limits to the amount of carbon that can be stored in natural vegetation. It may be that terrestrial carbon storage is unstable to significant global warming, and hence have the potential to accelerate rather than brake global warming. Finally in this section, Richard Twitchett explores what can be learnt from a better understanding of the largest mass extinction event in the last few 100 million years, at the end of the Permian.

In the Dynamics of the Earth, Cathryn Mitchell explores how tomography has been developed from a medical tool into a technique for imaging the ionised plasma around the entire Earth. It may be a little early to achieve
Preface

‘Ionospheric Weather’ forecasting, but real-time movies now allow us to watch the result of the Earth’s bombardment by solar wind during events known as storms. Eiichi Fukuyama changes scale sharply to show how the dynamic rupture process of real earthquakes can now be simulated, given the right information. A major development has been the ability to obtain improved information on the rates of natural processes from the geological record. This is illustrated by Simon Turner in his review of the application of short-lived U-series to investigate the time scales of the magmatic processes that occur beneath island arc volcanoes. New continental crust is generated at island arcs, and Tim Minshull discusses how such crust is subsequently broken apart in response to plate tectonic processes. Some continental margins have considerable volumes of igneous rocks associated with continental break-up, and others do not. More research is required on paired continental margins, and in the development of computer models that can handle the transition from continental deformation to sea-floor spreading and the formation of a new ocean basin. There is continuing interest in the Earth’s core, its composition and when it was formed. Francis Nimmo and Dario Alfe focus on the properties of core-forming materials, how core motions generate the Earth’s magnetic field, and the evolution of both the core and the dynamo. They also briefly review the current state of knowledge for cores and dynamos on other planetary bodies.

Chris Kilburn starts the Applied Earth Science section with a reappraisal of the hazards from large landslides. Their size and speed prevent effective hazard mitigation after collapse, and so the emphasis is on advance warning of collapse and how on far individual landslides may travel. The earthquake cycle remains poorly understood, but Tim Wright explains the exciting advances that have been made using radar interferometry with data from satellites. Detailed maps of the warping of the earth surface can now be obtained for the first time, and they provide remarkable observations of the earthquake cycle. Dominik Weiss, Malin Kylander and Matthew Reuer review the environmental and human impact of lead. Lead has been mined since ancient times, but by 1983 human activities accounted for $\sim 97\%$ of the global mass balance of lead. The amounts may have decreased since then, but the release of lead into the environment has also provided a geochemical tracer providing new insights into its fate and transport within marine and terrestrial systems. The move to clean up automobile emissions has resulted in a considerable demand for platinum in the manufacture of catalytic converters, and Hazel Pritichard reviews likely sources of platinum and palladium. They remain rare in the rocks of the Earth’s surface,
but significant amounts are accumulating in our cities from where it may be possible to recycle them. The volume culminates with a major vision for the future, an objectively optimised earth observation system with integrated scientific analysis. David Lary and Anuradha Koratkar show how this would dynamically adapt the what, where, and when of the observations made in an online fashion. It might change some of the ways in which we do science, and be used for a wide range of earth and environmental science observations, even including perhaps the sites of likely malaria outbreaks.

Chris Hawkesworth, FRS
Professor of Earth Sciences,
University of Bristol, England
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Introduction

Peter Sammonds

Department of Earth Sciences, University College London, England

The earth sciences are enjoying a renaissance. Global issues in the earth sciences, such as building a tsunami warning system or burning of fossil fuels, are discussed at meetings of world leaders; there is a strong level of popular interest as witnessed by the public response to the acclaimed BBC series, “Walking with Dinosaurs”; while debate about the Permian extinction amongst intellectuals has not been so intense for over a century. Elsewhere the earth sciences are not seen in a positive light, caught in a political storm as “intelligent design” is pitted against Darwinism in the educational boards of the USA and are the target of environmentalists, because of the damage caused by the mining and oil industries. The earth sciences deal with the dynamics and evolution of Earth’s crust and the life it supports, its interactions with the ocean-atmosphere system and the Earth’s deep interior, and the Earth’s near-space environment. It is because the earth sciences deal so directly with our “life support system” they are at the centre of intellectual and political controversy. Of course this is not new. Charles Lyell, one of the founders of geology in the nineteenth century, was not only embroiled in the controversies over the science of the evolution of the Earth and of life, but also the politics. What is new today is the urgency which some of these issues need to be addressed.

The modern earth sciences cover a huge subject range — from earthquakes to global warming. But where are the advances being made and which topics do we need to keep abreast of? A generation ago the principal paradigm driving research in the earth sciences was plate tectonics. The construction of plate tectonic theory was surely one of the great intellectual achievements of the twentieth century. The idea of a dynamic Earth has made as big an intellectual impact as any scientific discovery. Indeed, the triumph of plate tectonic theory seems so complete is there anywhere else for it to go? Some scientists have argued that it is to the terrestrial
planets of the Solar System we need to look for breakthroughs of the same significance. However in this book we see that studying the dynamics of the Earth is still a key research area where advances are being made. But perhaps the biggest issues driving research in the earth sciences are about understanding the complexities of environmental change and environmental hazards. This shift is reflected in this book where these issues feature prominently.

One of the key developments in the earth sciences has been a move away from a reductionist approach, where the earth sciences can be reduced in their supposed basic components of the disciplines and sub-disciplines of physics, chemistry and biological. What drove this was a perceived failure of the reductionist approach to deliver on its promises of understanding the complexity at the Earth’s surface; examples of which are earthquake prediction and safe disposal of nuclear waste. In the 1990s we saw the collapse of the US and Japanese earthquake prediction programmes and the UK government’s refusal to sanction the building of a new underground radioactive waste repository. These can be seen as consequences of the inherent complexity in the mechanical and physical behaviour of the crust, which cannot be solved by classical physics. What has however arisen is an appreciation that the Earth is a complex system, which has to be treated in a holistic way. This is an earth system science approach that is as interested in the interaction between processes as much as in the processes themselves. In the climate system these are called feedbacks — but in these feedbacks, such as cloud formation, that are the principal controls. This change in perception in the earth sciences is seen in this book. Alongside the rise of the treatment of the earth as a complex system, have been the development of the tools that have allowed earth scientists to do this: Improvements in earth observation and particularly satellite remote sensing; improvements in computing power to allow ever more detailed simulations; improvements in the resolution of laboratory analytical techniques. The rise of the internet, ever lower travel costs and improved infrastructure have allowed global inter-comparisons to be made ever more readily. The globalisation of science has also brought us successful large international collaborations such as the ocean-drilling programme (IODP), on a scale which no one country could fund, but can be accessed by scientists worldwide.

The articles in this book have been written by earth scientists from a broad range of backgrounds specialising in a diverse range of research subjects. Our key criterion has been to accept articles only from world-class scientists. But a volume of this nature cannot hope to be comprehensive in
capturing all the advances in the earth sciences. The contributing authors are mostly younger scientists, at the forefront of their subjects: They are indeed the future of the subject. The articles address the key areas of advances in the earth sciences in:

- Environmental change
- Dynamics of the Earth
- Applied earth sciences

Editors to a certain extent are at the mercy of the scientists who choose to contribute, or at least to those whom the editors have managed to persuade to break from their research to explain their field to a broader readership. The geographical distribution of the authors does reflect the provenance of this book in the articles originally published in the Philosophical Transactions of the Royal Society, London — the world’s longest running scientific journal. There are some obvious gaps: An example is physical volcanology. Volcanic eruptions have been predicted and evacuations carried out following prediction by scientists. There has been a huge increase in the understanding of physical volcanology to facilitate this. The very recent development of landscape evolution and modelling as a subject area is missing. Satellite remote sensing of the cryosphere is not covered — although this might be seen as being more directly linked to meteorology. We do not have an article on Japan’s huge computer, the “Earth Simulator”. One of the new hot topics of Eocene climate change, 30 millions years ago, is not dealt with. We have no report on how laboratory experiments are transforming our understanding of the Earth’s mantle. However we believe the book does give a flavour of the advances currently being made in research on the earth system.

**Environmental Change**

Environmental change is now one of the key drivers of research in the earth sciences. Geologists have of course always studied environmental change. “The present is the key to the past” was the dictum of James Hutton in the eighteenth century. This dictum was taken up by his successors such as Lyell who could demonstrate that sedimentary rocks were deposited gradually in similar environments to those of today: Old red sandstones originated from deserts; limestones which might cover them were laid down in shallow seas; whilst sandy-clay layers were the run-out of giant submarine flows bringing material from the continental shelves into the oceans,
triggered by tectonic activity. The changing environment is recorded in the geological record. What is new is that it is no longer just geologists, but physical geographers, ecologists, meteorologists and oceanographers too who now work on environmental change. The resurrection of a nineteenth century idea that carbon dioxide in the atmosphere is a determinant of our climate, along with evidence of rapid past climate change from ice and ocean sediment and cores, satellite measurements of the global temperature distribution and ice extent and the availability of sophisticated computer programs written to predict the “nuclear winter”, created the intellectual environment in which concerted efforts could be made to predict what the future climate holds for us, and its consequences. This research cuts across traditional scientific boundaries, but undeniably forms the most dynamic part of the today’s earth science.

The book opens with an article by Dave Reay on the price of climate change. It is probably not possible to start with a more contentious or political scientific issue. He argues that the combined uncertainties in both the science and the economics of climate change are so large that a limitless range of outcomes is possible. However he examines existing cost-benefit analyses and concludes that there are host of abatement strategies that are able to deliver significant carbon dioxide emission reductions at little or no net cost when the full economic impacts of climate change are considered. Yadvinder Malhi examines carbon in the atmosphere and terrestrial biosphere. He argues that the anthropogenic perturbation of the global biogeochemical cycle is so large, that understanding and managing its effects are amongst the most pressing issues of the twenty-first century. One of the key issues is how much carbon dioxide is absorbed by vegetation — the “terrestrial carbon sink”. He proposes that controlling deforestation and managing forests has the potential to play a significant role in stabilising atmospheric carbon dioxide concentrations. Andy Ridgwell and Karen Kohfeld, continuing this theme of the need to treat the earth system as a whole, investigate the biogeochemical linking of the land, air and sea. Specifically they examine the role of dust in the earth system. The atmospheric transport of mineral dust is a key pathway for the delivery of nutrients essential to plant growth not only on land, but also more importantly in the oceans. The stimulation of plant productivity by these nutrients controls carbon dioxide take-up from the atmosphere, so the whole system is linked. Finally Richard Twitchett discusses the Late Permian mass extinction. This was a biological catastrophe in a greenhouse world and a salutary reminder of what has happened in earth history.
Dynamics of the Earth

Research into the evolution and dynamics of the Earth is a major research area in the earth sciences, however this is not confined to the solid Earth. Indeed some of the most active research is studying the Earth in its near-space environment. But the widespread acceptance of plate tectonic theory has not meant diminished interest in the solid Earth. Within the broad plate tectonic framework there is the need to understand the details of the rifting of continents and the formation of ocean basins; the ascent of magma in the formation and eventual eruption of volcanoes; the dynamics of the Earth’s deep interior and how it is coupled to the Earth’s surface evolution. Nowhere has research been more promising than advances in understanding the Earth’s iron core. Its enigmatic behaviour is at last giving way to the application of new models of magneto-hydrodynamics coupled with a far better understanding of the core’s composition through computation mineral physics. There is also a societal need to understand earth dynamics driven by the need to assess and mitigate earthquake hazard. “Is this even possible?” is a question that drove much theoretical research in crustal dynamics at the end of last century. The problem is not so much that crustal dynamics cannot be modelled, but that the expectation of being able to predict behaviour of the crust during a tiny time interval, of far less than a human lifespan, and in tiny area, covering that of a suburb, is probably unrealistic, when the driving forces operate on geological time and spatial scales. But even here, new techniques are coming to bear on this problem, which may make some resolution possible.

This section starts with a review by Cathryn Mitchell of research on the Earth’s dynamics in relation to its environment in space and in particular the Earth’s ionosphere. Echoing the need for the Earth to be treated as an integrated system, she says it is becoming clear that to produce “space weather” forecasts new research projects are needed to link together models of the entire solar-terrestrial system, including the Sun, solar wind, magnetosphere, ionosphere and thermosphere. Moving to the solid Earth, Eiichi Fukuyama argues that we are now able to simulate the dynamic rupture process of real earthquakes, once the fault geometry, stress field applied to the fault, and friction law on the fault surface have been provided. Simon Turner looks at the processes of magma formation, ascent and storage in shallow magma chambers prior to eruption beneath island arc volcanoes. The details of these processes can be followed by high resolution dating of between 100 to 10,000 years ago using radioactive isotopes. Tim Minshull examines the new theories on the the break-up of continents and
the formation of new ocean basins necessitated by observations of mantle rocks at continental margins. Francis Nimmo and Dario Alfé review recent advances in understanding the properties and evolution of the Earth’s core and geodynamo. They focus on the properties of the core-forming materials and how core dynamics generates the Earth’s magnetic field (the geodynamo). This article then links back to the first in this section.

**Applied Earth Science**

The earth sciences have always had a strong applied side. Indeed the world’s first geological map was prepared by William Smith who earned his living as a surveyor for constructing canals. Geologists and geophysicists are central to the mining and petroleum industries, which underpin our modern society, but nowadays applied earth scientist are as likely to involved in mitigating natural hazards and controlling pollution. In a complex system, making assessments, which satisfy public and political expectations, is testing. For instance, even if we can understand the dynamics of a major fault, earthquakes unfortunately continue to occur on previously unrecognised faults.

Chris Kilburn describes a new understanding of one of the most devastating natural hazards: Giant landslides. They are caused by the collapse of whole mountainsides, which feed giant landslides that travel kilometres within minutes. Both their size and speed prevent effective hazard mitigation after collapse. Tim Wright reports on one of the most exciting advances in the earth sciences, that of using satellite radar interferometry for remote monitoring of the earthquake cycle. For the first time, detailed maps of the deformation of the Earth’s surface during the earthquake cycle can be obtained with a spatial resolution of a few tens of meters and a precision of a few millimetres. In his article, he reviews some of the remarkable observations of the earthquake cycle already made using radar interferometry and speculates on breakthroughs that are tantalisingly close. Dominik Weiss, Malin Kylander and Matthew Reuer address the human influence on the global geochemical cycle of lead. Human activity dominates this cycle as a result of large lead consumption over human history and accounts for an estimated 97% of the global mass balance of lead. The overall burden of anthropogenic lead emissions has decreased but new pollution sources have become important meaning it is still a global problem. Lead is not biodegradable and finds its way into the ecosystem. Hazel Prichard examines other heavy metals, platinum and palladium and
their natural and artificial occurrences worldwide. The catalytic converters used to reduce poisonous exhaust emissions from cars use platinum and palladium, which are now accumulating in our cities and approaching concentrations found in natural deposits. In rounding off the volume, David Lary and Anuradha Koratkar look forward to an objectively optimised earth observation system, which will dynamically adapt the what, where, and when of the observations made in real time to maximise information content and minimise uncertainty. They describe a prototype system applied to atmospheric chemistry. An example of its application might be the remote identification of sites of likely malaria outbreaks, the early identification of potential breeding grounds for mosquitoes and sites to apply larvicide and insecticide. Optimising the response would reduce costs, lessen the chance of developing pesticide resistance and minimise the damage to the environment. They describe in effect the practical application of earth system science.
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Economics and climate change science have a lot in common. Both rely on sound predictions of what the future will bring, these being largely based on what has gone before. Just, though, as you can only make an educated guess at what the housing market will do next year, you cannot be wholly sure how emissions of greenhouse gas will increase in years to come, and exactly how the planet’s climate will then react. Bring all these unknowns together, by attempting on the one hand to calculate the economic impacts of climate change and on the other the costs of climate change mitigation, and the range of possible outcomes is almost limitless. Given such uncertainty, both the environmental lobby and the oil lobby can use economic arguments to justify their differing stance on climate change mitigation.

Existing cost-benefit analyses of greenhouse gas reduction policies are examined, with a view to establishing whether any such global reductions are currently worthwhile. The potential for, and costs of, cutting our own individual greenhouse gas emissions is also assessed. I find that a host of abatement strategies are able to deliver significant emission reductions at little or no net cost when the full economic impacts of climate change are considered. Additionally, I find that there is great potential for individuals to simultaneously reduce their climate impact and save money. I conclude that the use of economics to excuse political inaction on greenhouse gas emissions is not justified.

1. Introduction

Debate over how, when, and even whether, human-made greenhouse gas emissions should be controlled has grown in its intensity even faster than
the levels of greenhouse gas in our atmosphere. Many argue that the costs involved in reducing emissions outweigh the potential economic damage of human-induced climate change. Exaggerated claims and forecasts of climate meltdown in the media have naturally given rise to both fervent belief in, and hardened scepticism of, measures to limit greenhouse gas (GHG) emissions.

Many of those who argue against the need to reduce GHG emissions cite economic analyses as proof that such measures would not be ‘cost-effective’. Though such economic arguments might sometimes be dismissed on moral or ideological grounds [Brown (2003)], we live in a world where the importance of money cannot be ignored. Cost-benefit analyses of climate change are prone to numerous pitfalls. Firstly, the economic time-horizons applied are commonly of the order of years or decades, whilst the climate change impacts, driven by the enhanced greenhouse effect, are likely to continue and intensify for centuries. Secondly, the true ‘externalities’ of each tonne of greenhouse gas emitted — the costs of a flooded home in Bangladesh, a failed harvest in the Sudan or deaths from a heatwave in the South Eastern US — are difficult to quantify. Nevertheless, cost-benefit analyses continue to inform governmental policy on climate change mitigation around the world. They are also beginning to take more account of the time-horizon and externality issues.

Here I examine some of these ‘cost-benefit’ aspects of global warming and GHG abatement, to assess whether climate change mitigation can ever be cost effective, and how the full inclusion of externalities can affect the balance between the impact and mitigation costs. In addition to discussing costs on a national and international scale, I will also look at the costs and benefits of GHG reductions in our own day-to-day lives. How much GHG do most of us produce in a lifetime? Can we easily make large reductions? And, if so, will these reductions cost us money? Two theoretical Londoners, one who lives a comparatively ‘GHG ignorant’ life, and the other who lives a more ‘GHG aware’ life are compared.

2. The Rise and Fall of Mitigation Costs

In 1997 over 160 nations came together in Japan to discuss the intensifying problem of climate change and the burgeoning greenhouse gas emissions apparently to blame. The result of this was the Kyoto Protocol — a set of emission targets for developed-world nations designed to cut global GHG emissions by over 5% compared to emissions in 1990. Four years later
though, and George W Bush withdrew the US from Protocol, throwing its survival into doubt. In justifying their abandonment of the US commitment to the Kyoto protocol George Bush’s spokesman, Ari Fleischer, stated “...it is not in the United States’ economic best interest” [Kleiner (2001)]. As the world’s biggest GHG polluter, it is vital that the US be involved sooner rather than later, in efforts to tackle global climate change. However, certain cost-benefit analyses do seem to bear out some of the US administration’s objections to GHG cuts.

Some studies have indicated that Kyoto Protocol-like GHG emission limits may have potentially large economic costs [e.g. Nordhaus (1994); Lutter (2000); Nordhaus and Boyer (2000)]. With more extensive reductions leading to an ever-escalating cost per tonne of GHG saved [Lomborg (2001)]. There are also many cost analyses of specific GHG abatement strategies, which have shown that cuts are often possible at little or no cost. These include new energy technologies [Nordhaus (1994); Brown et al. (1998)], solid waste treatment [Azulay et al. (2001)], biogas use [Smith et al. (2000)], afforestation and reforestation [De Cara and Jayet (2000); Baral and Guha (2004); van Kooten et al. (2004)] and land-management [De Jong et al. (2000)]. Even in the US, significant reductions in GHG emissions are possible at essentially no net cost to the US economy [Brown (2001)].

The implementation of large-scale GHG reduction schemes here in the UK is already underway. Nationally the government aims to replace 10% of our energy requirements with energy from renewable resources by 2010. Cost-energy analyses of such schemes in Scotland have indicated great potential for wind, wave and tidal power at costs of around 3p/kWh [Scottish Executive (2001)] — a price comparable to that for fossil fuel-powered energy generation.

Technological development has always been a key area to consider in economic analyses of GHG abatement [Nordhaus (1994)]. Future technological developments can be very difficult to predict and consequently so can their impact on abatement costs. One aspect of such technological change is that of the abatement policy itself driving further technological development. In his analysis of this so-called ‘induced innovation’ for wind power in Denmark, Rasmussen [2001] showed that such ‘added value’ may significantly reduce abatement costs.

The financial costs of implementing the Kyoto protocol may also be significantly reduced by the use of a ‘multi-gas control’ strategy [Reilly et al. (1999)]. John Reilly and his group at MIT showed the potential savings possible using such a multi-gas approach, the reduction cost per tonne of
carbon equivalent being markedly lower when a range of GHGs are targeted, rather than just CO₂.

Greater flexibility in the timetable of GHG cuts under Kyoto may lower overall abatement costs [Toman (1999)]. While ‘fringe benefits’ of GHG reduction strategies may also lead to reduced implementation costs. Cutting coal combustion, for instance, will not only reduce GHG emissions but will also lead to savings in public health costs arising from air pollution [Butraw et al. (1999); De Leo et al. (2001)].

It is clear that the cost of climate change mitigation can be reduced in a host of ways. There remains, though, the ‘bottom-line’ question: Is the final cost of mitigation likely to be lower than the cost of climate change without mitigation?

The answer appears to be yes.

In their analysis of implementation of the Kyoto protocol in Italy, De Leo et al. [2001] demonstrated that, where costs incurred in rectifying damage to human health, material goods, agriculture and the environment (the externalities of GHG emission) are included with those of energy production, the cost argument for inaction breaks down. As they state, “...the social and environmental costs of GHG emissions are not included in company balance sheets, but must be included in national balances”. Even in the high-emitting US, such inclusion of externalities in economic analyses indicate that the net costs of Kyoto for the nation’s economy are likely to be insignificant (less than 1% GDP) [Barker and Ekins (2004)].

The question of costs incurred as a direct result of human-made greenhouse gas emissions has sparked an intense debate in recent months. Late in 2004, Peter Stott and his co-authors [Stott et al. (2004)] took the brave step of suggesting a direct link between the devastating effects of the southern European heatwave in 2003 and human-made greenhouse gas emissions. Assuming our ability to link emissions and specific climate change impacts will increase, some of the world’s largest emitters of greenhouse gas may face a litigious and very costly future.

In January 2004 Friends of the Earth (FOE) published a report on the ‘Climate footprint’ of perhaps the planet’s largest corporate emitter of greenhouse gas: Exxon [FOE (2004)]. This report fell short of specifying a financial cost of Exxon’s emissions over its 140 year history, and so the total amount any damage claims made against them might run into. There are, though, some published estimates of the cost of damage caused by the emission of each tonne of greenhouse gas. These estimates may be broad, given the uncertainties in climate change impacts and time horizons, but
they recognise the social costs of greenhouse gas emission in terms the economists are familiar with: Money.

The range of estimates of this type goes from around £3 to £80 per tonne of carbon emitted today. In a review of such estimates, the UK Government Economic Service [Clarkson and Deyes (2002)] cites the value calculated by Eyre et al. [1999] — £70 for each tonne of carbon emitted (at year 2000 prices) — as representing the most sophisticated. This estimate goes beyond many of the others in that it encompasses a much wider range of climate change impacts, and means £19 of damage for every tonne of CO₂ that is currently being emitted.

Combining this estimate with data available on the greenhouse gas emissions of major corporations, we can therefore get some idea of the climate impact costs to which some of our biggest corporations may one day be held liable:

Table 1 Annual CO₂ emissions of five leading corporations during 2000 and the associated costs of these emissions based on an impact cost of £19 per tonne CO₂.

<table>
<thead>
<tr>
<th>Corporation</th>
<th>Emissions (MMT CO₂) in 2000</th>
<th>Cost (million £)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exxon</td>
<td>122.9</td>
<td>2335</td>
</tr>
<tr>
<td>Shell</td>
<td>101</td>
<td>1919</td>
</tr>
<tr>
<td>BP</td>
<td>83.7</td>
<td>1590</td>
</tr>
<tr>
<td>Ford Motors</td>
<td>9.3</td>
<td>176</td>
</tr>
<tr>
<td>IBM</td>
<td>3.1</td>
<td>57</td>
</tr>
</tbody>
</table>

Using the estimate of £19 of damage per tonne of CO₂ emission it is apparent that annual costs arising from the emissions of these corporations may run into many millions, and in some cases billions, of pounds worth of damage globally.

With such emissions litigation a possibility, significant potential to reduce mitigation costs, and an increasing number of studies indicating these costs are outweighed by the costs of inaction, the immediate implementation of GHG cuts is hard to dismiss [Howarth (2001)]. While some critics of the Kyoto protocol argue that the GHG reductions it proposes are woefully inadequate, the United Nations Framework Convention on Climate Change (UNFCCC) maintains that the Kyoto protocol is only the first step in the process of tackling global warming. The eventual size of GHG reduction will need to be many times that outlined in the current Kyoto protocol if the most severe climate change impacts are to be avoided. However, the very high costs predicted for such wide-reaching GHG emission
cuts [McKibbin and Wilcoxen (2004)], do not mean that immediate action, albeit on a relatively moderate scale of the Kyoto Protocol, should not be taken now.

### 3. Place Your Bets

As I’ve said, the key difficulty faced in predicting both the economic costs of global warming and the costs of GHG reduction strategies is the, often large, degree of uncertainty inherent in such predictions. On a time scale of hundreds of years, predictions involve a significant amount of guesswork, but such time-scales are short in terms of global climate dynamics. Even the most convincing economic argument against cuts in GHG emissions is essentially gambling on our future, betting against the possibility of catastrophic climatic events caused by global warming.

The UNFCCC promotes action on global warming in spite of the uncertainty surrounding its precise extent and impacts, based on what is called the ‘precautionary principle’ [see Kuntz-Duriseti (2004)]. This principle basically allows the international implementation of GHG reduction strategies like the Kyoto Protocol before there is absolute scientific certainty, based on avoidance of serious or irreversible damage to the environment [UNFCCC (2001)]. The economist William Nordhaus asserts that, though “a massive effort to slow climate change would be premature” we must be alert to the possibility of “catastrophic and irreversible changes” [Nordhaus (1994)]. It seems then, that we are faced with two options: Either we do nothing to reduce GHG emissions, and so gamble on the resulting effects being within those predicted by existing models, OR, we insure ourselves and future generations against the possibility of catastrophic climate change by cutting GHG emissions.

Overall, a start to the reduction of global GHG emissions seems not only to be economically viable, but also vital as a basis for any future international response to GHG driven climate change. The use of the UNFCCC’s ‘precautionary principle’ appears entirely correct given the magnitude of the catastrophe climate change may bring about, not only for us, but also for our descendants.

As I write the Kyoto Protocol has just recently come into force (February 16th 2005). Russia’s ratification late in 2004 meant that the two key criteria for the protocol’s survival — that it involved at least 55 nations and that these nations were responsible for at least 55% of global GHG emissions — were met. The US though, itself representing 25% of global emissions, remains opposed the Kyoto Protocol. Kyoto then, remains a
rather faltering first step in international action to tackle climate change. Nonetheless, it is a step in the right direction.

It may be frustrating to know how large a threat climate change poses but see an apparently very slow response by the international community. Each of us though, can take direct steps to fight climate change while we’re waiting for the politicians to take concerted action. As members of a global society we each have a stake in, and responsibility for, the global environment. The UNFCCC emphasises the need to educate individuals about climate change, to try and change the way we think about our impact on the environment, both now and for future generations. Let’s therefore examine such individual environmental impacts, the GHG emissions of a lifetime and, since economic matter as much to individuals as nations, the savings possible.

4. Greenhouse Gas Budgets for Individuals

It is in our own lifestyles that many of the most cost-effective reductions in GHG emissions can be made. If we add to this the ‘bottom-up’ effect such lifestyle changes could have on community, business and eventually government GHG policy then the huge importance of individual GHG emissions on a global scale is clear. To assess what kind of GHG emissions reductions might be possible, and the monetary cost of these reductions for typical westerners, let us consider two people born in modern day London. For the purposes of this comparison both our Londoners will live for 75 years, one living a ‘GHG ignorant’ life and the other a ‘GHG aware’ life. To avoid confusion we will call the two subjects Mr Black and Mr Meyer, respectively. GHG emission results of these analyses are shown in Fig. 1.

They are based on the five main sources — transport, holiday, household, food, and waste. Similarly, the associated financial costs over a lifetime for our two subjects are shown in Fig. 2. For details on GHG emission and monetary calculations for each stage of our subjects’ lives, together with any assumptions made, see the Appendix section.

Though, for most of their respective childhood’s, our two Londoners will not be able to determine their own lifestyles and so GHG emissions, we will initially explore how their parents can affect the GHG budgets of their children.

(a) Baby (Aged 0–2)

The first big ‘GHG sensitive’ decision our subjects’ parents face is that of whether to use disposable or real nappies? Mr and Mrs Black decide to go
for disposable nappies for their son, while Master Meyer’s parents opt for ‘real nappies’. The high energy cost for manufacture of disposable nappies, relative to that of both manufacture and cleaning of reusable nappies, leads to Master Black’s nappies causing around 12 kg more GHG emission than the ‘real’ nappy option each year. The added environmental problems disposable nappies pose, due to their sheer volume and slow break down times, also results in increased local authority costs through refuse transport and landfill maintenance.

(b) Toddler (Aged 2–4)

After nappies, the next major ‘GHG sensitive’ decision our two sets of parents make is that of transport to nursery school. While the Meyers opt for taking their son to the nearby nursery by bike, the Blacks use their large four-wheel drive for all of these short journeys. Consequently, while going to nursery costs nothing in terms of GHG produced or fuel bought for the Meyers, the Blacks have to pay £55 extra on petrol and produce an extra 211 kg of GHG each year.

(c) Infant (Aged 4–7)

Now our two ‘GHG guinea pigs’ are old enough for infant school, they both qualify for a free bus service. However, the Blacks decide against using this
service and opt to continue using their four-wheel drive, despite these infant school trips (10 km) being around twice the distance of those to the nursery. This decision costs the Blacks an extra £176 on petrol and produces 677 kg of GHG each year. The Meyers do make use of the free bus service and so pay no extra money. The bus only produces about 53 kg of GHG to carry the young Meyer to and from infant school over the course of the year, a saving of more than half a tonne of GHG.

(d) Junior (Aged 7–11)

Now our two subjects are getting older their parents decide they are old enough to start going on summer holiday. As both families live on the
outskirts of London they have relatively easy access to all major road, rail and air routes. The Meyers decide to spend their annual holiday in Plymouth, UK, while the Blacks opt for holidays in Paris. Traveling by train from London to Plymouth and back with the young Master Meyer costs an additional £29 and produces about 12kg of GHG each year. Meanwhile, the Blacks clock up an extra 100kg of GHG and a bill of around £94 to fly young master Black to Paris and back every summer.

During term-time the Blacks continue to use their four-wheel drive for school trips, while the Meyers still make use of the free bus service, so widening the divide in both GHG produced and associated costs between the two families.

For the first time in the lives of our young subjects begin to become directly responsible for some of their climate impact. Initially this takes the form of Master Black leaving the television, DVD player and video games console on for hours at a time when he isn’t using them. This extra energy use adds up to an extra 120kg of GHG each year and costs his parents about £6 each year. Young Master Meyer, on the other hand, usually switches off these appliances.

(e) Senior (Aged 11–18)

In this last period, before our two subjects will gain complete control of their lifestyle and its associated climate impact, they can already make quite an impact on their GHG emissions. Master Black now routinely leaves his computer, stereo, TV and DVD player on while they are not being used, so clocking up an extra 160kg of GHG at a cost of £10 each year. He has also got into the habit of turning the home heating up to full blast instead of putting on a jumper. His use of an electric radiator in his room for an extra 2 hours each day during much of the year. Compared to Master Meyer, results in 700 kg of extra GHG emissions at a cost of £35 to his parents every year. For holidays during this period the Meyers travel to Chester each year by train, at a cost of £22.20 and producing 17.6kg of GHG each time. The Blacks, on the other hand, fly to Cairo every summer, with the flights for our teenage Master Black costing £225 and producing over 1 tonne of GHG.

Both our subjects have also moved on to senior school in this period. Master Meyer again takes advantage of the free bus service to school, a journey that produces 211kg of GHG over the course of each year. The
Blacks persist with using their car for these longer school runs, at an extra annual cost of some £706 and producing 2707 kg of GHG.

(f) **Student (Aged 18–21)**

Having left their family homes our two subjects have now become very much more responsible for their personal GHG emissions and climate impact. One of the first and most important decisions they make is their form of transport while students in London. Mr Meyer opts to use his bike and an all year public transport pass costing £264 and leading to annual GHG emissions of around 260 kg. Meanwhile, Mr Black chooses to buy and use a 7 year old hatchback for his transport. Purchase and maintenance costs aside, this option costs him £407 a year in fuel and produces over two tonnes of GHG. For their holidays, Mr Black now travels each year to Bangkok at a price of £427, with the flights producing a massive 2745 kg of GHG each holiday. Mr Meyer instead travels by train to Bath at a cost of £26 — a trip producing only 10.5 kg of GHG.

The GHG emission and monetary savings possible in their rented student accommodation are fairly limited for both our subjects. As relatively ‘low’ energy users in London, each would normally produce around 4750 kg of GHG from ‘household’ sources, at a cost of nearly £300 in energy bills each year. However, Mr Meyer saves over £14 and around 300 kg of GHG simply by setting his home PC to ‘sleep mode’ for those times when he’s not using it. He saves a further £10 a year in electricity bills and about 200 kg of GHG by replacing the two light bulbs in his bedroom with ‘energy efficient’ light bulbs.

(g) **Young adult (Aged 21–30)**

Having finished their studies our two subjects have now taken on the responsibility of their first jobs and homes. Together with transport, holidays, and food they are now directly responsible for the climate impact of their homes. Consequently, it is during these years that a very large divergence between their respective GHG emissions becomes evident. As ‘medium’ household energy users in London they both would normally produce about 9200 kg of GHG at a cost of £519 each year. Mr Meyer though, cuts his household emissions by 4.6 tonnes and his energy bill by £154 each year by making use of a range of energy saving strategies around the house. These include using energy efficient appliances, lighting, shower and water heating. Improved house insulation and energy-aware home design complete
the savings. Mr Meyer is able to save a further 125 kg of GHG each year at no cost to himself, by simply leaving his old newspapers out for recycling instead of putting them straight in the bin — avoiding waste going into landfill, by recycling or even aerobically composting it, can reduce the amount of methane produced per kg of rubbish, with methane being around 20 times more potent a GHG as carbon dioxide this can make a big difference.

Our subjects’ increasing affluence enables them to be more selective about their diet. Mr Black does his food shopping at a large out of town supermarket, the food he buys is fairly varied with quite a lot of organic fruit and vegetables. However, he is unaware of the ‘food miles’ many of the items he buys have clocked up. His weekly shopping basket of 16 kg of goods is responsible for 2184 kg of GHG over the year. Taking advantage of the local Farmer’s market Mr Meyer is able to buy most of his family’s food from local sources, though there is little monetary saving, Mr Meyer’s shopping basket of 16 kg is responsible for only 74 kg of GHG over a year.

For their holidays during these years Mr Black travels by plane to Madrid each summer at a cost of £134 and produces 361 kg of GHG. Mr Meyer opts to spend his annual holiday in Manchester, travelling by rail at a cost of £66 and producing just 19 kg of GHG.

For transport as young adults, Mr Meyer again combines use of his bicycle with London’s public transport system. His tickets cost £380 and his annual transport-related emissions total 528 kg. Mr Black trades in his old runabout for a brand new sporty hatchback. As a result his petrol costs alone rise to £580, with related GHG emissions reaching 4773 kg each year.

(h) Older adult (Aged 30–45)

With ever-greater spending power, the opportunity to increase GHG emissions through ‘energy rich activities’ tends to grow, while the relative financial incentives for cost effective emission reduction fall. As such, with higher incomes and children of their own, our two subjects are now faced with more and more GHG sensitive decisions. The difference in their GHG emissions (Fig. 1) and associated monetary costs (Fig. 2) now widens even further. Mr Black sells his sporty hatchback and instead buys a new family-sized estate car. This new car costs £673 in fuel and creates 5444 kg of GHG each year. Mr Meyer sticks to biking (with baby seat) and public transport at the annual cost of £380, and with an associated GHG emission of just 528 kg.
With growing families, the food purchases of both our subjects rise to 33 kg of goods each week, with Mr Black continuing to buy without regard to ‘food miles’ the GHG arising from the transport of his food goes up to 4368 kg. Meanwhile, the transport of Mr Meyer’s food, sourced locally, gives rise to only 147 kg of GHG over the course of a year. The increase in family size leads to Mr Black’s household waste related GHG emissions rising to more than a tonne. Mr Meyer limits this increase by continuing to recycle, leading to a saving of 240 kg of GHG a year.

The energy use of both Mr Black’s and Mr Meyer’s family could be expected to rise into the ‘high user’ category at this point in their lives. Indeed, Mr Black’s household does just that. Energy related GHG emissions rising to over 13 tonnes a year at a cost of £739. Using various energy saving strategies, Mr Meyer is able to cut emissions by over 4.5 tonnes below this level and save £154 in energy costs at the same time.

During this period Mr Meyer opts to take his holidays in Skegness each year, travelling by rail at a cost of £43.20 and giving rise to around 13 kg of GHG each time. Mr Black flies each year to Seattle at a cost of £249 and produces 2229 kg of GHG on each round trip.

(i) Pre-retirement (Aged 45–60)

Until now we have examined only those activities of our two subjects which have an impact on their GHG emissions at home and while travelling. However, as holders of senior posts at work, both Mr Black and Mr Meyer now have responsibility for GHG-sensitive decisions at work. With 70 employees, workplace energy use and associated GHG emission is large. By replacing the 200 lights in his block of offices with energy efficient lighting and ensuring waste paper is recycled wherever possible, Mr Meyer is able to cut GHG emissions by over 20 tonnes per year and save over £1400 in energy costs. (These office based GHG savings are so large that they have been left out of the lifetime comparison figures to improve clarity).

At home, our subjects’ children have moved out and their energy usage would normally drop back to the ‘medium’ user bracket. However, Mr Meyer’s energy saving strategies around the house also maintain the previous cuts in household energy related GHG emissions and costs. Similarly, his sourcing of locally grown food and recycling of household waste continues to reduce his personal climate impact.

Both Mr Black and Mr Meyer continue to clock up around 18,000 km in day-to-day travel each year. With no young children and more expendable
income Mr Black decides to buy a large engined saloon, which leads to annual GHG emissions of nearly 7 tonnes at a fuel cost of over £1700. In comparison, Mr Meyer’s chosen combination of public transport and bicycle continues to produce only 528 kg of GHG and cost only £380 each year (even without the savings on gym fees).

For his annual holidays Mr Meyer decides to stay in London and visit the various museums, galleries and shows the capital has to offer. By making use of his annual public transport pass he is able to travel around London for free, the 25 trips he clocks up each summer producing only 7 kg of GHG. Mr Black flies each year to Lima at a cost of £459, producing almost 3 tonnes of GHG on each round trip.

(j) Retirement (Aged 60–75+)

Free from the need for daily trips to work and with grown up children, our two subjects should see substantial drops in their energy use, GHG emissions and energy costs. Indeed, both could be expected to drop into the ‘low’ household energy user bracket, though with Mr Meyer making further cuts in household GHG emissions and energy costs as outlined previously. However, Mr Black negates much of this post-retirement decrease in climate impact by buying himself a petrol guzzling classic car which, even though only used for 9000 km of travelling each year, produces over 3 tonnes of GHG and costs £863 in fuel.

Worse still for Mr Black’s annual GHG budget is his decision to now travel to Auckland for his annual holiday, a flight which costs £655 and creates over 5 tonnes of GHG on each round trip. Meanwhile, Mr Meyer continues using public transport to get around and opts for annual holidays in Aberdeenshire. The return ticket to Aberdeen costs £94 and the round trip produces 27 kg of GHG.

(k) The final bill

The final bill, both in terms of their lifetimes’ GHG emissions and its associated costs is, as you’ve no doubt guessed, vastly greater for Mr Black than for Mr Meyer (Table 2). Through relatively modest changes in lifestyle, Mr Meyer succeeded in cutting his total GHG emissions by 70% and saved himself around £80,000 compared to Mr Black. It is clear that, if such reductions are extrapolated to scales of thousands or millions of individuals, huge GHG cuts are possible.
Table 2  Cumulative lifetime greenhouse gas emissions and associated costs for two theoretical Londoners.

<table>
<thead>
<tr>
<th>Greenhouse Gas (tonnes)</th>
<th>Cost (£ sterling)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mr Black</td>
<td>1251</td>
</tr>
<tr>
<td>Mr Meyer</td>
<td>370</td>
</tr>
</tbody>
</table>

From a political perspective, the promotion and subsequent incorporation of such ‘individual’ cuts into national GHG budgets would seem extremely attractive. Certainly, recent years have seen increasing government interest in this area. The UK government is promoting domestic energy efficiency via better information, financial incentives and tighter regulations. Indeed, they predict that implementation of these strategies could cut UK carbon emissions by around 5 million tonnes by 2010 [DETR, (2000)]. As the UK’s Deputy Prime Minister has said “We have a responsibility to take action, but it is also in our own interests to do so. Measures to reduce greenhouse gas emissions can be good for the economy, for businesses and for our communities.”

Other governments too, are active in the promotion of GHG emissions cuts at the individual level. The Australian Greenhouse Office, for instance, last year launched ‘Cool Communities’ which not only provides detailed information on how individuals might reduce their own GHG emissions, but also provides funds for communities to implement these GHG reduction strategies.

In pure ‘cost per tonne GHG reduction’ terms, no definitive figures exist for reductions via the ‘increased public awareness’ route, but there seems little doubt that this option has huge potential in industrialised countries like the UK. Were a million people with a ‘Mr Black’ type lifestyle to switch to a ‘Mr Meyer’ lifestyle, the annual reduction in UK GHG emissions would be more than 5 million tonnes, with a monetary saving of around £1billion. If we consider the likely spread of ‘GHG awareness’ of individuals to their place of work, choice of business suppliers, and ultimately their political representative... well, you see the power that is individual action.

5. Conclusion

Economic concerns have been used by some as an excuse for inaction on climate change. Though cost-benefit analyses of global warming have often been dismissed on ethical grounds, it seems that in many situations GHG abatement strategies can in fact be implemented at no net cost. Indeed,
the possibility of catastrophic climate change would seem to justify GHG abatement even where significant short-term costs are incurred. Contrary to the assertions of the current US administration, the cuts proposed under the Kyoto Protocol appear both economically viable and vital as a basis for future international GHG abatement.

An area with huge potential for cost-effective GHG abatement is that of personal emissions. In industrialised countries, like the UK, implementing relatively modest lifestyle changes can make large savings in both the GHG emissions and energy costs of individuals. Indeed, if only one or two of the lifestyle changes outlined here were implemented on a wide scale, significant reductions in national GHG emissions are possible. The key to successfully realising this huge potential for GHG abatement is, ultimately, increased public awareness.

Appendices

Financial costs of nappy and food purchase were not included in these analyses. GHG emissions represent CO$_2$ equivalents, unless otherwise stated. GHG emission data obtained from non-UK datasets (US and Australia) is assumed to be valid for UK. Where cost analyses required conversion of US or Australian dollars to pounds sterling, conversion factors of 1.6:1 and 2.5:1 have been used, respectively. Emissions and cost analyses take no account of possible future technological, economic and social variability in the UK. For household related GHG emissions and energy costs, Mr Black and Mr Meyer are assumed to be ultimately responsible for total emissions even where the presence of a spouse/children is inferred (i.e. household related emissions may not always be per capita).

Baby (0–2 years)


Toddler (2–4 years)

Assumes 100 trips to nursery per year, 5 km round trip. GHG emission data for the four wheel drive data are for a 2001 Isuzu Trooper 4WD 3.5l (US Department of Energy, http://www.fueleconomy.gov) based on the Greet
model (Argonne National Laboratory, http://www.transportation.anl/ttrdc/greet/index). Fuel cost data were obtained from UK Vehicle Certification Agency (http://www.vcacarfueldata.org.uk/). No account was taken of car or bike purchase and maintenance costs.

**Infant (4–7 years)**

Calculations for the four-wheel drive are as described above, but this time for a 10 km round trip and 160 trips per year. GHG emissions from bus journeys are based on the assumption of 33 g GHG emission per km per person carried [Australian Greenhouse Office (2001)].

**Junior (7–11 years)**

Flight GHG emissions were derived from IPCC [1999]. Flight prices were for 2002 and were obtained from ‘CheapFlights.co.uk’ (http://www.cheapflights.co.uk). Train-journey GHG emissions were based on the assumption of 33 g GHG per km per person carried [Australian Greenhouse Office (2001)]. Train ticket costs were obtained from ‘The Trainline.com’ (http://www.thetrainline.com) and assume ‘Saver return’ tickets.

Household GHG emission data based on a television, video recorder and games console being left on standby, rather than being switched off [Australian Greenhouse Office (2001)].

**Senior (11–18)**

GHG emissions and related costs calculated as previously stated, assuming 160 trips school trips per year at 40 km each time.

**Student (18–21)**

Student transport assumes car to be a 1995 Ford Focus (2l) and annual distance travelled to be 9000 km. For Mr Meyer, 8000 km per year via public transport, 1000 km per year by bike. Public transport fare obtained from ‘Transport for London’ (http://transportforlondon.gov.uk) assuming purchase of annual pass to travel in London zones 1–4 and with 30% discount for ‘Youth’ pass.

Housing energy costs calculated on the basis of ‘low’ energy use: 10 000 kWh gas and 1650 kWh electric; ‘medium’ energy use: 19 050 kWh gas and 3300 kWh electric; ‘high’ energy use: 28 000 kWh gas and 4950 kWh gas.
electric. These data were based on London Electric ‘dual fuel’ at standard credit [Energywatch, December (2001), http://www.uSwitch.com]. GHG emission estimates for energy used calculated using 1 kg GHG per kWh electricity and 0.31 kg per kWh for gas [Australian Greenhouse Office (2001)].

**Adult (21–30)**

Distance and transport type data for theoretical ‘shopping trolley good’ were obtained from Sustain (http://www.sustainweb.org/). GHG emissions were calculated for air-freight using IPCC [1999]. Lorry transport emissions were derived from UK Department of Transport, Local Government and the Regions [2000] assuming 33 ton twin axle articulated lorry in 45 mph speed bracket. Van emissions were calculated for Volkswagen Multi-Van (UK Vehicle Certification Agency, http://www.vcacarfueldata.org.uk/) travelling 100 km.

Recycling data assume total newspapers amounting to 50 kg in weight each year. Savings of 2.5 kg GHG per kg of recycled newspaper, relative to landfill. [US Environment Protection Agency (1998)].

Transport data calculated assuming 18 000 km per year on public transport and 1000 km on bike for Mr Meyer (annual public transport pass now without 30% ‘youth’ reduction in price and 18 000 km per annum for Mr Black, 2001 Volkswagen Golf GTi 1.8l (GHG emissions and fuel costs obtained as described above).

**Older adult (30–45)**

Mr Black’s car was a 2001 Volvo V70 (2.4l), 18 000 km per year. GHG emissions and related costs calculated as described above.

**Pre-retirement (45–60)**

GHG and monetary savings form lighting policy calculated using ‘Work Energy Smart Lighting Calculator’ (http://www.energysmart.com.au/WESlight.shtml) assuming a change of 200 lights from 80 Watt Flouro halo T8 to 12 Watt Compact (CFL). Total operating hours per year 1500, leading to total reduction in GHG emissions of 18.7 tonnes per annum. Savings in sterling, £1400, calculated using an electricity price of 7 pence per kWh. Waste recycling saving based on recycling of 500 kg of paper per year, with an associated GHG saving of 2750 kg relative to landfill [US Environment Protection Agency (1998)]. Other data obtained as described above.
Retirement (60–75)

Mr Black’s car was a 2001 Jaguar XJ8 (4l), 9000 km per year. This and other data obtained and calculated as described previously.
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The release of carbon dioxide from fossil fuel combustion and land use change has caused a significant perturbation on the natural cycling of carbon between land, atmosphere and oceans. The perturbation of the carbon cycle, and other aspects of global biogeochemical cycle, is so large and fundamental that it has been suggested the Earth has entered a new geological epoch, the Anthropocene, characterised by overwhelming human perturbation of global biogeochemistry. Understanding and managing the effects of this perturbation are likely to be amongst the most pressing issues of the twenty first century. However, the present-day carbon cycle is still poorly understood. One remarkable feature is that an increasing amount of atmospheric carbon dioxide appears to be being absorbed by terrestrial vegetation.

In this paper I review the recent evidence for the magnitude and spatial distribution of this “terrestrial carbon sink”, drawing on (i) current research on the global atmospheric distribution and transport of carbon dioxide, oxygen and their isotopes (ii) direct measurement of CO$_2$ fluxes above various biomes, and (iii) inventories of forest biomass and composition. I review the likely causes of these carbon sinks and sources, and their implications for the ecology and stability of these biomes.

Finally, I examine prospects and key issues over coming decades. Controlling deforestation and managing forests has the potential to play a significant but limited part in reaching the goal of stabilising atmospheric CO$_2$ concentrations. However, there are likely limits to the amount of carbon storage possible in natural vegetation and in the long term terrestrial carbon storage may unstable to significant global warming, with the potential to accelerate rather than brake global warming.
1. Introduction

It takes us a 24-hour boat ride through isolated backwaters and an hour’s trek through the majestic ancient forest to reach the observation tower at Caxiuanã, near the eastern coast of the Amazon rainforest. Climbing up the tower, you catch your breath at the spectacle of almost pristine Amazonian forest stretching to the horizon in all directions. To the west it stretches for over 3000km until it meets the rain-drenched wall of the Andes mountains. Here, at the heart of the Amazon, away from constant deforestation that gnaws away at the edges, it can seem at first that you have reached a world barely touched by human influences, where the cycles of nature still run to prehistoric rhythms. Yet the sensor on top of the tower tells a different story. It measures the concentration and vertical flow of the greenhouse gas carbon dioxide (CO$_2$) above the forest. Every year since these measurements began in Amazonia, the measured concentration of CO$_2$ has crept up: it was 350 ppm (parts per million by volume) in 1987, and has risen relentlessly to reach 380 ppm in 2005. This rise started in the late 18th century, when concentrations stood at about 280 ppm (a value that has remained fairly constant since the end of the last Ice Age), and is a fingerprint of global human activity, a consequence of the combustion of coal, oil and gas that drives modern economies, and the widespread clearance of forests. By the end of the 21st century it will reach values between 500 and 1000 ppm, values not experienced on Earth for 20 to 40 million years [(Prentice (2001); IPCC (2002)]. It is now generally agreed by the scientific community that this CO$_2$ increase is driving global warming, but there are other consequences. Atmospheric CO$_2$ is the raw material from which plants manufacture the sugars and starches and other compounds that provide them with energy stores and build their biomass, and ultimately provide the energy supply for almost all life. As the concentration of CO$_2$ increases, what will this do to the growth, biomass and ecology of these forests? The measurements of the flow of carbon dioxide at the tower provide a clue. They measure a net long-term flow of CO$_2$ into the forest, suggesting that the growth of forests is being stimulated. How large is this stimulation, what are the consequences of this effect on the global atmosphere and climate, what are the consequences of this effect on the ecological balance and composition of these diverse tropical forests, and how long into the future will these effects last? These are questions that will need to be answered in the 21st century, and that have shaped my research agenda for the last ten years. In this chapter I will describe some of this work, but also take a wider perspective, examining the current state of our
understanding of the terrestrial carbon cycle, and how this understanding may improve over coming decades.

2. The Global Carbon Cycle Today

2.1. The natural carbon cycle

The major components of the natural global carbon cycle are illustrated in Fig. 1 [from Prentice et al. (2001)]. The major reserves of carbon are, in decreasing order of size, the rocks and sediments of the lithosphere (a vast but relatively inactive store of carbon), the oceans (38.000 Pg C; 1 Pg C = 1 pedagram of carbon = 10^{15} g), the soils (1500 Pg C) and plants (500 Pg C) of the terrestrial biosphere, and the atmosphere (730 Pg C). Although a small pool, it is the carbon stocks in the atmosphere, mainly in the form of carbon dioxide (CO₂), but also more potently in the form of methane (CH₄), that provide the direct link with climate change.

Fig. 1 Main components of the contemporary natural carbon cycle. The thick arrows represent gross primary production and respiration by the biosphere and physical sea-air exchange. The thin arrows denote natural fluxes which are important over longer timescales. Dashed lines represent fluxes of carbon as calcium carbonate. The units for all fluxes are Pg C/yr, the units for all compartments are Pg C. 1 Pg C is equal to 10^{15} g, or 1 gigatonne (Gt). Reproduced from IPCC [2001].
There is tight coupling between the atmospheric, terrestrial and oceanic carbon pools. Every year 120 Pg C (16% of the atmospheric stock) are transferred from the atmosphere to the biosphere via the process of plant photosynthesis. This is termed the gross primary production, GPP, of the terrestrial biosphere. About half of this amount is directly returned to the atmosphere through plant respiration, as the plants metabolise their manufactured sugars. The remaining amount (the net primary production, or NPP, of the terrestrial biosphere) is eventually transferred to the soil carbon pool as plants shed organic material (through litterfall, root death, and, eventually, total plant death), with a small fraction being transferred to herbivores and other animals. Almost all this carbon is eventually returned to the atmosphere via decomposition or animal metabolism. By dividing the terrestrial biospheric carbon stock (2000 Pg C) by the gross photosynthesis (120 Pg C yr\(^{-1}\)), we can estimate that the mean residence time for an atom of carbon in the terrestrial biosphere is about 17 years, with about 12 years of this being in the soil. The mean is an amalgam of a few months’ residence time for leaves and fine roots, to thousands of years for some long-lived and some components of soil carbon.

CO\(_2\) is also exchanged with the oceans, primarily by simple physical dissolution, with the net flux to and from any ocean surface depending on the gradient in the partial pressures of CO\(_2\) in atmosphere and water. Once in solution, 99% of the CO\(_2\) reacts chemically water to form bicarbonate, HCO\(_3^-\) and carbonate CO\(_3^{2-}\) ions. It is in this form that carbon is used by marine organisms, either for the photosynthesis of organic matter or for the synthesis of carbonate shells. Almost all of this activity occurs in the light-rich upper hundred metres of the ocean, where there is rapid recycling of carbon as organisms consume and die. A fraction of the organic carbon and carbonate, however, “rains” down into the deep ocean, where it enters the slow circulation of the abyss, to eventually re-enter contact with the atmosphere in regions of deep ocean upwelling (such as the equator, or western margins of continents). An even smaller fraction of carbonate (about 0.2 Pg C yr\(^{-1}\)) and organic matter (0.01 Pg C yr\(^{-1}\)) is buried in deep ocean sediments, and enters the lithosphere. Overall, about 90 Pg C are transferred each way to and from the ocean each year. The mean residence time carbon molecules in the oceans is therefore about 400 years, but this figure is misleading as most carbon is recycled within a year in the photic zone, whereas a small fraction resides for over a thousand years in the deep ocean.
Therefore, in total, 210 Pg of atmospheric CO$_2$ (more than a quarter of the atmospheric carbon stock) are cycled between the atmosphere, land and oceans every year, and the mean residence time for a CO$_2$ molecule in the atmosphere is only 3–4 years. Any human perturbations to the cycle are enmeshed within this huge natural cycle.

On a longer timescale, interactions with the geological carbon cycle become important. Some of the carbon locked in organic matter or removed from the atmosphere by land surface erosion is buried in deep ocean sediments and slowly transferred into the earth’s mantle by the slow drift and subduction of the continental plates, or returned to the atmosphere by the uplift and exposure of buried sediments. Eventually, this carbon cycles back to the atmosphere through volcanic outgassing. The residence times for carbon in the lithosphere are millions of years: this slow, geological cycle is irrelevant on the timescales of human history, but has been the most important cycle on geological time scales of tens to hundreds of millions of years.

2.2. The carbon disruption and the Anthropocene

Human civilisation has always been associated with a modification of the local carbon cycle through the fire management and clearing of natural ecosystems [Perlin (1999)]. It is only since the 18th century, however, that the scale of this modification has accelerated such as to have a significant effect at the global scale. This “carbon disruption” has been driven partially by accelerated rates of deforestation, especially in the tropics, resulting in a net transfer of carbon from the terrestrial biosphere to the atmosphere and oceans. The most important agent, however, has been the hundred-fold acceleration of the geological carbon cycle through the combustion of old biospheric carbon trapped in the lithosphere, the “fossil” fuels of coal, oil and natural gas. Figure 2(a) illustrates the rate of carbon transfer to the atmosphere from fossil fuel combustion since 1750, whilst Fig. 2(b) illustrates the cumulative emissions since the dawn of human history. In recent decades the carbon disruption has accelerated spectacularly. I was born in 1968. In my lifetime more CO$_2$ has been released to the atmosphere through human activity than in all of previous human history combined.

2.3. The contemporary global carbon balance

The fate of the carbon dioxide currently being released into the atmosphere by human activities is illustrated in Fig. 3. The values shown are estimates
Fig. 2 (a) Total carbon emissions from fossil fuel combustion and cement production since 1750, divided by region. Data from Marland (2001). (b) Estimated cumulative carbon emissions since the start of human history, plotted since 1850. Data from Marland (2001) and Houghton (pers. comm.). Figure derived from one in Malhi et al. (2002).
for the period 1990–1999. The source from fossil fuel combustion and cement production can be accurately estimated from economic data, and was $6.3 \pm 0.4 \text{Pg C year}^{-1}$ for the 1990s (cement production accounts for only 2% of this total). The other main source is land use change, which encompasses deforestation, forest degradation, logging, reforestation and maturation of regrowing forests. Land use change is often quoted to be a carbon source of $1.7 \pm 0.5 \text{Pg C year}^{-1}$ ([IPCC (2002)], but there is considerable uncertainty in this value. The rates of forest clearance in the IPCC values are based on data from the Food and Agriculture Organisation (FAO). A number of recent studies [e.g. Achard et al. (2002); DeFries et al. (2002)] have suggested that the FAO may be significantly overestimating deforestation. Moreover, there is still a surprising uncertainty in even the biomass per unit ground area, with recent estimates varying by 30%, between 100 Mg C ha$^{-1}$ and 129 Mg C ha$^{-1}$ [Houghton (2005)]. In addition, a number of processes such as illegal logging and forest degradation are difficult to estimate. They may be a source of around $0.4 \text{Pg C year}^{-1}$ [Nepstad et al. (1999)] and are not included in these calculations, but also must not be double-counted if degraded areas are subsequently deforested. In all, the net carbon source from land use change is likely to lie in the region of $1.2 \pm 0.8 \text{Pg C year}^{-1}$.

Because CO$_2$ is relatively well-mixed in the global atmosphere, it is possible to measure the global rate of accumulation with high precision. In the 1990s CO$_2$ accumulated in the atmosphere at a rate of $3.2 \pm 0.1 \text{ t C year}^{-1}$, corresponding to a rate of increase of CO$_2$ concentration of about 1.5 ppm year$^{-1}$. The discrepancy between the total carbon source
(7.5 ± 0.9 Pg C year⁻¹) and the rate of carbon accumulation in the atmosphere implies that a substantial amount of carbon is being removed from the atmosphere by other processes. The two most obvious “sinks” for carbon are the oceans, and the terrestrial biosphere.

The partitioning between these land and ocean sinks can be calculated from the fact that the exchange of CO₂ with the biosphere (through photosynthesis, respiration or combustion) results in an equivalent transfer of oxygen (O₂) in the other direction, whereas the dissolution of CO₂ in ocean water is not matched by a release of O₂. The difference between changes in atmospheric concentrations of O₂ and CO₂ can be used to quantify the ocean carbon sink, which is currently estimated to be 2.1 ± 0.5 Pg C year⁻¹, a value that agrees with results from ocean carbon cycle models (2.3 ± 0.5 Pg C year⁻¹), and from studies of carbon isotopes (2.1±0.9 Pg C year⁻¹). There is still significant uncertainty about the future magnitude of the ocean carbon cycle, as poorly understood processes such as changes in ocean circulation become increasingly important at longer timescales.

Therefore, fossil fuel emissions, the atmospheric CO₂ increase, and the modern day ocean carbon sink are all well constrained. We can therefore have high confidence that the remaining unknown factor, the net carbon sink into the terrestrial biosphere, had a value of 1.0 ± 0.6 Pg C year⁻¹ in the 1990s. When we begin to tease apart this number into its component processes, however, we run into greater uncertainties. As described above, we know that land use change is a net source of 1.2 ± 0.8 Pg C year⁻¹. Therefore, there is a likely carbon sink into the remaining terrestrial biosphere (away from tropical deforestation areas) of magnitude 2.2 ± 1.0 Pg C year⁻¹ to balance the carbon budget.

3. The Causes of the Carbon Sink in the Terrestrial Biosphere

Where is the terrestrial carbon sink? The most likely suspects are forests, which hold about 50% of terrestrial biosphere carbon stocks, and account for about 50% of terrestrial photosynthesis. What could be causing forests to be net sinks of carbon? There are a number of possibilities.

The simplest possibility is that forests are simply recovering from past disturbance and are changing in age structure. In the temperate regions of North America and Europe, there has been a substantial abandonment of agricultural land over the 20th century. The basic change of land from
agriculture to forest is already included in the estimate of net carbon emissions by land use change, but more subtle variations in the age and density of forests as forest management changes, or as dense vegetation encroaches into abandoned areas, are not included.

Another possibility is that some human-induced agent of global change is causing an enhanced rate of forest growth, or an expansion of forest area. The prime suspect is the very agent that is disappearing into the biosphere: \textit{The enhanced carbon dioxide concentration in the atmosphere}. As explained in the introduction, the “CO$_2$ fertilisation” of photosynthesis is likely to be enhancing the growth of forests. The majority of lab studies of tree growth under high CO$_2$ concentration have shown enhanced growth rates, with on average a 60\% increase in plant productivity for a doubling of atmospheric CO$_2$ concentrations [Norby et al. (1999)].

In natural, mature ecosystems (as opposed to young or small plants growing in controlled lab conditions), it has been less clear whether this growth enhancement with be significantly constrained by other limitations, such as the supply of essential nutrients like nitrogen and phosphorus (both essential to make new plant biomass), by water supply, or by whole system-level constraints such competition between species for limited light resources [(Norby et al. (2001)].

Another route by which increased atmospheric carbon dioxide may affect plant growth is through increased water use efficiency. Most of a leaf surface is waxy and relatively impermeable to CO$_2$, and most of the CO$_2$ to reaches the plant enters through small pores in the leaf surface known as stomata. These entry points for CO$_2$ are also exit points for water vapour, and in dry climates the loss of water through stomata is a serious problem. In response, water-stressed plants reduce water loss by closing their stomata, which consequently limits CO$_2$ uptake and the potential for photosynthesis. In a higher CO$_2$ atmosphere, a greater amount of CO$_2$ can enter for the same degree of water loss, thus increasing the amount of photosynthesis possible for a fixed supply of water.

In many regions human activities have greatly increased \textit{the supply of nitrogen} in natural ecosystems, either though by-products of fossil fuel or biomass combustion (nitrogen oxides), or else through application of fertilisers (ammonium compounds and nitrates). The rate of supply of available nitrogen to the biosphere has increased from a pre-industrial value of 100 Tg N year$^{-1}$ (1 Tg = 1 teragram = 10$^{12}$ g), to a 1990s value of 240 Tg N year$^{-1}$ [Schlesinger (1998)]. This enhanced nitrogen supply is likely to have a number of consequences that are harmful to ecosystems,
but one potential side effect may be a fertilisation of tree growth, either on its own or in combination with the CO$_2$ fertilisation effect [Norby (1998)].

Finally, ongoing climate change is also likely to affect vegetation carbon balance, although the direction of this effect is not clear. Warming trends have been most severe at high northern latitudes, where higher temperatures are likely to lengthen growing seasons at high latitudes, thus increasing the carbon stores in plant biomass, but may also accelerate the decomposition of vast reserves of carbon held in boreal forest and tundra soils. In tropical ecosystems, changes in precipitation are likely to have a greater effect than temperature changes, affecting, for example, whether an area can support a tropical rain forest or a savanna, but the expected regional pattern of precipitation changes in the face of climate change is far from clear.

Therefore, a wide variety of factors could be leading to a carbon sink in terrestrial vegetation. Which factor is likely to be the most important? The answer is likely to vary with region. In boreal latitudes (the forests and tundras of Canada and northern Eurasia), global warming may be the most important factor, leading to longer growing seasons and an increase in forest biomass, although this effect may be offset by the release of carbon from the soil. In temperate regions, the recovery from disturbance is likely to be most important, perhaps enhanced by nitrogen and CO$_2$ fertilisation. In tropical savannas and forests, responsible for over half of the earth’s photosynthesis, CO$_2$ fertilisation may be most important. In arid and seasonally arid regions, the enhanced water use efficiency may be the most important factor.

How can we distinguish between these various causal effects? Perhaps by looking at the spatial pattern of the carbon sources and sinks.

4. Looking for the Terrestrial Carbon Sink

A variety of approaches have been employed to search for the terrestrial carbon sink. I will briefly review these techniques, moving down in scale from the global atmosphere to site-specific studies. Perhaps the biggest problem presented by the search for the carbon sink in the terrestrial biosphere is its spatial heterogeneity. In contrast to the oceans, the carbon dynamics of the terrestrial surface vary greatly from point to point, as an intact forest stand sits next to a natural treefall gap, as wet forest grades to dry forest to savanna to grassland, and as climatic regimes, topography and soil conditions vary. In each of these different surface types different carbon cycling
mechanisms may predominate, and to derive a mechanistic understanding of the processes involved it is necessary to work at the local, site-specific scale. On the other hand, to understand how these processes affect the global atmosphere, it is necessary to scale up from individual sites, and here again the spatial heterogeneity of the biosphere presents problems. Measurements of carbon balance at continental or global scales can help us understand whether the scaling is successful, and whether we have captured all the processes involved. The study of the carbon sink benefits from research at a wide range of scales.

4.1. The global atmosphere

Although CO$_2$ is well mixed in the global atmosphere, it is not perfectly mixed, and there are small horizontal gradients in CO$_2$ concentration that are driven by the spatial pattern of sources and sinks for carbon dioxide. For example, CO$_2$ concentrations are higher in the northern hemisphere (the source of most fossil fuel combustion) than in the southern hemisphere. In principle, if the transport of CO$_2$ in the atmosphere can be accurately simulated by atmospheric transport models, it should be possible to use observations of atmospheric CO$_2$ concentrations to derive the spatial pattern of CO$_2$ sources and sinks. As the spatial pattern of CO$_2$ sources from fossil fuel combustion can be accurately predicted from economic data, the remainder will be the spatial pattern of biosphere CO$_2$ sources and sinks (including the effects of land use change). Further information can be derived by also including observations of the stable isotopes of CO$_2$ (biosphere exchange has a different isotopic signature than fossil fuel combustion), and observations of O$_2$ concentrations.

A number of research groups are using this “inverse modelling” approach. The primary requirements for these studies are atmospheric transport models, which developed in the 1980s with the expansion of computing power, and a global network of observation stations. However, most of these observation stations are in North America and Europe, with very little coverage over the oceans and no coverage over tropical land masses. This dearth of observations is the main problem that currently constrains this approach.

A number of research groups around the world are currently applying this atmospheric inversion technique. There is significant disagreement between the results, but some points of agreement. The TRANSCOM3
experiment compared the results from applying 16 different transport models to the same dataset [Gurney et al. (2002)]. The scientists found that results were relatively robust for the northern and southern extratropics, but very poorly constrained in the tropics. There appeared to be a significant carbon sink uniformly distributed across northern land regions, with a total northern land sink of $2.3 \pm 0.7 \text{Pg C year}^{-1}$. The study suggests that the tropical lands are probably a net source of carbon, of magnitude $+1.0 \pm 1.3 \text{Pg C year}^{-1}$, implying that the source from tropical deforestation more than compensates any carbon sink in intact forests. However, some more recent analyses [Rodenbeck et al. (2003)], with more sophisticated use of monthly weather data, estimates tropical carbon balance of $-0.8 \pm 1.3 \text{Pg C year}^{-1}$, with a high probability of being outside the range of the TRANSCOM values, implying that the tropics are a net carbon sink, and that the intact tropics must therefore be a very strong carbon sink of about $2 \text{Pg C year}^{-1}$. The uncertainties in this method are clearly still large, and primarily caused by the sparseness of data and problems in modelling the turbulent land-atmosphere interface.

4.2. Measurements of the vertical flux of CO$_2$ above a surface

Atmospheric studies have the advantage of covering large areas of a heterogeneous landscape, but it is still necessary to understand the fluxes at a more detailed spatial scale to arrive at a mechanistic understanding of processes. Over the last 15 years, towers between 10 and 200 m tall have been springing up over a range of forests and other vegetation types, hosting instrumentation that directly measures the vertical exchange of carbon dioxide between the surface and the atmosphere (Fig. 4a). The most commonly used instrumentation is based on the technique of eddy covariance. This technique is based on the fact that the CO$_2$ is transported by means of turbulent eddies, and that if both the vertical wind velocity and concentration of CO$_2$ at a point can be measured with sufficient frequency to adequately capture these eddies, the covariance of these two measurements will correspond to the vertical flux of carbon dioxide at that point. For example, in daytime over a forest, air carried out of the forest canopy will be depleted in CO$_2$ when compared with air sinking into the forest canopy. The greater the depletion, the larger the net carbon flux. The vertical wind velocity is usually measured with a sonic anemometer, which measures the difference in transit time between upwards and downwards pointing pulses.
of ultrasound over a fixed distance. Both vertical wind speed and \( \text{CO}_2 \) concentration measurements are usually taken at frequencies of 1 once per second or greater, and then averaged over half-hour or one-hour periods. The derived flux usually represents an average for a region between 100 m and 5 km upwind of the tower, depending on tower height and local meteorological conditions.

The diurnal and seasonal variation of carbon uptake over a sitka spruce forest in Scotland is illustrated in Fig. 4(b). At night-time, respiration and microbial decomposition are the only carbon cycling processes active, and there is a steady net efflux of carbon dioxide out of the forest (light colours). In the daytime, photosynthesis dominates over respiration, and there is a
net uptake of carbon by the forest (dark colours). The net carbon balance of the forest on any particular day is the difference between this nighttime loss and daytime uptake. This net balance varies with meteorological conditions, with stage of vegetation development, and with season. Such observations are powerful tools for understanding the specific mechanisms that are controlling the uptake and release of carbon at daily, seasonal and interannual timescales, particularly when combined with detailed process studies in the forest canopy or soil. It is possible to witness the daily “breath” of the forest, and understand how that breath varies with weather and season. There are now over 100 flux towers set up around the world, continuously monitoring the breath of the earth’s terrestrial ecosystems. Most of these are clustered into regional networks (such as CARBEOEUROFLUX in Europe, AMERIFLUX in North America, LBA in Brazil), which cluster under the umbrella of a global flux tower network, FLUXNET ([http://www-eosdis.orl.gov/fluxnet; Baldocchi et al. (2001)].

The net carbon fluxes estimated by the tower measurements appear too large to be consistent with other measurements of carbon uptake in biomass and soils, with model expectations, or with global expectations of the magnitude of the carbon sink.

What could be causing such a large overestimate of carbon uptake? A number of causes have been hypothesised, including a bias in study site selection towards growing forests recovering from natural disturbance, unmeasured loss of carbon in the form of dissolved organic carbon in river water, or volatile hydrocarbon emissions from leaves, but these do not seem sufficient. The most favoured explanation, from the point of view of this author at least, has to do with the nature of air movement at night. On calm nights the condition of continuous, spatially homogeneous turbulent transfer that is the basic requirement for eddy covariance measurements no longer applies. Instead, air moves in a much more complex manner, draining sluggishly along pressure and topographic gradients, occasional generating turbulence at trigger points in the landscape, or being buffeted and scooped up by occasional turbulence reaching down from the higher atmosphere. Under such spatially heterogeneous conditions, it is extremely unlikely that a measurement at a single tower is likely to capture the spatial heterogeneity of vertical carbon flow, and in fact is likely to underestimate the efflux, with the tower more likely to be located in a meteorologically benign surface region rather than a region of active flux transfer. An underestimate of night-time efflux results in an overestimate of total 24-hour carbon uptake, and therefore an overestimate of the net carbon sink.
So, whilst flux measurements can provide detailed mechanistic understanding of the processes controlling carbon uptake and release, the complex nature of night-time surface meteorology means they often fail to accurately determine the net carbon balance. Moreover, flux towers are relatively high-cost technology, and therefore are too few in number to sample the spatial variations within an ecosystem. To get this information, we need to directly measure and monitor the stocks of carbon in vegetation biomass and soils.

### 4.3. Biomass and soil carbon inventories

Most forests hold between 100 and 500 t C ha\(^{-1}\) in the form of biomass or soil organic carbon. The division between these pools varies with latitude. For example, in a typical boreal black spruce forest, 390 t C ha\(^{-1}\) are stored in the soil, but only 60 t C ha\(^{-1}\) in biomass [Malhi et al. (1999)]. In contrast, in a central Amazonian tropical forest, 240 t C ha\(^{-1}\) are stored in biomass, and 200 t C ha\(^{-1}\) in biomass. The primary reason for this difference is the effect of temperature on plant and soil metabolic activity: At high latitudes low temperatures restrict the decomposition of soil organic matter, allowing for the build-up of soil carbon but also restricting the recycling and availability of nutrients that are necessary for new growth. At tropical temperatures the soil organic matter is broken down ten times faster, allowing for more rapid biomass growth but resulting in a smaller soil carbon pool [Malhi et al. (1999)].

If forests are net sinks of atmospheric carbon, this carbon must be accumulating in either the soil or vegetation biomass. If a forest holds 400 t C ha\(^{-1}\), a rate of increase of carbon storage of 1 t C ha\(^{-1}\) year\(^{-1}\) should become detectable after about ten years. There are complications, however. Most mature forests have their own dynamic of local tree death (through storms, disease, fires etc.) and subsequent regrowth, and it is necessary to measure over a sufficiently wide area to include ensure adequate sampling of these events. Secondly, how do we actually measure plant biomass? For simple forests consisting of a few tree species, it is usually sufficient to harvest a few trees, determine the relationship between tree diameter, tree height and wood volume for each species, and then rely on tree diameter and height measurements to estimate the above ground biomass. If a few trees are completely excavated out of the soil, the relationship between tree diameter and root biomass can also be used to estimate below-ground biomass. In tropical forests, which typically host 200–300 different tree species in each
hectare, the situation becomes more complicated, and usually an average (non-species specific) relationship between tree diameter and tree biomass is used [Chave et al. (2005)].

Tracking changes in soil carbon content can be more difficult, because the distribution of carbon within the soil depends on previous positions of now-dead trees, and is therefore extremely patchy. This spatial heterogeneity makes it very difficult to monitor long-term trends without a very intensive sampling network.

In temperate and boreal latitudes, the long history of commercial use of forests has resulted in extensive records of forest inventories. Thus it is possible to estimate biomass changes not only in mature forests, but also across the patchwork of forested landscapes affected by natural and human disturbance to arrive at a comprehensive estimate of biomass changes of the biome as a whole. Current estimates from forest inventory data suggest that the northern temperate and boreal forests are accumulating $0.7 \pm 0.2 \text{Pg C year}^{-1}$ [Dixon et al. (1994); Houghton (1996)].

In tropical regions the data do not yet exist to compile a similar systematic inventory across the whole landscape. Instead, what work there has been has focussed on mature, undisturbed tropical forests. These are systems that should, on average, be in carbon balance in a stable atmosphere, and therefore provide a test bed for looking for the effects of global atmospheric change. This is an area of research that I have been pursuing with my colleagues Oliver Phillips and Timothy Baker from the University of Leeds since 1997. Initially, we compiled a database of mature tropical forest sites, mainly in Amazonia, that had been inventoried at least twice, and looked for evidence of changes in biomass. We concluded that there was large variability between plots, due to the natural dynamics of tree death and regrowth, but that the majority of forest plots do seem to be accumulating carbon. This was tantalising evidence that these pristine natural ecosystems were responding to global climate change. This work has subsequently been updated with an expanded analysis which reinforced the original conclusion. We estimated that South American tropical forests were accumulating carbon at a mean rate of $0.6 \pm 0.2 \text{Mg C ha}^{-1}\text{year}^{-1}$, implying a total South American tropical forest biomass carbon sink of $0.6 \pm 0.3 \text{Pg C year}^{-1}$ [Phillips et al. (1998)]. If we include potential rates of accumulation and turnover in dead wood and soils, estimated to be $0.2-0.4 \text{Mg C ha}^{-1}\text{year}^{-1}$ [Telles et al. (2003)], the total Amazonian carbon sink could climb to $0.9 \pm 0.3 \text{Pg C year}^{-1}$. Since this initial study, we have been working on building a more extensive tropical forest data set,
and on improving and standardising data collection and statistical analysis. We have developed a project, RAINFOR (the Amazon forest inventory network: www.geog.leeds.ac.uk/projects/rainfor/), which involves revisiting forest plots in key locations across Amazonia, remeasuring all trees to a standard methodology, and analysing soil and leaf nutrient and carbon content to build up a standardised database (Fig. 5). Our hope is that these study sites will become reference sites that will be visited regularly in the future for monitoring how 21st atmosphere change is affecting tropical ecosystems. The latest RAINFOR results indicate that the rates of biomass increase and biomass growth show no relation to climate, but are highest on the more fertile soils of western Amazonia [Baker et al. (2004); Malhi et al. (2004)]. We have also begun similar data compilation in tropical Africa, where initial results suggest that carbon is accumulating in biomass at a similar rate (S. Lewis, pers. comm.). If this pattern is repeated in the Asian tropics, this implies that, in total, tropical forests are a carbon sink of about 2.0 Pg C year$^{-1}$ [Malhi and Grace (2000)].
There are some methodological issues to be resolved, however. Is there a bias in where foresters choose to locate their forest plots? How large a sample is required to ensure that natural forest dynamics are adequately covered, and what is the bias if they are not adequately covered? Can changes in soil carbon be measured? Will the mean wood density of these changing tropical forests remain the same, or will it decrease? These are issues that we plan to tackle over the coming years.

4.4. The overall distribution of the sink — reconciling different approaches

A number of different approaches are suggesting the presence of carbon sinks in forests. How consistent are they with each other? After discounting deforestation, we are looking for a terrestrial carbon sink of $2.2 \pm 1.0 \text{Pg C year}^{-1}$ (see 2.3 above). Extensive inventories are suggesting a sink of $0.6–0.7 \text{Pg C year}^{-1}$ in temperate and boreal forests, of which only 30% is in live biomass [Goodale et al. (2002)], and a sink of between 1.0 and 2.0 $\text{Pg C year}^{-1}$ in the tropics (depending on pending results from Africa and Asia). Atmospheric inversion studies carry perhaps the greatest uncertainty of all, but the recent analysis by Rödenbeck et al. [2003] suggests an extratropical sink of $\text{Pg C year}^{-1}$, and a tropical net sink of $0.8 \pm 1.3 \text{Pg C year}^{-1}$, or $2.0 \pm 1.5 \text{Pg C year}^{-1}$ after factoring out land use change. The uncertainties are still astonishingly large but these values are roughly what we would expect. It is likely that the carbon sink is distributed across many biomes, and perhaps driven by different processes: Climatic warming in boreal latitudes, forest regrowth and nitrogen fertilisation in temperate latitudes, and $\text{CO}_2$ fertilisation and increased water use efficiency in the tropics.

5. Implications of a Biospheric Carbon Sink for the Biosphere

As outlined above, there is now clear evidence that terrestrial ecosystems are accumulating carbon from the atmosphere, and thereby are performing a global service by slowing the projected rate of climate change. However, it is unclear whether this is necessarily beneficial for the ecosystems themselves. Superficially, it may seem that a greater supply of a limiting factor ($\text{CO}_2$) may be a good thing, but in fact many of the richest and most diverse ecosystems, such as coral reefs or tropical forests, thrive in nutrient-poor habitats. A paucity of nutrients encourages evolutionary innovation,
and a variety of strategies to access sufficient nutrients. As nutrient supply increases, it is possible that a few species will be poised to exploit this new abundance, increasingly dominating over other species. This is a phenomenon frequently observed on fertilised grasslands. It is interesting to speculate whether rising atmospheric CO$_2$ may lead to such a phenomenon. In tropical forests, for example, it is possible that fast-growing plant types, such as lianas, trees that fix their own atmospheric nitrogen, trees that exploit gaps in the forest canopy, may be better positioned to exploit rising CO$_2$. One of the aims of our RAINFOR project is to look for evidence that the composition of undisturbed tropical forests is shifting. This is a field that has barely been explored in the past, but the early results are tantalising. For example, it appears that in Amazonia lianas may have doubled in abundance in the last ten years, as would perhaps be expected [Phillips et al. (2002); Wright et al. (2004)]. More recently, a meticulous forest plot survey in central Amazonia suggests that fast growing canopy tree species may be increasing in abundance at the expense of slow-growing (and biodiverse) understorey species [Laurance et al. (2004)]. As the weight of lianas has a strong influence on the likelihood of tree death, this may have significant effects on forest dynamics and forest structure. There are likely to be many other shifts in forest composition that have simply not yet been looked for. The signals of global change are probably sitting there in the Amazonian forests. We simply have to look for them and know how to interpret them.

6. Prospects for the 21st Century

6.1. Scenarios for the 21st century

As outlined above, it is clear that human activities are fundamentally altering the global atmosphere, and in turn this alteration is affecting the terrestrial biosphere. This alteration is just beginning and is set to continue and probably accelerate for much of the coming century as human industrioeconomic activity and population increases. Over the coming century, what will be the nature of the interaction between the biosphere and atmosphere, and how will we be able to measure and understand it?

The Intergovernmental Panel on Climate Change (IPCC) has published a range of scenarios for anthropogenic CO$_2$ emissions over the 21st century. Their “business-as-usual scenario” projects that 1400 Pg C will released into the atmosphere over the coming century, but with a range of values varying from 2100 Pg C if humanity follows a fossil fuel intensive strategy to
800 Pg C if it follows is an environment-conscious, low emissions strategy. Whichever scenario is followed, a lot of CO$_2$ is going to be pushed into the atmosphere.

How much of this CO$_2$ remains in the atmosphere depends primarily on the behaviour of the global carbon cycle. Both ocean and terrestrial carbon sinks are likely to increase in magnitude over the coming decades, but that the rate of increase will slow, as the sinks begin to “saturate”. The sink capacity in the oceans is chemically limited by biocarbonate-carbonate chemistry, whereas the CO$_2$ fertilisation effect on land is probably limited by plant physiology and by structural considerations and ecosystem-level feedbacks that constrain how much biomass a forest can hold. Moreover, warming surface temperatures will reduce both the solubility of CO$_2$ in ocean water and the residence time of carbon in soils.

A number of global carbon cycle models have been applied to this problem. Using a wide range of carbon cycle models and potential economic scenarios, IPCC [2001] predicts that by 2100 atmospheric CO$_2$ concentration will have risen from its current value of 368 ppm to between 500 and 1000 ppm, and that global mean temperatures will rise by between 1.5°C and 5.8°C. A more recent uncertainty analysis [Stainforth et al. (2005)] suggest that the upper limit of possible change this century is about 10°C. Very approximately, these model outputs suggest that every 3 Pg of C emissions will result in a 1 ppm increase in atmospheric CO$_2$ concentrations by 2100, which in turn will increase global mean temperatures by about 0.01°C. It is now inevitable that in this century we will face (and probably already are facing) a fundamentally altered atmosphere and climate.

6.2. The Kyoto protocol and carbon politics

The evidence outlined above suggests that the terrestrial biosphere is already playing a clear role in slowing the rate of atmospheric and climatic change. This has led to the debate over whether management of the terrestrial biosphere could be employed as a tool to further slow atmospheric change. This management could take the form of enhanced reforestation, reduced forest degradation through logging, slowed down tropical deforestation, and sequestration of carbon in soils through “no-till” agricultural practices [Royal Society (2001)]. These options would also have a number of beneficial environmental side-effects, such as protection of biodiversity, watershed protection, and reduced soil erosion. Another potentially exciting option is the growing of bio-fuels to replace fossil fuels as an energy source.
In the last few years, the potential use of biosphere sinks has moved from academic debate to the forefront of international politics. Since the adoption of the United Nations Framework Convention on Climate Change (UNFCCC) in 1992, world political leaders have moved towards recognising the need to act to prevent dangerous levels of climate change. In 1997, the Kyoto Protocol of the UNFCCC was signed, committing the industrialised countries to reduce their CO$_2$ emissions to various targets below 1990 levels by 2010. Since then, the Kyoto Protocol has faced a number of difficulties, in particular the withdrawal of the USA in 2001, but it finally came into force in 2005. One of the major points of contention has been whether human-induced carbon sinks should be included as a CO$_2$ emissions reduction strategy, and in particular deliberate planned carbon sinks generated by appropriate forest and land management. The debate centres on two points: Whether these sinks really make a long-term contribution to climate change mitigation, and whether these sinks can be reliably measured.

It has been estimated that throughout human history about 190 Pg C have been lost from the biosphere to the atmosphere by the clearing of forests for settlement and food production, about 10% of the total carbon content of the biosphere. An intensive and active deforestation reduction and reforestation program could at maximum return 75 Pg C back to the biosphere by 2050. Such a program could make a significant contribution to reducing net carbon emissions for the next few decades, but over the century becomes increasingly irrelevant compared to the 1400 Pg C emissions projected by 2100 under the IPCC “business-as-usual” scenario. Some countries (particularly in Europe) and many NGOs have argued that because these sinks can only make a small contribution to the long-term solution, they are a dangerous opt-out from the primary challenge, which is to develop technology and restructure energy supply and energy use to build low carbon emission societies. Other countries (the USA, Canada, Japan and Australia) have argued that the biosphere carbon sinks can be a viable component of an overall CO$_2$ emissions reductions program. The debate still rages, but as of 2001 biosphere carbon sinks are included within the Kyoto Protocol, albeit in a rather arbitrary way.

Whatever the rights and wrongs of the debate, it is increasingly clear that the global carbon cycle will need to be closely monitored for political and economic as well as scientific reasons. The evidence outlined above shows that the scientific community is making progress in understanding the carbon cycle, but we are still somewhat fumbling in the dark. What is lacking is the right observational tool, a “macroscope” that can tell us how
much carbon is being emitted from a particular place at a particular time. Over the coming decade, there is the exciting possibility that this macro-
scope will be developed, and that the sharp light of comprehensive global
observation will finally be shed on the obscure secrets of the global carbon
cycle. That macroscope will be satellite observations of CO$_2$ concentration
in high spatial and temporal detail [Houweling et al. (2004)].

6.3. Surprises in the biosphere

Thus far it appears that the terrestrial biosphere has been absorbing a sig-
nificant fraction of anthropogenic CO$_2$, and thereby slowing down the rate
of global climate change. Thus, from the point of view of the atmosphere
at least, it can be viewed as a “friend”, a negative feedback that favours
stability in the climate system. However, there are some concerns as to
how fickle this “friendship” might be, and whether, if pushed too far, the
biosphere might become a net source of CO$_2$, thereby accelerating climate
change and causing a positive feedback loop.

Attention has focused on two possibly unstable biosphere carbon
reserves. One is the reserve of soil organic carbon that has been accumulat-
ing in boreal regions (forest and tundra) since the end of the last ice age.
This holds 600 Pg of carbon, carbon that has largely accumulated because of
the slow rates of microbial decomposition in sub-zero temperatures. Because
of a positive feedback between warming temperatures, retreating ice, dark-
ening land surface and increased absorption of sunshine, these northern
regions are predicted to warm far more than any other region of the earth,
with IPCC estimating that by 2100 temperatures will 8 to 12°C warmer.
As the permafrost thaws and these cold reserves of carbon heat up, there is
considerable concern as to whether these cold stores of carbon will oxidise
back into the atmosphere, and to what extent this release would be com-
pensated for by enhanced plant growth. A release of 300–400Pg of boreal
carbon (compared to the 1400Pg C emitted under a business as usual sce-
nario) would significantly accelerate climate change. Current field data sug-
gests that the soil carbon release and enhanced plant growth are cancelling
each other out for the moment, but it is unclear how long this balance will
continue.

The second potentially unstable reserve is the biomass of tropical forests.
Some climate change scenarios suggest that large areas of the eastern
Amazon basin may become too dry to sustain rainforests, leading to a
replacement of forest by woodland and savanna, and a potential release of
about 100 Pg C of soil and plant carbon [Cox et al. (2004)]. In addition to
global climate effects, such a change would have serious consequences for
local climate and biodiversity. It is estimated that on a global scale such
a positive feedback could enhance land surface temperatures by a further
2.5°C.

There is no certainty that either of these feedbacks will happen but,
if they do, their consequences would be serious. There is a vital need to
understand what the climatic and biophysical thresholds are that main-
tain the biosphere, and how the resilience of the biosphere to future atmo-
spheric change can be enhanced. We are entering a century that is probably
unprecedented in terms of global environmental change, but it will also be
a century where our understanding of the earth’s biogeochemical cycles will
move from clumsy measurement and extrapolation to detailed and spatially
explicit mechanistic understanding. Within half a century, I anticipate our
current fumbling research into the biosphere-atmosphere system may seem
as primitive, and as pioneering, as 19th century attempts to understand
human physiology seem when compared to modern medical science.
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Understanding the response of the Earth’s climate system to anthropogenic perturbation is a pressing priority for society. To be successful in this enterprise we need to analyse climate change within an all-encompassing “Earth system” framework; the suite of interacting physical, chemical, biological, and human processes that, in transporting and transforming materials and energy jointly determine the conditions for life on the whole planet. To illustrate the integrative thinking that is required we review the diverse roles played by atmospheric transport of mineral ‘dust’, particularly in its capacity as a key pathway for the delivery of nutrients essential to plant growth, not only on land, but more importantly, in the ocean. Here, the global importance of dust arises because of the control it exerts on marine plant productivity and thus the uptake of CO$_2$ from the atmosphere. The complex way in which dust biogeochemically links land, air, and sea presents us with new challenges in understanding climate change and forces us to ask questions that transcend the traditional scientific disciplines.
1. Introduction

Winds can pick up soil particles that are smaller than a few tens of micrometres in diameter and carry them great distances through the atmosphere. Although these individual particles are often invisible to the naked eye, billions of tons of material are transported every year in this way. Some of these transport events are even visible from space, as shown in the accompanying satellite image (Fig. 1). This ‘dust’ can comprise viruses, pollen grains, and industrial emissions such as soot. Over the ocean, sea salt particles produced by breaking waves and subsequent evaporation of water droplets are a major constituent of atmospheric aerosols. In this review, however, we consider dust to be soil mineral fragments.

The entrainment of dust from the land surface into air depends on several factors, including the surface vegetation cover, wind speed, and the properties (texture and moisture content) of soil. Dust is primarily emitted from regions lacking dense vegetation, i.e. regions where less than approximately 15% of the ground is covered. It is not surprising then to discover that dust sources are predominantly restricted to arid and semi-arid regions.
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with desert, grassland, or shrubland vegetation [Prospero et al. (2002)]. In these sparsely vegetated areas, the wind speed across the surface must be great enough to lift particles into the air. This critical wind speed is called the “threshold velocity” and depends on the surface properties of the soil. Silt-sized particles are easiest to lift and require the lowest surface wind speeds to become airborne, while larger particles are heavier and have higher threshold wind velocities. The smallest, clay-sized particles have a larger surface area-to-volume ratio and tend to adhere to each other. Thus higher wind speeds are required to overcome the cohesive forces holding these particles together. The ability to lift dust into the air also depends on the moisture content of the exposed soils, as moisture tends to increase cohesion between soil particles.

How much dust enters the atmosphere? The most recent studies estimate that between 1000 and 2500 Tg (10^{12} grams) of dust is emitted each year [Zender et al. (2004)]. This wide range of estimates results from two factors. First, it is very difficult to obtain observational datasets that are extensive and detailed enough to quantify dust emissions on a global scale. Second, global models used to estimate the mobilisation and transport of dust parameterise the controlling factors differently. For similar reasons, our knowledge of the atmospheric burden, or the amount of dust that remains in the atmosphere, is even less concise. Estimates of the atmospheric burden of dust vary by a factor of four, ranging from 8 to 36 Tg [Zender et al. (2004)].

While heavier particles rapidly settle out of the air and are deposited close to their source, finer particles remain suspended in air and can be transported great distances by the prevailing winds. Eventual deposition to the Earth’s surface occurs either through ‘dry’ depositional processes such as gravitational sedimentation or turbulent transfer, or through ‘wet’ depositional processes such as entrainment into falling raindrops (‘precipitation scavenging’). All of these factors, in conjunction with atmospheric circulation, combine to create the distribution of dust deposition shown in Fig. 2. Particularly high rates are observed immediately downwind of the Sahara and Sahel deserts of North Africa and extend across the Atlantic to the Caribbean and northeastern South America. High deposition rates are also found over the northwestern Pacific and northeast Indian Oceans, associated with the deserts of central Asia. Less extensive dust sources in Australia, southern Africa and Patagonia have more localised influences. In contrast, marine locations remote from any major dust sources, such as the Southern Ocean, are characterised by dust deposition rates that are
Fig. 2 Model simulated distribution of the annual mean (1981–1997) rate of dust deposition to the Earth’s surface [Ginoux et al. (2002)].

100–1000 times lower than rates found immediately downwind of North Africa.

Dust affects the optical properties of the atmosphere by modifying incoming (ultraviolet and visible) and outgoing (infrared) radiation. According to climate models, dust aerosol can cause localised seasonal heating (over light-coloured surfaces) or cooling (over dark-coloured surfaces) by as much as ±2°C [Miller and Tegen (1998)]. Another local heating effect can occur when dust is deposited on snow. Dust darkens the surface and decreases the fraction of sunlight that is reflected. This effect has been suggested as important in helping to melt the great ice sheets of the Northern Hemisphere at the end of the last ice age [Peltier and Marshall (1995)]. Finally, dust suspended in the atmosphere may affect climate by influencing cloud nucleation. It is when dust modifies the flow of carbon and nutrients within the Earth system (‘global biogeochemical cycling’), however, that it arguably plays its most fascinating and intricate role.

2. Dust Deposition in the Terrestrial Realm

Wind-blown dust that settles on the land surface can accumulate to great thickness. For instance, over the past few million years, dust carried from Asian deserts to the Loess Plateau region of China has accumulated into
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soil sequences of up to 200 m thick. Dust influences soil structure even in places where deposition rates are considerably lower. For instance, aeolian quartz can become a major soil constituent when the underlying substrate is highly susceptible to weathering. On the basaltic bedrock of the Hawaiian Islands, much of the soil has literally come all the way from China and central Asian deserts [Kurtz et al. (2001)]. Dust exerts an important biogeochemical control upon ecosystem structure and plant productivity in these environments because its mineralogy and grain size strongly influence the water- and nutrient-holding properties of the soil.

Dust also plays a more direct biogeochemical role in terrestrial ecosystems. In parts of Amazonia, the soils are already highly weathered and nutrient-depleted, and the nutrient supply from rivers is likely not sufficient to maintain the nutrient balance of the rainforest on timescales of hundreds to thousands of years. In this region, aeolian deposition of nutrients such as phosphorous may be critical [Swap et al. (1992)]. Dust transported across the Atlantic from the deserts of the Sahara and Sahel (such as occurs during periodic dust storms — see Fig. 1) might then influence the maximum size of the ecosystem that can be supported. The highly weathered soils and phosphorous-limited ecosystems of some of the older Hawaiian Islands suggest an analogous situation, with losses due to leaching and immobilization of this vital nutrient exceeding local supply [Chadwick et al. (1999)]. Again, aeolian phosphorous transported across the ocean (this time the Pacific) is required to balance the nutrient budget of the ecosystem. Dust can therefore link the land surface of two physically remote landmasses. A change in one ecosystem, particularly a change to arid or semi-arid vegetation therefore has the potential to affect the productivity of the second ecosystem.

3. Dust Deposition in the Marine Realm

The major nutrients required by the primary producers of the open ocean (microscopic marine plants — ‘phytoplankton’) are phosphate ($\text{PO}_4^{3-}$) and nitrate ($\text{NO}_3^-$). Many species also require calcium or dissolved silica to construct their shells. These primary producers live and grow in the surface layers of the ocean where they receive sufficient sunlight for photosynthesis, and are kept for the most part from mixing into the deeper layers of the ocean by strong temperature and density gradients. As phytoplankton cells grow and divide, nutrients are removed from solution and transformed into cellular constituents. Most of this material is degraded by the action of
bacteria and zooplankton near the surface and returned into solution within the mixed surface layer. However, a small (but important) fraction, in the form of dead cells, zooplankton fecal pellets, and other particulate organic debris sinks below the surface layer and is broken down much deeper down in the ocean. Although the nutrients released even at depths of several km will eventually be returned to the surface by upwelling and mixing, a vertical gradient is created with lower nutrient concentrations at the surface than in the deep ocean. This removal by the biota of dissolved constituents from the surface waters and export of nutrients (in particulate form) to depth is known as the ‘biological pump’.

### 3.1. Iron limitation in the ocean

A long-standing puzzle in oceanography has been why phytoplankton do not always fully utilise the nitrate that is supplied to them by the circulation of the ocean and thus why the biological pump does not always work at its maximum possible rate. In certain areas of the world ocean and the Southern Ocean in particular, high concentrations of \( \text{NO}_3^- \) remain in surface waters (Fig. 3). A similar situation prevails for \( \text{PO}_4^{3-} \) (not shown). Despite the availability of \( \text{NO}_3^- \), standing stocks of phytoplankton are relatively low, leading to the designation of such regions as ‘High-Nutrient
Low-Chlorophyll' (HNLC). Although physical conditions (such as low light levels) and the intensity of grazing by microscopic marine animals (‘zooplankton’) can help account for the HNLC condition they are not sufficient explanations on their own.

In the late 1980s came the idea that insufficient availability of iron might also restrict phytoplankton growth [Martin and Fitzwater (1998)]. Iron is essential for enzymatic activities associated with photosynthesis. Laboratory experiments demonstrated that the addition of Fe to HNLC water samples almost invariably stimulated phytoplankton growth and increased \( \text{NO}_3^- \) uptake. However, because the \emph{in vitro} environment differs in a number of crucial respects from that of the ocean, the results of these small-scale experiments could not unambiguously tell us what was happening out in the open ocean.

A methodology for carrying out Fe fertilisation of the ocean was devised [Watson \emph{et al.} (1991)], involving the dispersal of dissolved Fe from a ship whilst simultaneously marking the resulting ‘patch’ of enhanced Fe with an easily measurable label such as the inert tracer sulphur hexafluoride (SF\(_6\)). Following Fe release, the patch is crisscrossed, and observations made both within and outside the patch (as defined by the presence or absence of SF\(_6\) in the water, respectively). The water outside acts as a ‘control’ on any changes measured in the Fe-enriched patch.

One such experiment was carried out in February of 1999 in the Southern Ocean — the ‘Southern Ocean Iron RElease Experiment’ (SOIREE) [Boyd \emph{et al.} (2000)]. As hypothesised, the phytoplankton responded to the addition of Fe with a strong increase in the concentration of chlorophyll \( a \) within the fertilised patch but not outside it. (Chlorophyll \( a \) is a phytoplankton photosynthetic pigment whose concentration can be taken as a rough indicator of cell density.) In SOIREE, the impact of iron fertilisation was so striking that the results of the experiment were visible from space! Six weeks after the initial Fe release, gaps in the cloud cover allowed the remote sensing of surface ocean optical properties with the satellite image (Fig. 4) showing a ‘bloom’ of enhanced chlorophyll concentrations compared to the surrounding waters.

### 3.2. Iron supply to the surface ocean

Why should there be a deficit (relative to other nutrients) in the supply of iron to the biota, in some locations in the ocean but not others? Transport by rivers is the dominant route by which Fe is supplied to the ocean as
a whole. But before it can reach the open ocean, rapid biological uptake and sedimentation in highly productive estuaries and coastal zones tends to remove much of the newly supplied Fe from the water. Rivers are therefore not thought to be an important source of Fe to the open ocean. As with NO\textsubscript{3}\textsuperscript{-}, supply of Fe to the surface ocean occurs through upwelling and mixing of ocean waters from below. However, dissolved Fe has a short lifetime in the oxygenated seawater environment. Fe\textsuperscript{II}, the most soluble state, is rapidly oxidized to Fe\textsuperscript{III} which is highly insoluble and tends to be removed from solution by attaching to particulate matter settling through the water column [Jickells et al. (2005)].

The result is that the concentration of Fe is low in upwelling water relative to that of the highly soluble NO\textsubscript{3}\textsuperscript{-}. Consequently, phytoplankton in surface waters cannot fully utilise the abundant nitrate unless more Fe is brought into the system. Dust becomes important in these iron-depleted surface waters, because mineral aerosols contain about 4% iron by weight (oxygen, silicon, and aluminum accounting for almost all the remainder). Dissolution of this iron in surface waters has the potential to supply the shortfall in upwelled Fe supply and enable phytoplankton to completely utilise all available NO\textsubscript{3}\textsuperscript{-}.
The distribution of dust deposition to the ocean (Fig. 2) shows that fluxes to the Southern Ocean are amongst the lowest anywhere on Earth. The aeolian supply is too small to compensate for the depleted Fe relative to NO$_3^-$. Consequently, phytoplankton cannot fully utilise the available NO$_3^-$. Similar reasoning also explains the high NO$_3^-$ pool of the Eastern Equatorial Pacific (Fig. 3). Dust supply to the North Pacific appears moderately high, but fertilisation experiments in the Northwest Pacific [Tsuda et al. (2003)] suggest that this region is still iron-limited. Observations of natural dust-fertilisation events in the Northeast Pacific have shown that Asian dust is a significant source of iron today and can increase carbon biomass in the surface waters [Bishop et al. (2002)].

3.3. Iron supply and the global carbon cycle

The concentration of dissolved inorganic carbon (DIC) in the surface ocean exerts a fundamental control on air-sea CO$_2$ exchange along with other factors such as ambient temperature, pH, and wind speed. Processes that affect DIC will therefore influence the concentration of CO$_2$ in the atmosphere, and with it, climate (via the ‘greenhouse effect’). One process that affects DIC concentrations is the biological removal of carbon from surface waters. Phytoplankton utilise carbon as well as nutrients at the ocean surface and incorporate it into cellular organic constituents. When biological activity reduces surface water DIC, the equilibrium concentration of gaseous CO$_2$ is depressed, driving a net transfer of CO$_2$ from the atmosphere into solution in the ocean. The concentration of CO$_2$ in the atmosphere will then exhibit an inverse relationship to the strength of the biological pump. Indeed, in the absence of any biological activity in the ocean, atmospheric CO$_2$ would be about 50% higher than it is today. Thus, changes in dust and iron supply to the ocean that modify the strength of the biological pump then have the potential to affect atmospheric CO$_2$ and climate.

4. Anthropogenic Modification of Dust Supply

The present-day supply of Fe to high-nitrate low-chlorophyll (HNLC) regions is not large enough for the ocean’s biological pump to work at its maximum efficiency and fully utilise all supplied NO$_3^-$. In addition, other regions such as the central tropical Pacific and North Atlantic may be close to limitation or quasi-limited by Fe. Any reduction in dust supply will intensify limitation where it already exists and potentially induce limitation of
productivity elsewhere. Either way, if aeolian Fe fluxes were lower, there should be a reduction in the rate of CO$_2$ uptake by the ocean, which has implications for atmospheric CO$_2$ concentrations and the rate and degree of future climate change. Under what circumstances might a reduction in dust supply to the ocean occur? Answering this question involves clarifying the two different types of anthropogenic contributions to atmospheric dust [Zender et al. (2004)]. Humans can influence the production of dust directly by altering the land surface. Alternatively, humans can indirectly affect the atmospheric dust burden through the cumulative impact of anthropogenic climate changes on the dust cycle.

The deliberate large-scale manipulation of terrestrial ecosystems has been proposed for the ‘locking up’ (sequestration) of carbon on land. These include, changes in soil management practices such as reducing tillage, enhancing the areal and seasonal extent of ground cover, and the ‘setting-aside’ of surplus agricultural land, in addition to the restoration of previously degraded lands and forestation [Royal Society (2001)]. However, reduced disturbance, stabilisation of soils, and greater vegetation cover are also likely to reduce dust emissions. Since dust exerts an important control on the biological pump in the ocean, the effectiveness of carbon sequestration on land may be diminished by a reduction in carbon uptake by the ocean.

Early models of dust transport and deposition suggested that a substantial (30–50%) component of the present-day global dust supply originated in disturbed soils [Tegen and Fung (1995)]. If these soils were stabilised in the future for sequestering carbon, a substantial decrease in global dust emissions would occur. Computer models suggest that a 30% reduction in dust flux to the global ocean would lower ocean productivity to such an extent that the weaker ocean carbon sink could potentially offset the benefit of sequestering carbon on land [Ridgwell et al. (2002)], leaving atmospheric CO$_2$ unchanged. However, subsequent satellite-based analyses suggest that the anthropogenic component is much smaller [Prospero et al. (2002)]. Furthermore, more recent attempts to match dust model simulations to the surface observations have suggested agricultural practices contribute less than 10% to the total global atmospheric dust burden [Tegen et al. (2004b)], although limited surface observations make this number difficult to ascertain exactly [Mahowald et al. (2004); Tegen et al. (2004a)]. These more recent results demonstrate that quantifying the possible reduction in dust production due to land-use changes remains an important challenge.

Socio-economic and political factors are likely to ultimately dictate any future large-scale alteration of the land surface, with changes in dust supply
probably occurring on a regional scale rather than globally. For instance, a massive reforestation program is already under way in China with the specific intention of combating soil erosion and associated dust storms. Although several recent studies have demonstrated that climate factors play a strong role in determining the frequency of dust storms over China [Mukai et al. (2004); Zhao et al. (2004)], changes in reforestation could have (as yet unquantified) implications for marine ecosystems in the iron-sensitive equatorial and North Pacific.

The second means by which human activity could affect dust emissions is through anthropogenic climate change. A change in climate could drive an increase in vegetation cover in arid areas, reducing the supply of dust to the atmosphere [Harrison et al. (2001)]. The efficiency with which dust is transported through the atmosphere may also change, with any increase in global precipitation removing more dust before it reaches the open ocean. However, current model simulations have not reached a consensus regarding the impact of future climate on dust emissions. While some simulations suggest that dust emissions will decrease by as much as 60% by 2090 [Mahowald and Luo (2003)], other simulations suggest that dust emissions might even increase by as much as 10%. Thus, the response and even the direction of change of future dust emissions is highly dependent on the climate model used [Tegen et al. (2004b)].

Current computer carbon cycle models only give a relatively crude indication of the possible impacts. Such experiments do, however, serve to highlight the important link within the Earth system that is mediated by dust; a connection between carbon cycling and climate and human activities that was previously completely overlooked. The rather narrow and restricted land-atmosphere approach to carbon budgeting in the Kyoto Protocol that neglects important Earth system feedbacks involving the ocean is then too simplified.

5. The Demise of the Last Ice Age: A Role for Dust?

The Earth has experienced a series of intense ice ages over the course of the last million years or so. Each ice age ended rather suddenly, with a rapid warming transition (‘termination’) from cold glacial conditions into a (relatively brief) mild interglacial period (Fig. 5a). Many different theories have been advanced for how these cycles might be driven. These have typically focused on the physical climate system, particularly interactions between ice sheets and underlying bedrock with external forcing provided by orbitally-driven variations in the seasonal intensity of sunlight received
at the Earth’s surface. However, such explanations fail to correctly predict the amplitude and timing of the observed cyclically in global ice volume, suggesting that additional factors might also be critical [Ridgwell et al. (1999)].

Records of past atmospheric composition, in the form of microscopic bubbles of ancient air trapped within the crystalline structure of ice sparked a revolution in understanding of what drives these ice age cycles. Cores of ice recovered from Antarctica and analysed for air bubble gas composition revealed that atmospheric CO₂ varies cyclically between about ∼280 ppm during interglacials and ∼190 ppm during the most intense glacial periods (Fig. 5b).

What causes the observed variability in CO₂? A possible clue comes from the changes in dust deposition, also recorded in the Vostok ice (Fig. 5c). The concentration of dust contained within the ice exhibits a
series of rather striking peaks against a background of relatively low values; a much greater dynamic range than can be accounted for by dilution effects arising from changes in snow accumulation rate alone. The occurrence of these peaks correlates with periods of particularly low atmospheric \( \text{CO}_2 \) values. This is certainly consistent with increased dustiness during glacial times providing more iron to the surface and driving a more vigorous biological pump in the ocean [Martin (1990); Watson et al. (2000)]. However, investigations of the global carbon cycle using both numerical models [Archer et al. (2000); Bopp et al. (2003)] and observations [Bopp et al. (2003); Kohfeld et al. (2005)] suggest that an increase in the strength of the biological pump can only be part of the explanation for low glacial atmospheric \( \text{CO}_2 \) concentrations. Other mechanisms must be at work.

If dust is responsible for some of the observed glacial-interglacial variability in atmospheric \( \text{CO}_2 \), then we need a much better understanding of the factors that bring about changes in dust fluxes. Elevated glacial dust fluxes are not restricted to Antarctica. In fact, similar features are found in dust records from ice, marine, and terrestrial environments around the world. A colder, drier glacial climate, with a less vigorous hydrological cycle would result in decreased precipitation scavenging, more efficient transport of dust, and thus higher deposition rates. However, models of dust generation, transport, and deposition suggest that a reduction in the hydrological cycle alone is not sufficient to explain the increases in glacial dustiness. Greater source strengths of dust must also be invoked. The expansion of arid areas under cold, dry glacial climatic conditions, or even the exposure of continental shelves as the ice sheets grow and sea-level drops could result in new sources of dust. Furthermore, higher wind speeds during the glacial period could result in enhanced entrainment from existing source areas [e.g. Mahowald et al. (1999); Werner et al. (2003)]. Thus, changes in sea-level, aridity, and vegetation type and cover, as well as atmospheric circulation, and precipitation strength and patterns all combine to affect dust deposition, and with it, atmospheric \( \text{CO}_2 \) and climate [Ridgwell and Watson (2002)].

6. Conclusion and Perspectives

We are just embarking on a radical new integrated view of how the Earth system functions on a range of timescales [Schellnhuber (1999)]. This holistic view will be critical if we are to understand the complex and sometimes
Fig. 6 Schematic view of the linking of land, air, and sea (and climate) by dust. [Adapted from Jickells et al. (2005)]. Highlighted are four critical components of the Earth system, (clockwise from top): state of the land surface and dust material availability (‘land’), atmospheric aerosol loading and dust deposition (‘air’), marine plankton productivity (‘sea’), and climatic state (e.g. mean global surface temperature). The biogeochemical connections between them can have a positive correlation (e.g. increased atmospheric aerosol loading and dust deposition results in increased in marine productivity) indicated by a filled arrowhead, or a negative correlation (e.g. increased marine productivity leads to lower atmospheric CO$_2$ and a colder climate), indicated with an open circle. An open arrowhead indicates where the sign of the correlation is uncertain. The ‘taps’ represent where a mechanism affects the strength of a connection between two components rather than affecting a component directly. A change in global precipitation strength altering the efficiency with which entrained dust is transported out to the open ocean is a good example of this. Shown back-highlighted (grey lines) is the positive feedback; atmospheric aerosol loading → marine productivity → climatic state → dust availability → atmospheric aerosol [Ridgwell (2003); Ridgwell and Watson (2002)].
unexpected behaviour of the climate system that arises out of a high level of interaction and interconnectedness. Indeed, even individual sub-systems such as that involving dust (Fig. 6) can exhibit highly complex and non-linear behaviour, because dust is much more than simply as a passive ‘communicator’ of events between components of the Earth system [Jickells et al. (2005)]. For instance, if changes in dust flux affect atmospheric CO$_2$ and climate, and dust fluxes are in turn responsive to global climate through changes in the land surface and the strength of the hydrological cycle, this raises the possibility of a ‘feedback’ [Ridgwell (2003); Ridgwell and Watson (2002)] (highlighted in Fig. 6). In such a system, any global cooling that occurs, such as the descent into a glacial state, could produce an increase in dust availability and transport efficiency. This could, in turn, drive a decrease in CO$_2$ through Southern Ocean iron fertilisation, causing a further cooling and thus further enhanced dust supply, etc. This ‘positive’ feedback will amplify the magnitude of the initial perturbation (climate cooling). This same dust feedback may also amplify any future climate change that is initially driven by CO$_2$ emissions from fossil fuel burning.

To fully understand the complicated role of feedbacks and overall behaviour of the operation of the climate system, we need fresh investigative tools — numerical models of the Earth system (e.g. ‘genie’ http://www.genie.ac.uk/). By coupling together representations of ocean and atmospheric circulation, cryosphere, and descriptions of the primary biogeochemical cycles that permeate the land, atmosphere, ocean, and sediments, the operation of the climate system on a range of time scales can be comprehensively explored. If these models are further extended by integration with socio-economic models, the interaction between the climate system and anthropogenic activities can be addressed. Climate-socio-economic ‘Integrated Assessment Models’ are currently being actively developed by institutions such as the UK Tyndall Centre (http://www.tyndall.ac.uk/), and will greatly aid us in deciding how we might mitigate and adapt to future climate change.
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The extinction event at the close of the Permian period was the largest of the Phanerozoic. Understanding this event is crucial to understanding the history of life on Earth, and the past decade has witnessed a dramatic increase in the number of publications relating to this event. Four main areas of research and debate are considered to be the reason for the recent surge in scientific interest. These are (1) issues of dating and stratigraphy, (2) potential causes (specifically the debate of extra-terrestrial impact versus volcanically triggered global warming), (3) the patterns and rate of extinction, and (4) the nature of the post-extinction recovery. These key research areas are outlined below.

1. Stratigraphy and Dating
The base of the Triassic (i.e. the P/Tr boundary) is defined as the point at which the conodont taxon *Hindeodus parvus* first appears in the global stratotype section at Meishan, South China [Yin et al. (2001)] (Fig. 1). *H. parvus* is distributed worldwide and was chosen as the boundary-defining index fossil, after years of international debate and deliberation, in order to maximise the number of geological sections that can be directly correlated with each other. In the Meishan section, the first appearance datum (FAD) of *H. parvus* lies above the main extinction horizon [Jin et al. (2000)]. The extinction is thus a latest Permian (late Changhsingian) event. The FAD of *H. parvus* also occurs above a major (typically between 3 and 4%) negative
shift in δ¹³C, which is occasionally used to identify “the P/Tr boundary” in sections where fossils are rare or absent [e.g. Baud et al. (1989)]. However, locally, this negative isotope shift may occur just below [Brookfield et al. (2003)], just above [Twitchett et al. (2001)], or be synchronous with the extinction horizon, and always begins within the late Changhsingian.

Volcanic ash beds at Meishan have also enabled absolute dating of the boundary interval through U/Pb dating of zircons. In 1991, zircons from an ash bed that was, at that time, inferred to be coincident with the P/Tr boundary (the bed actually lies below the FAD of *H. parvus*, and is now considered latest Changhsingian) was assigned the age of 251.2 ± 3.4 Ma [Claoué-Long et al. (1991)]. Subsequent reanalysis of the Meishan ash beds by Bowring et al. [1998] produced an age of 251.4 ± 0.3 Ma, confirming the earlier result, but with apparently far higher resolution, and cementing 251 Ma in the subsequent literature.

However, accurate dating is notoriously difficult. Mundil et al. [2001] confirmed that there were indeed problems with the earlier dates, due to diagenetic loss of lead from the zircons analysed and the presence of numerous zircons of disparate ages within a single bed; they reassigned the ash bed above the P-Tr boundary an (older) age of 252.7±0.4 Ma. However, the ash bed below the P-Tr boundary, approximating to the extinction horizon,
proved far more difficult to date: probably older than 254 Ma was the best estimate [Mundil et al. (2001)]. In the most recent development, improvements in the dating technique and analysis of ash beds from a section at Shangsi have resulted in a new age of 252.6±0.2 Ma for the extinction event, with the P/Tr boundary being slightly younger [Mundil et al. (2004)].

Do these problems with dating matter? For most P-Tr studies they are largely irrelevant. Correlation between sections relies on well-established methods of biostratigraphy and is unaffected by such geochronological revisions. The relative sequence of events can be deduced regardless. Problems may arise, however, when trying to link events in distant marine and terrestrial sections, where radiometric dating is the only means of correlation (see below), or when trying to determine absolute rates of faunal and/or environmental change.

2. The Question of Cause

2.1. Extraterrestrial impact?

The impact of large extraterrestrial bodies with the Earth is viewed by some as the major driver of global extinction, but it is clear that not every large impact event is associated with extinction. The publication by Alvarez et al. [1980] is widely credited with igniting the recent scientific interest in impact-related extinction, although a few other authors [e.g. McLaren (1970)] had suggested this possibility much earlier. Three pieces of evidence are considered crucial in unequivocally identifying an extraterrestrial impact event: a crater, an enrichment (‘spike’) of the otherwise rare element iridium, and a layer of impact debris containing shocked quartz and tektites. In order to conclude that bolide impact has caused a particular extinction event, such as the end-Permian event, three things are necessary: (1) unequivocal evidence of geologically instantaneous extinction; (2) unequivocal evidence of impact coincident with the extinction horizon; (3) absence of evidence for other potential extinction-causing physical mechanisms occurring at the same time.

Initial attempts to find evidence of a P-Tr impact were made in the early 1980s. Several Chinese studies reported significant iridium enrichment near the P/Tr boundary [e.g. Xu et al. (1985)] but, despite many attempts, none of these results have ever been replicated [Erwin (1993)] and these data are considered highly dubious. The small Ir peaks that have been recorded in uppermost Permian and lowermost Triassic marine strata are attributed
to concentration under reducing conditions [e.g. Koeberl et al. (2004)]. No widespread impact layer has been observed at or near the P/Tr boundary.

Regardless, this debate has intensified in recent years. Becker et al. [2001] reported the presence of helium and argon trapped in fullerenes isolated from the P-Tr boundary beds in China and Japan. Isotopic profiles of the trapped helium indicated that the fullerenes had to have come from an extraterrestrial source [Becker et al. (2001)]. However, persistent problems remain with acceptance of these data, as other scientists have consistently failed to replicate the results, despite using samples from exactly the same sites and exactly the same laboratory procedures [Farley and Mukhopadhyay (2001)]. In addition, the Japanese samples came from well below the extinction level (Isozaki, 2001). Later that same year, Kaiho et al. [2001] described P-Tr sediment grains, from the GSSP at Meishan, that were supposedly formed by impact, as well as geochemical shifts that they interpreted as indicating a huge impact event. However, once more, these data were severely criticised by other geochemists [Koeberl et al. (2002)]. Basu et al. [2003] revived interest by claiming to have found forty tiny, (50–400 µm), unaltered fragments of meteorite in a sediment sample from a terrestrial P-Tr boundary section in Antarctica. Although the authors were at pains to dismiss contamination as a source of the fragments, other experts were immediately sceptical as meteoritic metals are highly reactive and in terrestrial settings oxidise extremely quickly [Kerr (2003)].

Most recently, announcement was made of the discovery of a purported impact crater situated off the coast of western Australia [Becker et al. (2004)]. The evidence included seismic profiles of the structure itself, a description of cores taken from the centre of the structure apparently showing an impact breccia, and \(^{40}\text{Ar}^{39}\text{Ar}\) dating of feldspars to provide the age constraint. However, every one of these lines of evidence has been subsequently criticised: The gravity anomaly map purporting to show a buried crater is significantly different to those of other confirmed impact structures; the impact breccia contains no unambiguous shocked minerals; and the age designation comes from a single sample of unknown stratigraphic horizon with a spread of inferred ages that do not define an objective “age plateau” [Remme et al. (2004)].

Doubtless, new data supporting a P-Tr extraterrestrial impact will continue to be published as this particular avenue of research continues to be explored. However, all previously published data are highly controversial and lack the key criteria of major impact that have been recorded time and again in K-T sections the world over. Independent replication of results is
also crucial for scientific acceptance, especially when the data are unusual and/or controversial. So far, all the evidence proposed for a P-Tr boundary impact has failed this necessary test. On present evidence, the hypothesis that an extraterrestrial impact occurred near the P/Tr boundary is not supported.

2.2. Volcanically triggered global warming?

The leading alternative hypothesis is that rapid and severe climate change (specifically global warming) was responsible [e.g. Benton and Twitchett, (2003); Kidder and Worsley (2004)]. This model has evolved since the early 1990s, and incorporates a number of potential extinction mechanisms that were at one time [Erwin (1993)] considered to be separate, though not necessarily mutually exclusive, possibilities.

The present hypothesis is that flood basalt eruptions, represented by the Siberian Traps, vented large amounts of CO$_2$ into the atmosphere over a relatively short period of time. This resulted in rising global temperatures. Warming then led to the destabilisation and disassociation of shallow (marine and/or terrestrial) gas hydrate deposits, which vented large volumes of CH$_4$ into the oceans and atmosphere. This CH$_4$, although rapidly oxidised to CO$_2$, then caused more warming, which in turn would have melted further gas hydrate reservoirs. During this positive feedback loop, some sort of threshold was probably reached, beyond which the natural systems that normally reduce carbon dioxide levels could not operate and a ‘runaway greenhouse’ ensued (Fig. 2). Global warming would have had devastating effects on terrestrial ecosystems, and also in the marine realm, where it is believed to have caused a rise in sea level, stagnation, oceanic anoxia and a decrease in primary productivity.

What of the evidence? The basic premise of the model is that, climatically, the P-Tr interval was a time of global warming. Certainly, the Permian as a whole was a time of long-term global warming [Kidder and Worsley (2004)]. Evidence of extensive ice sheets are confined to the Early Permian and the last vestiges of glaciation in Australia and Siberia are now dated as Middle Permian [Erwin (1993)], although they had been thought by some to be late Permian in age [Stanley (1988)]. It has been argued that this long-term Permian warming trend is due to a global reduction in continental collisions and orogenic events, as the supercontinent Pangaea was fully assembled at this time [Kidder and Worsley (2004)]. Absence of mountain building would have resulted in a drop in global weathering rates and hence
a reduction in the draw down of CO$_2$, which would then slowly build-up in the atmosphere [Kidder and Worsley (2004)].

However, the extinction model requires that, at the culmination of this long-term temperature rise, there was an additional, rapid, warming episode resulting in an Early Triassic ‘hothouse’ world. A large decrease in the proportion of heavy oxygen isotopes ($\delta^{18}O$) in carbonates spanning the P-Tr boundary in the Gartnerkofel-1 core of southern Austria has been interpreted as indicating a 5–6°C increase in temperature [Holser et al. (1989)]. However, interpretation of the oxygen isotope record is problematic as the carbonate isotope values are very sensitive to alteration during burial and diagenesis. Certainly, the limestones of Gartnerkofel-1 have been heavily recrystallised, especially around the boundary interval, and thus the oxygen isotope data should be viewed with caution. Other potential archives of P-Tr seawater temperatures, such as the biogenic carbonates of brachiopods, have yet to be explored.

Currently, there is no unequivocal quantitative record of absolute temperature changes associated with the P-Tr extinction event [Kidder and Worsley (2004)]. The analysis of isotope changes in soil carbonates, which
form in direct contact with the atmosphere, may provide this, provided they are diagenetically unaltered. Although such studies have yet to be undertaken, fossil soils (palaeosols) have provided qualitative evidence for global warming across the P/Tr boundary. Retallack [1999] has recorded fossil soils at high southerly palaeolatitudes (upto 85°S) with characteristics that, at the present day, typify low temperate latitudes, and which formed under warmer conditions than soils of the Late Permian from the same localities.

If the evidence for warming across the P-Tr event is accepted, then one might expect evidence for a rise in greenhouse gases in the atmosphere. However, such evidence remains equivocal. The best evidence provided for an increase in CO$_2$ derives from analysis of the stomatal density of plant cuticles by Retallack [2001], although the time resolution is somewhat coarse. Regarding methane venting, the most often-cited piece of ‘evidence’ for this cornerstone of the P-Tr global warming model is the large negative excursion in $\delta^{13}$C recorded in shallow marine carbonates [e.g. Erwin (1993); Benton and Twitchett (2003); Kidder and Worsley (2004)]. The ca. 3–4% negative shift $\delta^{13}$C (locally upto 8%) appears to be too large to be explained by any other mechanism, such as volcanic emissions, and methane venting from gas hydrate deposits is regarded as the only viable alternative [e.g. Erwin (1993)]. A negative shift is recorded in marine carbonates, terrestrial soil carbonates [e.g. Retallack (2001)], bulk organic matter [e.g. Twitchett et al. (2001)], and biomarker molecules [Grice et al. (2005)] and so appears to reflect a real atmospheric change.

However, some caution is required as large negative shifts could be caused by other mechanisms, such as productivity crash for marine carbonates [Kump (1991)]. The negative shift in bulk organic matter is likely due to a change in organic matter source, such as a reduction in the relative contribution of material from higher plants [Foster et al. (1997)]. The negative shift in individual biomarker molecules may likewise reflect an undetected change in source. Volcanically vented CO$_2$ is also enriched in $^{12}$C, with the Siberian Traps and other volcanic centres, such as South China, providing potential sources. At the conclusion of a recent comprehensive study, Berner [2002] noted that is not possible to reject all of these other causes and the end-Permian negative shift in $\delta^{13}$C was likely driven by methane release associated with mass mortality and volcanic degassing. Thus, methane venting (Fig. 2) is but one possible explanation for the observed negative shift in $\delta^{13}$C. The shift itself should not be regarded as unequivocal evidence of methane flux to the atmosphere. Until independent evidence for methane venting is found, the methane-induced runaway part of the
‘runaway greenhouse’ model (Fig. 2) will remain open to question. In addition, geochemical modelling suggests that oxidation of the released methane would not, in any case, have produced enough CO$_2$ to trigger catastrophic warming [Berner (2002)]. Finally, as noted above, in some localities the $\delta^{13}$C shift occurs after the extinction crisis [Twitchett et al. (2001)].

What of the role of volcanism as trigger for the P-Tr changes? The largest outpouring of continental flood basalts in the Phanerozoic occurred in Siberia during the P-Tr interval. Some authors have suggested that this volcanism was initiated by decompression melting beneath a massive impact crater, which has since been obliterated by the subsequent igneous activity [e.g. Jones et al. (2002)]. However, more recent modelling has shown that even an extremely large impact, producing a final crater of 250–300 km, can “barely provoke an igneous event in normal lithosphere” [Ivanov and Melosh (2003)]. Including both the Siberian Platform basalts and newly discovered coeval deposits buried in the West Siberia Basin, the flood basalts covered an area of $1.6 \times 10^6$ km$^2$ to maximum depths of 3.5 km [Reichow et al. (2003)]. If all other igneous rocks, such as pyroclastic flows, are included then this coverage increases to $3.9 \times 10^6$ km. Dating the top and bottom of the lava pile shows that the eruptions occurred over a relatively short period of time, maybe just 600,000 years. Was this huge volcanic event a trigger of the P-Tr extinction crisis?

Radiometric dating is the only way to answer this question because there are no fossils interbedded with the basalts that provide adequate correlation with other regions. The most recent results, by different scientists using a variety of geochronological methods, date the bulk of the Siberian Trap deposits to $250 \pm 1$ Ma. In the 1990s, this was considered to be exactly the date required [Renne et al. (1995)] and the flood basalts were promoted to primary trigger for the catastrophic extinction [e.g. Benton (2003)]. However, the subsequent re-dating of the Meishan [Mundil et al. (2001)] and Shangsi [Mundil et al. (2004)] beds, if correct, imply that the extinction occurred between 252 and 253 Ma and the Siberian Traps might therefore be too young.

Excellent correlation between extinction episodes and flood basalt provinces through the Phanerozoic [Courtillot and Renne (2003)] means that it is difficult to accept that the Siberian Traps had no role to play in the end-Permian extinction event. Some of the apparent problems may be due to differences in the type of dating techniques used: Mundil et al. [2004] argue that because $^{40}$Ar/$^{39}$Ar dating, used in some studies [e.g. Renne et al. (1995)], typically gives younger ages than U/Pb dating there is in fact no
discrepancy. The oldest date for the onset of Siberian Trap volcanic activity (i.e. the emplacement of intrusive gabbros) is $253.4 \pm 0.8$ Ma [Reichow et al. (2003)].

Thus, while there is good qualitative evidence for a warming event around the P/Tr boundary and extinction level, there are still questions remaining concerning the role of the Siberian Traps as potential trigger. An alternative possibility, which has yet to be investigated, is that no trigger was required: The slow, long term warming that began in the Early Permian may simply have reached a critical threshold level in the late Changhsingian.

The P/Tr warming episode is supposed to have resulted in marine extinction by causing sea level rise, productivity crash, oceanic stagnation and anoxia [e.g. Benton and Twitchett (2003)] (Fig. 2). Temperature rise itself, if high enough, could be lethal, especially in shallow water at low palaeolatitudes [Kidder and Worsley (2004)]. Geological evidence for these environmental changes is good, but whether they can be linked directly to warming (and extinction) is not so easy to resolve. Data from modelling experiments suggest that warming may have triggered these environmental changes. For example, evidence from the most complete sections indicates that disappearance of the Permian taxa occurred during a time of global sea level rise [e.g. Wignall et al. (1996)]. Modelling results indicate that average whole-ocean temperature rise of $15^\circ$C could raise sea level by approximately 20 m through simple thermal expansion [Kidder and Worsley (2004)].

Regarding ocean stagnation and anoxia, a substantial body of data has accumulated to show that marine ecosystems of the Early Triassic, even those in very shallow water (storm wave base), were less well oxygenated than during Late Permian, pre-extinction times. Evidence derives from a variety of independent sources such as facies analysis, trace fossil studies, palaeoecology, geochemical data, isotopic analyses, and biomarker distributions [e.g. Wignall and Hallam (1992); Wignall and Twitchett (1996, 2002); Twitchett (1999); Grice et al. (2005)]. The deepest parts of the world’s oceans were oxygen-restricted from the latest Changhsingian to the Middle Triassic: the ‘Superanoxic Event’ of Isozaki [1997]. During the Griesbachian, most shelf settings experienced episodic development of euxinic conditions, comparable to the present day Black Sea [e.g. Grice et al. (2005)]. These euxinic intervals alternated with intervals of slightly elevated, but still sub-normal, oxygen concentrations, allowing a limited, depauperate benthos to colonise [e.g. Twitchett (1999)]. Only the shallowest settings of Neotethys appeared to have escaped [e.g. Krystyn et al. (2003)].
Following this Griesbachian peak in oxygen-poor conditions, oxygenation of the marine shelf improved somewhat, and only the deeper basins remained oxygen-restricted [Wignall and Twitchett (2002)].

Computer modelling results show that global warming could have potentially caused oceanic anoxia [Hotinski et al. (2001)], although other possibilities exist [Erwin (1993)]. Significant global warming, and reduction of the pole-equator temperature gradient, would have severely curtailed the thermohaline conveyor that maintains oxygenation of the deep oceans, leading to a sluggish, near-stagnant ocean, dominated by warm saline bottom water (Kidder and Worsley (2004)]. Warmer water also holds less dissolved oxygen than cooler water. In addition, models of atmospheric oxygen concentrations through the Phanerozoic indicate that O$_2$ levels fell gradually through the entire Permian, reaching a minimum of just 15% (compared to the present day 21%) during the P/Tr transition [Berner (2001)]. Thus, any warming-related changes are likely to have been exacerbated in the low-oxygen Earth of the Late Permian.

Evidence for a crash in marine primary productivity is more circumstantial. Given that most shelf settings of the Early Triassic experienced low oxygen conditions, which should promote the preservation of organic matter, the total organic carbon (TOC) content of nearly all Lower Triassic shelf sediments is staggeringly low [Twitchett (2001)]. Only one, localised, Lower Triassic petroleum source rock is known [Grice et al. (2005)]. In most cases TOC content actually decreases from the oxygenated, well bio-turbated Changhsingian sediments to the overlying, unbioturbated Griesbachian sediments [Twitchett et al. (2001)], consistent with a decline in productivity levels. As surface productivity relies on efficient nutrient recycling, which itself depends on ocean circulation, the sluggish warm water oceans of the Early Triassic would be expected to support much lower levels of primary production [Wignall and Twitchett (1996); Kidder and Worsley (2004)]. Even minor warming produces dramatic productivity collapse: For example, ocean productivity declined by 50% between the last Ice Age and the present day [Herguera and Berger (1991)].

In summary, the volcanically triggered global warming model is better supported than the extraterrestrial impact hypothesis, but there are still issues to be resolved. While much of the geological evidence is consistent with the model, this is not necessarily proof of a cause-and-effect link. Key issues remain the lack of a quantitative high-resolution temperature record for the P/Tr interval, and the problems surrounding the absolute dating.
3. Patterns of Extinction

3.1. Marine extinctions

Estimating the severity of past extinction events is not easy, due to the vagaries of preservation and fossil recovery, and the difficulty in recognising true biological species from fossils. Measures of global extinction magnitude are derived from large databases of family diversity through time [e.g. Benton (1993)], which suggest that 49% of marine invertebrate families disappeared during the P-Tr interval.

Extinction at the species level is then estimated using the statistical technique of reverse rarefaction. From this method, figures of 95% or 96% loss of marine species are derived [Raup (1979); Erwin (1993)]. However, such a calculation involves a number of assumptions, including, for example, that species extinction was random, with no selectivity against certain groups. This assumption is clearly incorrect [Erwin (1993)] and so the true magnitude of species loss may be closer to 80% [McKinney (1995)]. At the local scale, observed extinction magnitude is often high, for example 94% at Meishan [Jin et al. (2000)]. However, such local studies depend heavily on accurate taxonomy and disappearance from a single section may indicate migration, rather than true extinction, and may also be influenced by facies and preservational biases. Statistical techniques may be employed to help counter this latter problem [Jin et al. (2000)], but do not reduce it entirely.

Despite these shortcomings, it is clear that several groups were severely decimated in the Late Permian, some to complete extinction, and that not all groups were affected equally [Erwin (1994)]. For example, the diverse and successful fusulinid foraminifera disappear suddenly during the Changhsingian with loss of some 18 families, whereas other benthic foraminifera suffered much lower levels of extinction [Erwin (1993)].

A pattern of gradual decline through the Permian, particularly during the latter half, followed by final disappearance of the last few remaining taxa in the Changhsingian is typical of many groups. Examples include the Palaeozoic corals (Rugosa and Tabulata), trilobites and goniatites, all of which became extinct, and the stenolaemate bryozoans and articulate brachiopods that were reduced to a handful of surviving taxa [Benton (1993); Erwin (1993, 1994)]. This pattern implies longer-term changes in the marine realm may have been largely to blame for the diversity loss in these cases. The obvious conclusion to draw is that these groups were responding to either the long-term Permian rise in global temperatures and/or the long-term Permian decrease in atmospheric oxygen levels discussed above.
A few groups also suffered catastrophic losses prior to the end-Permian event. For those echinoderm groups that suffered significant extinction, the major crisis interval appears to have been the late-Guadalupian, where crinoids experienced > 90% loss, and other groups of echinoderms, such as the Blastoidea, became extinct [Erwin (1994)]. Significant brachiopod extinctions also occur at this level [Erwin (1992)].

This end-Guadalupian peak in diversity loss has led some authors to discuss the Late Permian event in terms of two episodes of extinction [Stanley and Yang (1994)]. While there is some evidence of oceanographic change and local disappearances at this time, there are also good reasons why the end-Guadalupian event might not be a real global extinction event. The Middle Permian was a time of incredible biodiversity, but the majority of these fossil taxa were endemic to the comprehensively monographed, exquisitely preserved (typically silicified) faunas of the southern US, particularly west Texas. At the close of the Guadalupian, sea level fell across that region, and the overlying sediments are unfossiliferous evaporites. Disappearance of some proportion of these taxa is most likely the result of facies change, not real extinction.

At the global scale, Upper Permian fossiliferous marine rocks are also relatively poorly known and the quality (i.e. completeness) of the Late Permian fossil record is correspondingly low. Almost all of the documented, fossiliferous, shallow marine Upper Permian strata are located in China. Many taxa common in the Guadalupian have not been found in Upper Permian rocks, but must have been living (somewhere) at that time because they re-appear in the Triassic. The presence of many so-called Lazarus taxa [Flessa and Jablonski (1983)] indicates that the fossil record of this crucial time interval is appallingly incomplete [Twitchett (2001)].

The Simple Completeness Metric (SCM) of Benton [1987] is a measure of the quality of the fossil record. It is calculated as the proportion of taxa actually recorded by fossil specimens in a given time interval, compared to the total number of taxa that are known to have been present in that interval (i.e. those recorded as fossils plus the ‘missing’ Lazarus taxa). Assuming the taxonomy is correct, the SCM is actually a very optimistic measure, and provides a maximum estimate of completeness: If aspects like the phylogenetic relationships of the taxa are incorporated, the inevitable presence of ‘ghost lineages’ [Benton (1994)] will mean a reduction in apparent completeness. When applied to the P-Tr fossil record, the SCM records two dramatic declines in completeness: (1) at the end-Guadalupian, and (2) at the Permian/Triassic boundary [Twitchett (2001)] (Fig. 3). Typically,
Fig. 3  Permian-Triassic diversity of bivalve families showing the poor quality of the fossil record. Solid line = families represented by actual fossil specimens; dotted line = ‘missing’ Lazarus families; dashed line = total diversity. Arrows indicate extinction events at the end-Guadalupian (a) and end-Permian (b). At both (a) and (b) there is a decline in total diversity and the number of fossilized families, and an increase in the number of Lazarus families. SCM = Simple Completeness Metric [Benton (1987)], shown by the grey bars. Completeness declines at (a) and (b). See text for additional details.

the SCM for benthic invertebrate taxa during the Early Triassic is around 10–20%; in other words, 80–90% of Early Triassic taxa that we know must have been present somewhere on Earth are not recorded as fossils. And this is an optimistic measure of completeness! This change in the quality of the marine fossil record clearly affects our perceptions (including the perceived magnitude) of both the end-Guadalupian and end-Permian events.

3.2. Terrestrial extinctions

Extinction on land was just as severe as in the oceans, but this fact has been recognised only very recently [Benton (2003)]. In the Karoo Basin of South Africa, most vertebrate taxa disappeared gradually during the Changhsingian, with an additional peak in extinction rates approximately coincident with the negative shift in $\delta^{13}$C values [Ward et al. (2005)]. When all fossil terrestrial organisms are considered together, the P-Tr event is the single largest extinction episode in the otherwise exponential rise of terrestrial diversity through the Phanerozoic.
A long-term (>20 Ma) change in terrestrial vegetation (the Palaeophytic-Mesophytic transition occurred during the P-Tr interval and probably reflects gradual shifts in climate and palaeogeography. However, superimposed on this longer trend is a relatively catastrophic collapse of the dominant gymnosperm forests in the latest Permian, as evidenced by the disappearance of pollen taxa such as *Vittatina*, *Weylandites* and *Lueckisporites*. Studies in East Greenland have shown that this ecological crisis occurred simultaneously with the marine extinction event and took 10-100 kyr [Twitchett et al. (2001)]. It is also apparently coincident with the peak extinction of terrestrial vertebrates in the Karoo Basin.

Some workers [e.g. Eshet et al. (1995)] have suggested that a peak ('spike') in the abundance of *Reduviasporonites* (also called *Tympanicysta*) marks the sudden destruction of these forests. They interpreted this taxon as a saprophytic fungus, which thrived on the piles of dead and dying vegetation [Visscher et al. (1996)]. Unfortunately, this attractive scenario must now be rejected. Recent geochemical, structural and biomarker studies have shown that *Reduviasporonites* is definitely not a fungus but is (most probably) a photosynthetic alga [Foster et al. (2002)].

4. Post-Extinction Recovery

4.1. Recovery of marine ecosystems

The post-Permian marine recovery is the longest of any mass extinction, and is also proportionally longer than would be expected from the magnitude of the diversity loss [Erwin (1993)]. A literal reading of the fossil record shows that it took some 100 Myr (until the mid-Jurassic) for marine biodiversity at the family level to return to pre-extinction levels [Benton and Twitchett (2003)]. However, ecological recovery was somewhat quicker, with complex communities such as metazoan reefs becoming re-established in the Middle Triassic (within 10 Ma after the extinction). Thus, how one views the duration of the recovery interval, measured on a local or global scale, depends on how one defines ‘recovery’.

Two main hypotheses have been advanced to explain the lengthy post-Permian recovery interval: (1) that the harsh palaeoenvironmental conditions associated with the extinction event continued well into the Early Triassic, and (2) that the delayed recovery is more apparent than real, being due to the biases of the fossil record. Evidence has been presented in support of both hypotheses, and is likely that a combination of factors were involved [Twitchett (1999)].
Certainly, palaeoenvironmental conditions in most shelf settings in the first one or two million years after the extinction crisis were particularly severe, with widespread evidence for low oxygen conditions and low surface productivity (described above). The most commonly encountered facies of the Induan is the *Claraia* biofacies (Fig. 4). Sediments of this facies are typically laminated and were mostly deposited under anoxic or euxinic conditions [Wignall and Twitchett (1996, 2002)], with biomarker evidence indicating that at times euxinia extended from the seafloor to the photic zone [Grice et al. (2005)]. Intermittently, the ocean floor became weakly oxygenated for a few years, allowing a depauperate epifauna of small sized, thin-shelled taxa such as *Claraia* to colonise. Occasional horizons of mm-diameter *Planolites* burrows attest to temporary colonisation events by a scarce soft-bodied infauna of small, deposit feeders living just a few centimetres below the sediment surface [Twitchett (1999)]. These Early Induan benthic communities comprise low diversity assemblages of small-sized animals; e.g. the bivalves *Promyalina* and *Claraia*, the inarticulate brachiopod *Lingula* [Rodland and Bottjer (2001)] and rarer microgastropods. Bedding planes are typically dominated by a single taxon, which may occur in prodigious numbers. These taxa are considered by some authors, with varying
degrees of evidence, to be pioneering, r-selected opportunists [Rodland and Bottjer (2001); Fraiser and Bottjer (2004)]. In some regions, stromatolites, and other evidence of microbial mats, are encountered [e.g. Schubert and Bottjer (1992)]. In the mid-high palaeolatitude regions of both the Boreal Ocean (Greenland, Spitsbergen) and NeoTethys (Madagascar, western Australia) a fairly diverse, but small-sized, nekton of fish and ammonoids is recorded.

One prediction of the hypothesis that harsh environmental conditions prevented rapid recovery is that in regions that were better oxygenated, such as the shallowest settings of Neotethys [Wignall and Twitchett (2002)], recovery should happen much faster. Support for this is provided by a mid-Griesbachian (early Induan) age post-extinction assemblage from Oman that was living in a shallow, well oxygenated, offshore (seamount) setting within wave base (Krystyn et al. (2003)]. This fauna is the most diverse Induan fauna presently known and has a level of ecological complexity not recorded elsewhere, such as in the western USA [Schubert and Bottjer (1995)], until the late Olenekian [Twitchett et al. (2004)]. Thus, in the absence of low oxygen conditions post-Permian recovery was an order of magnitude faster, taking just a few hundred thousand years to reach the same level of ecological recovery that under oxygen-restriction took several million years.

Alternatively, the delayed recovery may be more apparent than real. As noted above, the Early Triassic fossil record is woefully incomplete (Fig. 3). Analysis of the gastropod record has demonstrated that between 24 genera [Wheelely and Twitchett (2005)] and 29 genera [Erwin (1996)] vanished in the Middle Permian, only to reappear in the Middle Triassic apparently unchanged. One possible reason for this lack of preservation is that these 24 Lazarus genera had aragonitic shells, which are easily dissolved post-mortem and which are best recorded in fossil assemblages where the shells have been silicified. Such silicified faunas are almost completely absent from Lower Triassic rocks [Erwin (1996)], and those that have been recently documented do indeed contain some of these missing Lazarus taxa as predicted [Wheelely and Twitchett (2005)]. The apparent ‘recovery’ in the Middle Triassic coincides precisely with a return to a more complete fossil record (Fig. 3), suggesting, perhaps unsurprisingly, that the quality of the fossil record is affecting our perception of the timing of recovery.

There are at least two solutions to the problem of a poor quality Early Triassic fossil record. One is to assess extinction and recovery using a phylogenetic approach, rather than relying solely on first and last appearances
in the fossil record. A study of K-T echinoids [Smith and Jeffery (1998)]
demonstrated the power of this methodology for unravelling patterns of
extinction and recovery. However, to date, none of the necessary work has
been attempted for Permian-Triassic taxa. The other solution is to assess
recovery by studying fossil taxa that do not suffer from problems of early
dissolution.

Trace fossils are one possibility. Initial, empirical studies of the trace
fossil record of northern Italy [Twitchett (1999)] suggested that changes
in the types, size and depths of burrows present in Lower and Middle
Triassic strata provides a measure of post-extinction recovery [Twitchett
et al. (2004)]. With the disappearance of benthic oxygen restriction in the
late Induan, burrows such as *Arenicolites*, *Skolithos* and *Diplocraterion*,
(produced by deeper burrowing suspension feeders) reappear. Next to
reappear are burrowing crustaceans (evidenced by trace fossils such as *Thalassinoides*). In the palaeotropics, small *Thalassinoides* first reappear
(rarely) in the late Olenekian (Spathian), with pre-extinction sizes being
recorded only in the Middle Triassic. In higher palaeolatitudes (East Green-
land, Spitsbergen) small *Thalassinoides* reappear in the late Induan, sug-
gesting faster recovery in the Boreal Realm [Twitchett and Barras (2004)].

4.2. Recovery of terrestrial ecosystems

Our understanding of the recovery of terrestrial ecosystems is presently
less refined, with most data deriving from the Karoo Basin of South Africa
[e.g. Ward et al. (2005)], although work is beginning on the Russian record
too [Benton et al. (2004)]. How do the patterns and timing of terrestrial
recovery compare to those of the marine realm? Like the marine survivors,
terrestrial vertebrate survivors tend to be small: In the Karoo Basin five
small carnivorous therocephalians, and one small anapsid (*Procolophon*)
survive the P-Tr crisis. The other survivor, and the dominant terrestrial
vertebrate for several million years, was the herbivore *Lystrosaurus*, which,
like *Claraia*, was globally widespread.

Following collapse of the Late Permian gymnosperm forests, open herba-
ceous vegetation rapidly took over, with short lived blooms of pioneerin-
g, opportunistic lycopsids, ferns and bryophytes — stress tolerant forms
that were subordinate members of the pre-crisis vegetation [Looy et al.
(2001)]. Pollen from woody gymnosperms seems to indicate that a few sur-
viving elements of the Permian forests lingered on for a while [Twitchett
et al. (2001)], but equally these records could just represent reworking of
the pollen into underlying, younger sediments. Certainly, by the earliest Triassic no tree-like gymnosperms remained and a stable, low diversity, open shrubland vegetation of cycads and lycopsids was established. Complex, diverse forest communities were absent until the latest Spathian and early Middle Triassic [Looy et al. (1999)], resulting in a significant stratigraphic gap in coal deposits during the Early Triassic [Retallack et al. (1996)]. Apparently, the return of ecological complexity on land closely mirrored that in benthic marine communities.

5. Conclusions

The greatest mass extinction event of the Phanerozoic is receiving an unprecedented level of scientific interest. Although the global coverage is still very patchy, new sections are being discovered and described, allowing hypotheses of causes and consequences to be tested, modified or rejected. Understandably, some sections and regions have received more study than others, but this imbalance needs to be addressed. Presently, an extraterrestrial cause can be rejected, but there are still questions concerning the current leading alternative of volcanic-triggered global warming. The uncertainty over the absolute dating, and the lack of high resolution, quantitative measures of P-Tr temperature change are crucial problems. Although there have been significant recent advances in stratigraphy and correlation, taxonomic advances have lagged somewhat. Given the problems of preservation, in particular, a thorough taxonomic revision of most P-Tr fossil groups is required, and up-to-date cladistic phylogenies need to be provided. Coupled with the new, high-resolution, stratigraphy this should lead to a greatly improved understanding of the patterns of global extinction and recovery.
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SECTION 2

DYNAMICS OF THE EARTH
Space-Plasma Imaging — Past, Present and Future
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In 1986 Austen et al. proposed that a technique from medical imaging, tomography, could be used to image the Earth’s ionosphere. Tomography was already very successful in creating images of the inside organs of human bodies by the mathematical manipulation of a series of X-ray measurements taken from multiple viewing angles around the body. The new idea was to use multiple satellite-to-ground radio signals to produce snapshots of the Earth’s ionised environment. Tomography has now progressed into a technique for imaging the ionised plasma around the entire Earth. It is now feasible to create real-time movies of the ionised plasma, allowing us to watch the results of our planet’s bombardment by the solar wind during events known as storms. The vision of the pioneering scientist Sir Edward V. Appleton for ‘Ionospheric Weather’ forecasting [1947], now a topical issue under the ‘space weather’ umbrella, is on the verge of being realised through new imaging-modelling approaches known as assimilation. It is becoming clear that ionospheric forecasting cannot be improved without storm warnings and consequently new research projects to link together models of the entire solar-terrestrial system, including the Sun, solar wind, magnetosphere, ionosphere and thermosphere, are now being proposed. The prospect is on the horizon of assimilating data from not just the ionosphere but the whole solar-terrestrial system to produce a real-time computer model and ‘space weather’ forecast. The application of tomographic imaging far beyond the ionosphere to include the whole near-Earth space plasma realm and possibly that of other planets is a likely possibility for the future.

1. Introduction

Medical imaging is familiar to most of us. The idea is to build up a picture of what is inside a patient in the least intrusive manner possible. The technique itself is called tomography and it has far-reaching applications in fields
beyond medicine. One such application is to build up pictures of our planet’s upper atmosphere, the ionosphere.

The Earth’s ionosphere exists in the shell of space around our planet extending from about 100 km above us into the regions of near-Earth space. The Earth’s atmosphere decreases in density with increasing altitude and consists of different atoms and molecules at different heights. The ionosphere is formed by atoms or molecules absorbing energetic electromagnetic radiation (extreme ultra violet) from the Sun and becoming ionised releasing free electrons, which due to the low gas density remain apart from the positive ions, forming a plasma. The tenuous upper atmosphere contains mainly oxygen atoms up to a few hundred kilometres where it changes to mainly hydrogen. Charge exchange happens continuously and only a small percentage of these atoms remain ionised at one time. It is these ionised atoms and molecules that make up the ionosphere, embedded within a sea of neutral atoms.

If we brought a box full of the ionosphere down here to the surface of the Earth we might first think that it contains nothing at all — the upper atmosphere density is so low it would normally be considered to be a vacuum. In fact, if you were able to stand on a square metre of area at 100 km altitude the entire mass of the ionised atoms and molecules in the ionosphere above you would be far less than a milligram! It has been aptly described as a ‘wispy thing.’ Even so, the ionosphere is very important because the free electrons affect radio waves that propagate through it. The first time that this was observed was in 1901 when Marconi transmitted a radio signal from Cornwall, England to St. John’s Newfoundland, using the ionosphere as a giant mirror to send his signal beyond the horizon and back to Earth on the other side of the Atlantic.

More recent scientific studies of the ionosphere have been pioneered by enormously powerful radars that provide measurements bringing insights into the complicated physics of this naturally occurring plasma. Figure 1 shows the European Incoherent Scatter (EISCAT) Radar UHF transmitter in Northern Norway. This remarkable instrument provides a community of ionospheric scientists with detailed observations of the Earth’s ionosphere, sometimes during beautiful displays of the aurora borealis, allowing us to understand the complexity of interactions between our planet and the Sun. The study of these interactions is known as solar-terrestrial physics and the dynamical behaviour of the system is known as space weather — the weather in near-Earth space.
Tomographic imaging is important for observing the large-scale ionosphere in the context of space-weather events. It uses satellite-to-ground radio signals to build up a set of tomographic measurements just like the X-rays through the patient in medical imaging, only in this case the patient to be imaged is the Earth’s ionosphere. Radio receivers are set up at suitable locations on the Earth and a series of measurements can be combined together and inverted to provide a picture of the free-electron concentration. Here, the technique is described in its current state and it is suggested that with more instrumentation the imaging technique could be extended to the whole solar-terrestrial environment.

2. Ionospheric Imaging

The mathematical problem of how to reconstruct a function from its projections was originally solved by Radon [1917], but the first practical application was not published until 1956, when the tomographic method was applied to radio astronomy [Bracewell (1956)]. Recent interest in tomographic imaging began with the invention of the X-ray computerized tomography scanner by Hounsfield in 1972. This original medical application, the CAT (computer aided tomography) scanner, took measurements of the
attenuation of X-rays passing through a human body from many different angles. By converting these measurements directly into digital impulses and feeding them into a computer, a two-dimensional, cross-sectional image of the body was obtained. More recent developments in the medical field have seen the technique applied to nuclear medicine, magnetic resonance imaging, ultrasound and microwave imaging.

Put into simple terms, tomography is a technique for finding unknown numbers inside a grid. Imagine that you have a square grid divided into four sections each containing an unknown number (Fig. 2) and you are only allowed to know the sums of the numbers along certain paths. So take, for example, the case where the sums are those four shown by the thick grey lines in the figure. Now suppose that the sums of numbers along each of the four paths labelled a to c is equal to ten and d is equal to 5. Then you can easily set up four simultaneous equations and find a solution where each of the original numbers was equal to five. Then to check it — five plus five along each direction is equal to ten. This is the simplest case for tomography — the measurements (sums) have no error and you have all the measurements you need to find the solution.

In reality the problem is not quite so simple, although the underlying principles remain the same. The first difference is that you need to account for the length of each path through each section (pixel). In the case of Fig. 2, if each pixel has sides of unit length then the lengths of each path a, b and c through each pixel would be one, but ray ‘d’ which would have length root 2. So in reality the measurement ‘d’ would be root 2 times 5. The measurement ‘a’ would be two times one times five. The second difference is that sometimes the measurements cannot be taken from all angles. Returning to Fig. 2, if you only have measurements a and b, then you cannot discover unique values for all of the four unknown numbers. To overcome this problem you can try to obtain other information.
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Fig. 2 Diagram showing a simple tomographic system with four unknown numbers (*) to be found from four measurements a, b, c and d.
For example, if you know that all of the numbers are equal and that the sum along path ‘a’ is ten, then it is clear that all of the numbers must be equal to 5. In the case of ionospheric imaging this is a big problem; how do you compensate for the limited measurements? The satellite-to-ground geometry omits rays passing horizontally through the ionosphere. Fortunately, the missing information that is needed can be partly compensated for by bringing in some realistic assumptions about the distribution of electron density. Another problem in tomography is coping with systematic errors and noise on the measurements. In the ionospheric imaging case signals are often temporarily lost and regained causing discrete jumps in the measurement record. It is important to distinguish these jumps from real changes in the ionosphere so that actual ionospheric features can be imaged and not artificial features caused by these jumps in the phase records. A record of the changes in total electron content (TEC) in the ionosphere between a low-Earth-orbit satellite and ground-based receiver (the line integral of the electron density that we need to image) is shown in Fig. 3. Luckily this particular record had no phase jumps in it.

Fig. 3 Total electron content ($\times 10^{16} \text{m}^{-2}$) record in January 1998 from a single receiver close to Rome in Italy. The undulations in the record are characteristic of ionospheric waves called travelling ionospheric disturbances.
For ionospheric imaging, dual-frequency radio signals can be recorded by ground-based receivers to obtain relative phase shift and delay. The dispersive nature of the ionospheric component allows the ionospheric delay to be determined separately from effects caused by propagation through the non-ionised part of the atmosphere. This provides information that can be related directly to TEC (Fig. 3). The first experimental result showing a tomographic image of a slice of the ionosphere was published by Andreeva et al. [1990]. These authors, from the Moscow State University, used TEC data collected at three receivers located at Murmansk, Kem and Moscow. They made use of radio transmissions from Russian navigation satellites. For such preliminary tomographic results no other local measurements of the ionospheric electron density were available for comparison with the reconstruction and it was not until 1992 (Pryse and Kersley) that a tomographic image with independent verification was published. These images used data from the US Navy Navigation Satellite System (NNSS), the predecessor to the GPS (Global Positioning System). The verification for these early images over Scandinavia was provided by a scanning experiment of the European Incoherent Scatter (EISCAT) radar (Fig. 1). Subsequent co-ordinated studies between tomographic imaging and the EISCAT radar have contributed hugely to the general acceptance of the tomographic technique.

Many ionospheric features have been imaged using tomography. Beautiful images show snapshots of waves called travelling ionospheric disturbances (TIDs) [Pryse et al. (1995); Cook and Close (1995)]. These close relations of ocean waves are the manifestation in the ionosphere of internal atmospheric gravity waves. An example of an image showing a TID on Boxing Day of 1992 is shown in Fig. 4. Mitchell et al. [1995] have presented tomographic images of magnetic-field-aligned irregularities and E-region enhancements in the auroral ionosphere above northern Scandinavia. This region is particularly interesting to physicists because it is where particles from the Sun, having travelled though space in the solar wind, are able to enter the Earth’s upper atmosphere. These high-speed particles whiz down the Earth’s magnetic field lines like corkscrewing bullets, eventually colliding with atoms causing impact ionization and give up their energy in exchange for fantastic displays of the northern lights or aurora borealis.

Kersley et al. [1997] demonstrated that tomography could be used to make images of large-scale ionisation depletions known as troughs, generally found on the night-side auroral mid-latitude boundary. Results from the polar cap have revealed ionospheric signatures of processes occurring
Fig. 4 Tomographic image of TIDs at 14:54 UT on 26 December, 1992. Contours show the electron density in units of $10^{11}$ m$^{-3}$.

Further out in space, such as magnetic reconnection events [Walker et al. (1998)]. A novel idea by Bernhardt et al. [1996] proposed the inclusion of measurements taken from natural extreme ultraviolet emissions in the ionosphere into tomographic inversions. These satellite-based observations can provide vertical profiles of ionized oxygen, which are essentially the same as the electron-density profiles at F-layer heights. More recently, Materassi et al. [2001] have applied tomographic techniques to measurements recorded from southern Italy and the Mediterranean to image and study the large-scale enhancement known as the equatorial anomaly. These great lumps of ionisation are produced by the ‘fountain effect’ where the plasma rises like a fountain over the geomagnetic equator and falls along the magnetic field lines forming distinct peaks on either side. An image of the northern peak of this peculiar structure is shown in Fig. 5.

### 3. Imaging Using GPS

New opportunities for ionospheric imaging have arisen with the introduction of Global Positioning System (GPS) satellites and in particular because of the world-wide network of geodetic receivers that provide free ionospheric data. The problem with this data is the geometry. The ray-paths are in many different orientations and the GPS satellites, being in a much higher
orbit than the conventional NNSS satellites, move across the sky rather slowly in comparison to changes in the ionosphere. The problem is how to cope with many measurements taken over a large region, recorded at different times and through a changing ionosphere. It is like trying to image the entire human body while the patient keeps wriggling around!

The Global Positioning System consists of at least 24 satellites that transmit L-band radio signals at two frequencies, 1.575 and 1.228 GHz. GPS signals are already providing an important and inexpensive new tool for ionospheric measurement. Future possibilities of a European-lead navigation satellite system (Galileo) will further increase the density of such observations. This type of ionospheric research has the advantage of being very cost effective — no new satellites are required and the transmissions are at present free to everyone for scientific use. However, from any observation site the satellites appear at changing and oblique angles, making the observations of total electron content complicated to interpret. This network of TEC data drove forward a development of the mathematical ideas in tomography to produce a more generalised imaging system.

Another important data source for GPS imaging comes from the radio occultation technique. This uses receivers located on Low-Earth-Orbit (L.E.O.) satellites to monitor the phase changes of GPS signals. Hajj et al. [1994] suggested using the satellite-to-satellite transmission of GPS to LEO satellite measurements in a tomographic framework to provide the so-called
Fig. 6  (a) Diagram illustrating the geometry for ionospheric tomography. Only one receiver site is shown in the diagram for clarity. (b) The additional rays provided by the radio-occultation satellite.

‘missing horizontal rays’ and improve the vertical resolution. Figure 6 shows examples of the geometry involved first in ground-based-receiver tomography and second with the addition of the radio occultation rays. Importantly, L.E.O. satellites with GPS receivers on-board can provide measurements
over the oceans and into the remote polar caps, thus enabling the ionosphere to be studied on a truly global-scale. An exciting new prospect for ionospheric imaging is to combine observations from many different instruments such as occultation satellites to characterise the ionosphere globally [Spencer and Mitchell (2001)]. In future raw observations from vertical sounders (ionosondes) could be combined with multi-directional ground-based and radio-occultation observations of TEC but to accomplish these tasks properly, nonlinear mathematical and efficient computational techniques still need to be developed.

Figure 7 shows a sequence of four GPS ionospheric images over the northern hemisphere, six hours apart. The electron-density values in the images have been summed vertically to show the contours of vertical TEC, as if you are looking down on the ionosphere from above. A huge space-weather event, known as a storm, occurred during July of 2000 around the time of the peak in the 11-year solar cycle. Ionospheric storms are linked to flares and coronal mass ejections from the Sun, massive outpourings of electromagnetic radiation and particles that can collide with the Earth’s magnetic field and cause dramatic disturbances to the Earth’s ionosphere such as those seen here in the four images. The images show the uneven distribution of TEC globally with the build up of high TEC values (shown in red) over southern USA during the afternoon. The images were taken from a movie of the ionosphere lasting for the entire storm, which is not only useful for scientific understanding but also for showing why communication systems are disrupted in certain regions of the world and not in others.

Images such as these can be of interest to radio communication and radar surveillance planning. This was first noted in 1994 when Bust et al. investigated the application of ionospheric tomography to single site location range estimation; the determination of the location of an unknown transmitter by tracing the refractive path of a radar signal through a tomographic image of the ionosphere. They showed that better results could be obtained when using real images rather than empirical ionospheric models.

Another important requirement for ionospheric information comes from the navigation community. GPS receivers are very widespread in their use and the vast majority of receivers use only one of the two transmitted frequencies. These single frequency GPS receivers are less accurate than their dual frequency counterparts, but are also less costly. The main limitation to their accuracy is due to the unknown time delay of the signal as it traverses the ionosphere. Proposals have been made to use a network of dual-frequency receivers to create real-time ionospheric maps to provide
Fig. 7 A sequence of four GPS ionospheric images of TEC (density in units of $\times 10^{16}\text{m}^{-2}$) over the northern hemisphere during a major storm.
position corrections to local GPS users. It is possible that extended tomographic approaches could assist in improving the accuracy achieved by the proposed simple ionospheric mapping. Assessment and improvement of such systems over the next few years may eventually lead to position accuracy and reliability to use GPS to aid in automatically landing an aircraft.

4. Data Assimilation

Physical models driven by equations rather than just statistical records, are now being tested in data assimilation programs. Essentially, this approach combines physical laws governing the ionisation production and recombination processes with real-time observations. In regions of good coverage, measurements can constrain the model and nonlinear inversions can be used to solve for model parameters. One approach is to then to interpolate these to regions of sparse measurements, for example over oceans. Ideally this procedure should result in a global specification of the ionosphere, but one present disadvantage of this approach is the computational load imposed by nonlinear inversion of very large data sets. This problem is expected to diminish as computational power rapidly continues to become cheaper, although this is not a trivial issue since the requirements for data assimilation demand improvements of many orders of magnitude over the computational power available now. A significant advantage of such a system is the inherent ability of the model to run forward in time and specify the future state of the ionosphere. An interesting test for the success of such a system will be the short-term forecasting capability. Whether or not this promising approach will work in practice is still an open question.

5. Imaging Near-Earth Space and Other Planets

Back in 1947 the pioneering radio scientist Sir Edward V. Appleton gave his Nobel lecture and talked of ionospheric-weather forecasting. He spoke about the ionosphere as ‘a region which human beings have not yet visited’ — of course this is no longer the case. Now we look further out to the dark and remote regions of our solar system and continue most of our research using remote automated instruments. Advances in space technology mean that satellite sizes and costs can be greatly reduced. It is now possible to build satellites that are smaller and lighter that ever before (microsatellites). Constellations consisting of many such satellites have already been suggested as ways of solving a number of scientific problems requiring high
density of spatial sampling around the Earth. The majority of planets in the solar system have surfaces that are unsuitable for the remote operation of instrumentation or have no surface at all. Constellations of cheap, reliable microsatellites placed around such planets therefore have great potential for studies of their largely unexplored outer atmospheres.

The radio-occultation technique, mentioned earlier for improving the vertical resolution in studies of the Earth’s atmosphere, was originally used to probe the atmosphere of Venus [see for example Luhmann (1991)]. In this previous application, a low-planet-orbit satellite transmitted signals through the planet’s atmosphere at low elevations and these were received at the Earth. Subsequent analysis revealed structure in the planetary atmosphere. In a development of this idea, constellations of microsatellites could host radio beacons and receivers. Thus a network of satellite-to-satellite paths would sense the planet’s atmosphere and ionosphere in a complex and dynamic frame. In addition, other instrumentation operated from each satellite such as Langmuir probes and ionosondes could provide a dense and varied network of measurements. Four-dimensional inversion algorithms, able to adapt simultaneously to the changing spatial and temporal environment of each measurement could provide the ideal analysis tool, making ‘movies’ of the atmospheres and ionospheres of other planets.

6. Solar-Terrestrial System Imaging and Data Assimilation

GPS signals recorded on the ground show the differential time-delay of the signals as they traverse the ionised regions. While the main contribution to the delay is from the ionosphere there is also some contribution from the plasmasphere (the even more tenuous plasma above the ionosphere), as the GPS satellites are at more than twenty-thousand kilometres altitude. This means that a GPS receiver on board a LEO satellite above the ionosphere could collect TEC observations for topside ionosphere and plasmasphere imaging. GPS receivers are already on-board many different satellites for accurate positioning. So far, very little scientific research has been done using this vast quantity of data. In the future all satellites could relay their GPS data to a common databank open to the scientific community. Even more would be possible if geostationary satellites (higher than GPS) carried GPS receivers and relayed the dual-frequency delays for scientific analysis. Instead of tomographic images limited to the region between GPS and Earth, it would then be possible to image tenuous plasma above GPS
into the whole region of near-Earth space, as far out as beyond the magnetopause. There are already proposals for advanced ‘topside’ sounders operating at such altitudes [Cummer et al. (2001)] and such measurements are ideal for combination with GPS signals in a large inversion algorithm. With such strong prospects for many instruments to measure TEC or electron concentration out into near-Earth space the need for imaging techniques to unite multi-spatial and temporal observations seems to be secure.

The Sun streams out high-velocity charged particles forming the solar wind. This carries a magnetic field that interacts with Earth’s magnetic field. The fast flowing plasma generates electric currents and fields that are transmitted to the ionosphere, sometimes dramatically showing stunning auroral displays. While many of the individual physical processes have been studied and modelled there are still many unanswered questions relating to coupling between the magnetosphere and ionosphere and the ionosphere-thermosphere interactions. It is apparent that the near-Earth space environment should not be studied as a set of separate regions but as an entire system. Such comprehensive study of the entire solar-terrestrial system during storm events will be a challenging research topic for the next few decades. In addition to the obvious scientific fascination, the success of this area has important practical applications. This is because processes originating at the Sun, such as the ejection of clouds of plasma associated with solar flares, can have dramatic effects on our communications by damaging satellites and causing disruption to electrical systems on Earth. If a solar flare is sufficiently energetic and occurs on the part of the Sun facing the Earth then some of the X-rays encounter the Earth’s atmosphere and photo-ionise as low as the D-region, causing absorption of certain radio communication signals. Protons, produced within the flare site by the ionisation of hydrogen, could potentially cause damage to unshielded satellites and astronauts. Developing the capability to warn of these events, to gain knowledge of their occurrence statistics and to model their effects is of great importance. It is not yet clear if we have enough knowledge to link together all of the processes that run from coronal mass ejections all the way to the production of geomagnetic storms that affect the upper atmosphere. Understanding the limit of our ability to model these events and determining the predictability will be a huge challenge in this research area probably lasting over many years. New techniques, perhaps developments from tomography, will be needed to aid in the incorporation of many measurements into physical models. Discoveries about how to couple the models together could eventually lead to a super-model of the whole solar-terrestrial system.
in our computers of the future. Such a super-model could have practical use in a space-weather forecasting system and would deepen our understanding of planet’s space environment and our complex relationship with the Sun.

Acknowledgements

The assistance of other members of the research group at the University of Bath, in particular Dr. P Spencer, is acknowledged. Figure 4 is adapted from a black and white graphic in the PhD thesis (University of Wales) of the author of this chapter. The author is grateful to the International GPS Service for the use of RINEX data and to the EPSRC for the Advanced Research Fellowship ‘Effects of the ionized atmosphere on GNSS’ (2004–2009).

References


We are now able to simulate a dynamic rupture process of real earthquakes, once the fault geometry, stress field applied to the fault, and friction law on the fault surface have been provided. The next question will be what kind of information is now available and what are still required to reproduce more realistic rupture process of earthquakes. This procedure will provide us with physical insights of earthquake dynamics as well as clues to predicting the fault rupture of future earthquakes. In this paper, I review how to simulate earthquake dynamic rupture based on available information.

1. Introduction

An earthquake is a process of faulting where a rupture propagates along several fault segments and a dislocation is produced between two sides of the fault. To model this process, the medium outside the fault can be considered as elastic so that linear elastic theory can be applied [Aki and Richards (1980, 2002)]. Inside the fault, however, the material is no longer elastic and linear elastic theory cannot be applicable, but, instead, fracture theory can be employed [Freund (1990)]. Thus, an earthquake is a phenomenon in the framework of elastic theory combined with fracture theory [Scholz (1990, 2002)]. Our interest is then how to describe individual earthquakes under specific initial and boundary conditions [Fukuyama (2003a, b)]. Here
the initial condition is the fault geometry and the stress field applied to the fault. The boundary condition is the constitutive relation on the fault.

Recent rapid progress in earthquake observations in the field as well as in rock friction/fracture experiments in the laboratory seems to be providing us with sufficient information on initial and boundary conditions for modelling earthquake rupture in a realistic way. In addition, recent considerable development in numerical computation techniques enable us to make a computer model of the whole process of earthquake rupture. In particular, the spatio-temporal evolution of dynamic rupture on the fault surface can be reproduced numerically.

A few decades ago, seismologists could only handle faults as a planar surface [Hartzell and Heaton (1983); Fukuyama and Irikura (1986)] because of the difficulties in handling its complexity, as well as the lack of detailed information on fault geometry. In contrast, geologists already recognized that faults have complicated structures, from the field observation [e.g. Chester et al. (1993)]. At that time there existed a huge gap between seismologists and geologists on the understanding of earthquake fault in spite of efforts to fill this gap by using a simplified model of fault complexity [Segall and Pollard (1980)]. Recently, however, a very dense seismographic network has been established [Fukuyama et al. (1996); Kinoshita (1998); Obara et al. (2005)], which enables us to see a very detailed, fine scale hypocenter distribution of earthquakes that images the underground fault structures [Fukuyama et al. (2003a)] similar to those observed on the surface by structural geologists [Chester et al. (1993)].

In addition, we are now able to measure in-situ stresses under the ground directly in a borehole by conducting hydraulic fracturing experiments, which gives us information on the total stress [Tsukahara et al. (1996)]. The total stress at depth cannot be obtained from seismic observations because seismic waves are described using linear elastic theory, which is intrinsically independent on absolute stress. Thus such direct measurements of in-situ stress are extremely important. Unfortunately, such experiments are limited at shallow depth in the crust (< 2 km) due to huge costs of drilling deep boreholes.

Constitutive properties during faulting have intensively been investigated in the laboratory under simulated conditions of stress, temperature and water saturation at seismogenic depth using fault zone material or its simulated one [e.g. Dieterich (1979); Ohnaka et al. (1987); Blanpied et al. (1995); Tsutsumi and Shimamoto (1997)]. Although the predominant scale
is different between slip in the laboratory and that during earthquakes, laboratory-derived relations can be applicable to the simulation of earthquakes if an appropriate scaling relation has been derived.

There are two issues to be reminded. One is the spatially heterogeneous distribution of stress and constitutive parameters. Since the Earth is not composed of homogeneous materials without any structural heterogeneities, the simulation of earthquakes should be affected by these heterogeneities. These heterogeneities are characterised by “asperities” and “barriers” [Madariaga (1983)]. An asperity is used to describe the region on the fault where a large stress drop occurred during the earthquake [Kanamori and Stewart (1978)]. Recently, in strong motion seismology, an asperity represents a large slip region on the fault [Somerville et al. (1999)]. In contrast, a barrier is a region where the strength is so high that there is no slip during the earthquake [Aki (1979)]. When considering a small scale fault system, a complicated fault geometry can be precisely described and the stresses can be measured based on the microscopic fault geometry. However, when a large scale fault system is considered, without taking into account its microscopic fault geometry, the macroscopic constitutive parameters might be different from microscopic ones. Thus the heterogeneity of earthquakes might be scale dependent.

The other issue is the scaling relation for earthquakes [Aki (1967); Kanamori and Anderson (1975)]. Earthquakes are self-similar and the average slip and slip region are scaled by the seismic moment. These relations suggest that the stress drop during an earthquake is independent of earthquake size [e.g. Abercrombie (1995); Ide and Beroza (2001)]. Actually, the material constants such as seismic wave velocities and densities cannot change by order of magnitudes, but the slip during the earthquake does vary by several orders of magnitudes. Thus even if stress is a scale dependent parameter, this dependence could be quite limited.

In order to focus on the basic understanding of earthquake rupture dynamics, I will not go into details concerning the heterogeneity and scaling of earthquakes in this section. Here I only point out that these issues are very important in order to understand the complexity of an earthquake as a natural phenomenon. Here I will review what kind of information is now available for numerical simulation of earthquake dynamic rupture by referring to two recent earthquakes. This consideration will be very useful in understanding the physics of earthquake dynamics, as well as the prediction of the generation and propagation of large earthquakes.
2. Fault Structure

From geological investigations of active fault traces an earthquake is considered to rupture several fault segments, which are connected by jogs, steps and branches with each other [Aydin and Du (1995)]. During an earthquake, the rupture propagates mainly along the preexisting fault segment and sometimes jumps to the neighbouring segment by creating a new fault segment.

Along the rupture zone of the 1992 Landers, California, earthquake ($M_w 7.3$), a complicated fault system existed before the earthquake [Aydin and Du (1995)]. During the earthquake, the rupture propagated along the fault traces by selecting its route by itself. In Fig. 1, the preexisting fault
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**Fig. 1** Distribution of active fault traces around the source region of the 1992 Landers earthquake. Thick lines indicate the fault traces where the rupture propagated during the Landers earthquake. The star symbol stands for the hypocenter location of the Landers earthquake [Modified from Aochi and Fukuyama, (2002)].
traces and those followed by the rupture are shown. We found that how the rupture selected the fault trace at the branch basically depends on both the stress field applied to the fault branch and the rupture velocity [Aochi et al. (2000b)].

At seismogenic depths, we cannot see fault traces directly except for very ancient activity at depth, now exposed on the surface [e.g. Swanson (1988)]. We can see the correct fault structure at seismogenic depths in indirect ways. Along the fault trace, many microearthquakes occur. If these events are located very precisely, fault traces can be imaged. Very dense seismographic networks now enable us to locate very small earthquake with sufficient accuracy, which provides us with a detailed image of the fault system at seismogenic depth.

On October 6, 2000, a $M_w 6.6$ earthquake with strike slip faulting occurred in western Tottori, southwest Japan. This was the first earthquake that occurred after the densely distributed seismographic network had been constructed. Following this earthquake, more than 10,000 aftershocks were recorded by the network and relocated [Fukuyama et al. (2003a)] by a very accurate technique called Double Difference Method [Waldhauser and Ellsworth (2000)]. The aftershock distribution shows a complicated image of the fault structure [Fukuyama et al. (2003a)] as shown in Fig. 2. The main-shock fault system consists of four fault segments (#1–#4 in Fig. 2(c)). Other fault segments (#5–#13) were created by the aftershock sequence, some of which were responsible for the post seismic deformation observed by GPS measurements [Sagiya et al. (2002)].

Focal mechanisms of aftershocks were calculated using the regional broadband seismic network [Fukuyama et al. (1998); Fukuyama et al. (2003a)], whose moment magnitudes are greater than 3.5. The fault strike directions of these aftershocks and the fault traces recognised from relocated hypocentral distribution are found to be consistent with each other, as shown in Fig. 2(b). Most aftershocks whose focal mechanisms were determined occurred along the pre-existing fault traces or parallel to them, and the lineaments inferred from the aftershock distribution are considered to be the fault structure at seismogenic depth.

We are therefore able to use the information on the geometry of the fault based on the active fault traces appearing on the surface, as well as seismic activities along the fault traces. But this information is sometimes insufficient, especially for an earthquake occurring in a seismically inactive region. This is sometimes called a blind fault. In order to overcome these situations, active seismic surveys such as a shallow reflection survey
Fig. 2  (a) Location of the 2000 western Tottori earthquake plotted with plate configurations. PH, EU, NA and PA represent Philippine Sea, Eurasia, North American and Pacific plates, respectively. (b) Hypocentre distribution relocated by double difference method. Dots are hypocentres and straight lines are strike directions of the fault determined by the moment tensor inversion of regional broadband waveforms. Optimum fault direction for two possibilities for the focal mechanism are chosen based on the aftershock distribution. (c) Fault models based on the hypocenter distributions. Faults #1–#4 were created during the mainshock and other faults (#5–#13) are related to aftershock activity. Faults #22–#24 are caused by the largest aftershock two days later [Modified from Fukuyama et al. (2003a)].

would be useful [Sato et al. (2004)]. However, for strike slip faults, these experiments may not work properly because of the unclear vertical offsets of layers at depth.

3. Stress Field

For the simulation of earthquake rupture, information on absolute stress is crucial as an initial condition of the system. Absolute stress can be directly measured by in-situ experiments such as hydraulic fracturing experiments at the bottom of boreholes (Fig. 3) [Tsukahara et al. (1996, 2001); Ikeda et al. (2001)]. It can also be estimated by measuring the strain change of bore wall [Ishii et al. (2000)] and core samples taken from the borehole [Yamamoto and Yabe (2001)].
Since these experiments are conducted at a single point around the fault, it is difficult to obtain a spatial variation of absolute stress. We only have local pin-point stresses. If we drilled at many sites around the fault we might be able to obtain the stress distribution. But, in reality, it is not possible because of the expensive drilling costs. Since what we need for the reconstruction of earthquake dynamic rupture is the distribution of absolute stress around the fault, a method is required to extrapolate the stress distribution from pin-point stresses.

To overcome this situation, earthquake focal mechanisms play an important role. Earthquake focal mechanisms are considered as strain changes at the focal area of each earthquake. Each focal mechanism does not indicate directly the stress field but an assembly of them does include the information on the stress field that caused the earthquake. If we assume that
the stress is uniform inside the target area and that each earthquake slip occurs along the maximum stress direction, we are able to estimate the stress field from a group of focal mechanisms by using the variation in focal mechanism solutions in the dataset [Angelier (1979); Gephart and Forsyth (1984)]. The fault plane does not always direct to 45° to the maximum principal direction but is distributed around this direction depending on the frictional property of the fault. By processing many focal mechanism data statistically, we can estimate the stresses [Hardebeck and Hauksson (2001); Fukuyama et al. (2003a); Kubo and Fukuyama (2004)].

It should be noted that these estimated values are not sufficient to describe the total stress field; three principal stress directions and the stress ratio ($R$) are estimated by the stress tensor inversion. $R$ is defined by $(\sigma_1 - \sigma_2)/(\sigma_1 - \sigma_3)$, where $\sigma_1$, $\sigma_2$, and $\sigma_3$ are maximum, intermediate and minimum principal stresses, respectively and compression is taken positive. An important advantage of this method is that when earthquake focal mechanisms are estimated in a region, we are able to estimate the stress field from the focal mechanisms. In order to calibrate the stress field estimated by the focal mechanisms, one or two in-situ stress measurements are required.

During the 2000 western Tottori earthquake, about 75 focal mechanisms were estimated [Fukuyama et al. (2003a)] by the moment tensor inversion of broadband seismograms at regional distances [Fukuyama et al. (1998); Fukuyama et al. (2001); Kubo et al. (2002)] (Fig. 4a). The source region was divided into two: coseismic (#1–#4 in Fig. 2c) and post-seismic slip (#5–#13) regions. By examining the focal mechanisms in Fig. 4(a), the predominant directions of the P-axes of the focal mechanisms appear different between coseismic and postseismic regions.

Figure 4(b) and (c) shows the results of the stress tensor inversion. Taking into account the 95% confidence region, the principal stress directions are well constrained by the data. Although the focal mechanisms are slightly different between northern postseismic region and southern coseismic region, stress field is considered to be similar [Fukuyama et al. (2003a)]. $R$ value is estimated at 0.6, which is consistent with the fact that all the focal mechanisms are of strike slip type.

An alternative method is to measure the distribution of aseismic slips near the fault. The current stress field is considered to be the tectonically applied stress contaminated by the stress caused by aseismic slips. Since the materials around the fault are considered to be elastic, we can estimate the distribution of stress change around the fault due to the aseismic slip
on the fault. Once we know the information on the tectonic stress applied to this region, the current stress field can be estimated by adding the stress change due to the aseismic slips on the fault. This aseismic slip distribution can be obtained by the analysis of strain distribution on the surface obtained by GPS (global positioning system) data [Hirahara et al. (2003)]. To calibrate the stress distribution estimated above, again, in-situ stress measurements around the fault become important.

This idea was applied to the estimation of the fault strength [Yamashita et al. (2004)], which could be equivalent to the shear stress value just before the earthquake. The in-situ stress measurements near the fault can only be done after the occurrence of earthquakes and the continuous monitoring of
stress is not now possible. The distribution of coseismic slip, however, can be obtained by the waveform inversion analysis of mainshock seismograms, and the coseismic stress change around the fault can be estimated. By subtracting the stress change estimated from the coseismic slip from the post seismic stress measured by the in-situ stress measurements, the pre-shock stress can be estimated, which should be balanced by the strength of the fault.

4. Constitutive Relation

A slip-weakening law was originally proposed for tension cracks [Barenblatt (1959)], then extended to shear cracks [Ida (1972); Palmer and Rice (1973)] based on the theoretical consideration of energy at the crack tip. After that, based on constant slip-rate experiments with sudden velocity change in the laboratory, rate and state dependent friction law [Dieterich (1979); Ruina (1983); Perrin et al. (1995); Marone (1998)] has been proposed to describe slip behavior on a fault. Since this relation is derived from very slow slip friction experiments, where rate dependence is dominant, rate dependence in this friction law was emphasised. The rate and state dependent friction law is often applied to simulate the earthquake cycles where most slip is quasi-static [Tse and Rice (1986); Rice (1993); Kato and Hirasawa (1999); Lapusta et al. (2000)]. However, at high slip rate (e.g. during the earthquake rupture), the state effect becomes important [Okubo (1989); Bizzarri and Cocco (2003)]. To handle this feature properly, a slip-weakening friction law [Ohnaka et al. (1987); Mats’ura et al. (1992)] was proposed to describe the dynamic rupture of faulting. In this slip weakening constitutive law, critical strength drop ($\Delta \tau_b$) and slip-weakening distance ($D_c$) become important parameters to characterise the rupture (Fig. 5).

The constitutive relation can be described by temporal variations of both slip and stress on the fault. Once the spatio-temporal variation of slip is obtained, the corresponding spatio-temporal variation of stress can be uniquely obtained from the boundary integral equation below [Fukuyama and Madariaga (1998)].

$$T_{ij}(x, t) = -\frac{\mu}{2\beta} \Delta \dot{u}_i(x, t) \nu_j + \int_0^t \int_S K_{kl}(\xi - x, \tau - t) \Delta \dot{u}_k(\xi, \tau) \nu_l dS dt,$$

where $T_{ij}$ is the traction on the fault, $\Delta \dot{u}$ is the slip velocity on the fault, $S$ is the fault surface. Positions $\xi$ and $x$ are at the source where slip occurs and at the receiver where stress is measured, respectively. $\tau$ and $t$ are corresponding times, respectively. $\nu$ is the normal vector to the fault. $\mu$ and $\beta$
Fig. 5  Schematic illustration of slip-weakening friction law. \( \sigma_y \), \( \sigma_0 \), and \( \sigma_f \) indicate yielding stress, initial stress and frictional stress, respectively. \( D_c \) and \( D_{\text{max}} \) correspond to the slip-weakening distance and final amount of slip, respectively. \( \Delta \tau_b \) is defined as \( \sigma_y - \sigma_f \).

\[ \text{are shear modules and shear wave velocity, respectively. } K^i_{kj} \text{ is the kernel that represents } ij\text{-component of stress at } (x, t) \text{ when } k\text{-component of unit slip occurs at } (\xi, \tau) \text{ on the fault. It should be noted that although Eq. (1) is derived by the boundary integral equation method, this relation is not limited to a particular numerical method but is a universal feature, because this relation is obtained based on the continuities and symmetries of stress and dislocation on the fault. Therefore, Eq. (1) explicitly shows that the spatio-temporal distribution of slip is uniquely related to the spatio-temporal distribution of stress change.}

Using this idea, we are theoretically able to estimate the shape of slip weakening curves from the spatio-temporal evolution of slip velocity on the fault [Ide and Takeo (1997)] although we still cannot estimate the absolute stress by this method. But it should be noted that there is a resolution problem in this technique [Spudich and Guatteri (2004)]. Since the temporal resolution of slip velocity is generally not sufficient due to the band-limited nature in the waveforms which was caused by attenuation and scattering of the high frequency waves during the propagation. This limitation makes the estimation of small \( D_c \) values difficult [Guatteri and Spudich (2000)].

To overcome this situation, a new technique has been proposed [Fukuyama et al. (2003b); Mikumo et al. (2003)] in which temporal variation of stress is not required. In this method, stress is assumed to drop at frictional stress level \( (\sigma_f) \) at peak slip velocity time [Mikumo et al., 2003] as shown in Fig. 6. This assumption is correct as long as the rupture propagates smoothly without strong barriers and asperities [Fukuyama et al. (2003b)].
As long as the slip velocity function is obtained accurately enough we will be able to determine the range of the slip-weakening parameters. Even using the above technique, we cannot completely avoid the band-limited effect of the observation [Spudich and Guatteri (2004)]. Thus our discussion is still restricted to the order of these parameters and they are considered to be an upper bound of the real values.

5. Numerical Simulation

Many numerical techniques for simulating earthquake dynamic rupture have already been proposed. Since the end of 1970s, the boundary element method [Das and Aki (1977)], the finite difference method [Andrews (1976); Madariaga (1976); Mikumo and Miyatake (1978); Day (1982)] and the finite element method [Archuleta and Frazier (1978)] started to be developed. Recently, the boundary integral equation method [Andrews (1985); Koller et al. (1992); Cochard and Madariaga (1994); Fukuyama and Madariaga (1998); Aochi et al. (2000a)] was developed, which is a sophisticated version of the boundary element method.
In the finite difference method, since grids are located on evenly spaced points along the Cartesian coordinates, the fault model is constrained by this geometry [Harris et al. (1991); Mikumo and Miyatake (1993); Olsen et al. (1997); Kase and Kuge (1999)]. However, by introducing an inhomogeneous grid spacing and/or projection theory, the computation now becomes possible for a non-planar fault system [Inoue and Miyatake (1998); Cruz-Atienza and Virieux (2004)]. The finite element method is a very flexible technique to model a non-planar fault system. But the problem lies in the computational efficiency for temporal evolutions of the system. The equations to be solved at each time step are very complicated and solutions can only be found by solving the equations in a implicit way so that computations of dynamic rupture process become very heavy. But recent development of computer resources enables us to make it work [Oglesby et al. (1998, 2000)]. The distinct element method is also available [Mora and Place (1998); Dalguer et al. (2001)]. This method is more flexible than the finite elements in handling the fault geometry.

The above three methods are considered to be domain methods in which computations are done in a volume including the earthquake faults. However, boundary integral equation method is a boundary method so that we do not have to handle the volume but only consider the boundaries (fault surfaces). Thus the boundary integral equation method has a merit of applying boundary conditions (e.g. constitutive relation) more explicitly, which makes the computation more accurate [Fukuyama and Madariaga (1998); Aochi et al. (2000a)].

In the following section, we will show some examples of dynamic rupture propagation using the boundary integral equation method whose complete formulation of boundary integrals for non-planar fault in an unbounded elastic medium has already been derived [Tada et al. (2000); Tada (2005, 2006)].

### 6. Dynamic Rupture of Earthquake

Two results of simulations will be shown as examples of dynamic rupture simulation: The 2000 western Tottori, Japan ($M_w 6.6$) and the 1992 Landers, California ($M_w 7.3$) earthquakes. The western Tottori earthquake is a recent earthquake occurring inside a densely distributed seismographic network [Fukuyama et al. (2003a)]. There are several fault models for this earthquakes [Iwata and Sekiguchi (2001); Mikumo et al. (2003); Semmane et al. (2005)]. The Landers is a famous earthquake which occurred near the
San Andreas fault system in southern California for which many earthquake source analyses have been conducted [Cohee and Beroza (1994); Wald and Heaton (1994); Cotton and Campillo (1995); Olsen et al. (1997); Aochi and Fukuyama (2002)].

For the western Tottori earthquake, we have a very precise image of the aftershock distribution [Fukuyama et al. (2003a)] using the double difference method [Waldhauser and Ellsworth (2000)]. Based on this distribution, a fault model for the simulation was constructed, which consists of 4 fault planes [Fukuyama et al. (2003a)] (Fig. 2). Although, unfortunately, no in-situ stress measurements were conducted near the source region because of an unclear fault location on the surface, a stress tensor inversion of aftershock moment tensors was conducted [Fukuyama et al. (2003a); Kubo and Fukuyama (2004)] to obtain a relative stress field. By combining the relative stress information with the assumed absolute stress values, taking into account the lithostatic stress at seismogenic depth, a stress model for the simulation was constructed. The slip weakening distance for this earthquake has been estimated from the source time functions estimated by waveform inversions [Mikumo et al. (2003)].

Numerical simulations were conducted based on the above information of fault geometry, stress field and constitutive relation. The computational results are shown in Fig. 7. In this plot, three simulation results with
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different maximum principal stress directions are shown. Other conditions such as slip weakening distances and magnitudes of principal stresses were kept the same. One can see that the rupture propagation is controlled by the stress field around the fault. This is convincing because the stress field applied to the fault controls the initial shear and normal stress on the fault. Shear stress corresponds to the coseismic slip ($D_{\text{max}}$ in Fig. 5) allowed and normal stress applied to the fault controls the breakdown stress drop ($\Delta \tau_b$ in Fig. 5), which is also dependent on the fault geometry. Thus the fault geometry plays a very important role for the propagation of dynamic rupture on the fault.

In the simulation, although we did not assume any spatial heterogeneities on the fault, one can observe a non-uniform rupture along the fault, especially, whether the rupture extends to the northern small segment (#4 in Fig. 2), which is shifted from the main fault, depends on the stress field around the fault. Since all 4 fault segments were ruptured in the kinematic source model, the principal maximum stress direction of N105°E is the most probable, which is also consistent with the result of stress tensor inversion [Fukuyama et al. (2003a); Kubo and Fukuyama (2004)] (N107°E). The above simulations indicate that once the frictional property of the fault, stress field around the fault and the geometry of the fault are all obtained, we are able to estimate a scenario for earthquake rupture [Fukuyama (2003a, b)].

For the Landers earthquake, surface faults are very accurately traced [Hart et al. (1993)] (Fig. 1). The coseismic slip distribution was well estimated using near-field and teleseismic waveforms as well as using GPS data [Wald and Heaton (1994)]. Thus the fault model is constructed based on the surface fault traces. Since there is no information on the friction law, typical relations obtained in the laboratory were applied. For the stress field, principal stress directions were searched by trial and error.

Figure 8 shows the result of simulation of the Landers earthquake [Aochi (1999); Aochi and Fukuyama (2002)]. A uniform stress field cannot make the rupture propagate along several fault segments as obtained by the kinematic waveform inversion. In order to propagate through the Kickapoo fault (Fig. 1), the stress field should be different in the northern and southern regions. In this computation the most optimum solution was that with the stress rotated clockwise [Aochi and Fukuyama (2002)]. This is consistent with the fact that the northern and southern part of the faults belong to the different geological block, in which the stress field might be different [Unruh et al. (1994)].
In both cases, a complete set of initial and boundary conditions could not be used to compute dynamic rupture propagation. Some of the parameters had to be assumed. However, this kind of situation is very common and how to assume the missing information will be important if this is applied to the prediction of future earthquake dynamic rupture.

7. Concluding Remarks

Through the numerical experiments of dynamic rupture simulation of earthquakes, we can see that the fault geometry plays an important role in the propagation of earthquake rupture. Of course, the stress field applied to the fault system and the frictional constitutive relation of the fault surface control the rupture propagation, but these are simultaneously affected by fault geometry.
The stress field around the fault system may not always be uniform, mainly due to contamination by creep on adjacent fault segments. Understandings of both the remotely applied tectonic stress and the local stress disturbance due to the deformation of the fault system become important. In addition, spatio-temporal variation of the constitutive parameters are not still understood well. The slip-weakening distance ($D_c$) can only be measured after the slip exceeds $D_c$. Thus in order to estimate the $D_c$ values \textit{a priori}, we need a physical model based on laboratory experiments including scaling properties with respect to the total slip [e.g. Ohnaka (2003)].

What we primarily need, and is feasible to obtain, is an accurate geometry of the fault system at various scales. Since the width of fault slip zone during an earthquake is known to within 1 cm [e.g. Swanson (1988); Sibson (2003); Di Toro (2004)], we need to know the microscopic fault geometry at a macroscopic scale to understand the essential feature of heterogeneous rupture.

Once the fault geometry, the applied stress field and the constitutive relation on the fault are obtained, we are ready to simulate dynamic rupture of the earthquake, which will help construct the scenario for future earthquakes. However, this is an ideal situation, and we need to make an effort to have physically reasonable assumptions when some of the parameters are unavailable.
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Time scales and rates of change are fundamental to an understanding of natural processes in the Earth sciences. Short-lived U-series isotope studies are revolutionising this field by providing time information in the range $10^2$–$10^4$ years. Here I review how their application has been used to constrain the time scales of magma formation, ascent and storage beneath island arc volcanoes. Different elements are distilled-off the subducting plate at different times and in different places. Contributions from subducted sediments to island arc lava sources appear to occur some 350 kyr to 4 Myr prior to eruption. Fluid release from the subducting oceanic crust into the mantle wedge may be multi-stage and occurs over a period ranging from a few 100 kyr, to $< 1$ kyr, prior to eruption. This implies that dehydration commences prior to the initiation of partial melting within the mantle wedge consistent with recent evidence that the onset of melting is controlled by an isotherm and thus the thermal structure within the wedge. Furthermore, time scales of only a few kyr require a rapid fluid transfer mechanism, such as hydrofracture. U-Pa disequilibria reflect the partial melting process, rather than fluid addition, and indicate that the matrix is moving through the melt region. The preservation of large $^{226}$Ra disequilibria permit only a few kyr between fluid addition and eruption. This requires rapid melt segregation, magma ascent by channelled flow at 100–1000’s m/yr and minimal residence time within the lithosphere. The evolution from basalt to basaltic-andesite probably occurs rapidly during ascent. Some magmas subsequently stall in more shallow crustal level magma chambers where they evolve to more differentiated compositions on time scales of a few 1000 yrs or less. Degassing typically occurs for a few decades
prior to eruption but may not drive major compositional evolution of the magmas.

1. Introduction

What are the physical processes by which the Earth's crust and atmosphere are made and recycled back into the mantle? The planet we live upon has evolved through repetition of geochemical cycles powered by its internal heat engine. Partial melting and melt migration are the principle mechanisms for transfer of solid and gaseous material to the Earth's surface and atmosphere. Conversely, erosion and subduction return continental crust to the mantle during which rock-atmosphere equilibration influences climate change. For several decades Earth scientists have used a variety of long-lived isotopic and fossil chronometers to unravel the long-term evolution of the planet but a fuller understanding of the physical and chemical processes driving this evolution have remained elusive because these occur on time scales (10's–1000's years) which are simply not resolvable by conventional chronometers. Such information has only become available to Earth scientists relatively recently as analytical advances have enabled the measurement of the short-lived, U-series isotopes.

Island arcs are curved chains of volcanoes that occur where one of the Earth's oceanic plates is being subducted beneath another plate (Fig. 1). They form one of the key geochemical cycles, being sites where melting and transfer of new material to the Earth crust occurs and also where

![Fig. 1 Schematic cross-section of an island arc. Arrows indicate plate motion and the induced convection in the mantle wedge. Vertical arrow indicates magma ascent.](image-url)
crustal materials are recycled back into the mantle. Here I review how U-series isotope studies are being used to constrain the time scales of magma formation, ascent and storage beneath island arc volcanoes [see Turner et al. (2003) for a more technical discussion]. Magmatism in this tectonic setting constitutes ~15% (0.4–0.6 km³/yr) of the total global output [Crisp (1984)] and the composition of the erupted magmas is, on average, similar to that of the continental crust [Taylor & McLennan (1981)]. In addition, many island arc volcanoes have been responsible for the most hazardous, historic volcanic eruptions (e.g. Mt Pelee, Tambora, Krakatau, Mt St. Helens).

2. U-Series Isotope Systematics

The decay series from ²³⁸U and ²³⁵U (Fig. 2) contains radioactive isotopes of many elements, and their varied geochemical properties cause them to be fractionated in distinctive ways in different geological environments. Provided that the decay chain remains unbroken, the parent and daughter nuclides will be in secular radioactive equilibrium. However, if the decay chain is broken by chemical fractionation, the system will be in isotope disequilibrium until equilibrium is restored by radioactive decay at a rate

![U-series decay chain](image-url)

Fig. 2 The U-series decay chain showing the U-series nuclides of interest and their half-lives ²³⁰Th (75 kyr), ²³¹Pa (32 kyr) and ²²⁶Ra (1.6 kyr).
determined by the half-life of the daughter isotope involved. The isotopic ratios are usually reported as activity ratios (indicated by parentheses) and disequilibria (i.e. activity ratios \( \neq 1 \)) are often referred to as excesses of the enriched nuclide, for example a \( \left( \frac{^{230}\text{Th}}{^{238}\text{U}} \right) \) ratio greater than 1 is often referred to as a \( ^{230}\text{Th} \)-excess. Of specific interest to the discussion here are \( ^{230}\text{Th} \), \( ^{231}\text{Pa} \), \( ^{226}\text{Ra} \) and \( ^{210}\text{Pb} \) which have half-lives of 75,000, 32,000, 1,600 and 22.5 years respectively (Fig. 1). A key aspect to the utility of U-series isotopes in the study of island arc lavas is that whereas Th and Pa behave as relatively immobile high field strength elements (HFSE), Ra and (under oxidising conditions) U behave like large ion lithophile elements (LILE) and form soluble complexes which are highly mobile in aqueous fluids (i.e. water containing dissolved solutes) [Brenan et al. (1995); Keppler (1996)].

### 3. Subducted Components and the Time Scales of their Transfer

The principle components of an island arc and the possible locations of various elemental fluxes in this tectonic environment are illustrated in Fig. 1. A distinctive geochemical signature of island arc lavas (Fig. 3) is the enrichment in LILE relative to HFSE inferred to reflect addition of fluids from the subducting plate [e.g. Gill (1981); Hawkesworth et al. (1997)]. Both the subducted altered oceanic crust and sediments are potential sources of this subduction component. Importantly, the highest LIL/HFSE ratios (e.g. Ba/Th) are found in those rocks with the lowest \( \frac{^{87}\text{Sr}}{^{86}\text{Sr}} \) and \( \frac{^{206}\text{Pb}}{^{204}\text{Pb}} \) ratios and from this it has been inferred that the fluid end-member was derived from the subducting altered oceanic crust rather than the overlying sediments [Miller et al. (1994); Turner et al. (1996); Turner & Hawkesworth (1997)]. Additionally, the presence of \( ^{10}\text{Be} \) and negative Ce anomalies in some island arc lavas can be taken as unambiguous evidence for a contribution from subducted sediments [e.g. Hole et al. (1984); Morris et al. (1990); George et al. (2003)]. Thus, most recent studies have argued for a three component model (Fig. 3) in which separate contributions from the mantle wedge, the slab fluid and the sediment have been identified [e.g. Kay (1980); Miller et al. (1994); Turner et al. (1996, 1997); Elliott et al. (1997); Hawkesworth et al. (1997)].

#### 3.1. Transfer of the sediment component

Several studies have found evidence that the sediment component is characterised by fractionated U/Th, Nd/Ta and Th/Ce ratios and so it has been suggested that the sediment component is transferred as a partial
melt formed in the presence of a residual phase (mineral remaining in the source region after formation and extraction of a melt) which retains HFSE [Fig. 3; Elliott et al. (1997); Turner & Hawkesworth (1997); Johnson and Plank (1999)]. Because the sediment component requires a fractionated U/Th ratio yet appears to be in U-Th isotope equilibrium, Elliott et al. [1997] have argued for the Marianas arc that transfer of this component from the subducting plate must have occurred at least 350 kyr ago. In north Tonga, Turner & Hawkesworth [1997] used identification of the Louisville volcanioclastic sediment signature to estimate a sediment component transfer time of 2–4 Myr, whereas 0.5–1 Myr was inferred from $^{10}$Be data in the Aleutian arc [George et al. (2003)].

### 3.2. Transfer of the fluid component

Fluids produced by dehydration reactions in the subducting, altered oceanic crust selectively add U (along with other fluid mobile elements) to the mantle wedge. So long as this is the principle cause of U/Th, fractionation (but
see below), U-Th isotopes can be used to estimate the time elapsed since fluid release into the mantle wedge. The high U/Th ratios observed in the vast majority of arc lavas are generally accepted to reflect high U/Th ratios in the mantle source due to U addition by fluids from the subducting plate. In practice, information on the timing of fluid release can either be obtained from along-arc suites of lavas which form inclined arrays on U-Th equiline diagrams, or if the initial ($^{230}$Th/$^{232}$Th) ratio is constrained (Fig. 4a). For example, Elliott et al. [1997] showed that lavas from the Marianas form an U-Th isotopes array which suggests that fluid was released from the subducting plate into the mantle wedge peridotite $\sim$ 30 kyr ago. Similarly, Turner & Hawkesworth [1997] showed that lavas from the Tonga-Kermadec arc scatter about a 50 kyr array (Fig. 4b). In total about 15 arcs have now been studied for U-Th disequilibria indicating that the time since U addition by fluids from the subducting oceanic crust appears to vary from 10 to 200 kyr prior to eruption. Excepting the Marianas, most of these arrays show variable degrees of scatter and any chronological interpretation should be viewed as the time-integrated effect of U addition rather than to imply that U addition occurred at a discrete and identical time along the length of an arc. An underlying assumption in these interpretations is that U addition by fluids is the only cause of U/Th, fractionation and if the same were true of U/Pa ratios then U addition should similarly produce U-Pa arrays which record a similar time to the U-Th arrays (Fig. 4c). So far the only island arc where this appears to be true is Tonga [Bourdon et al. (1999)] because, in general, U/Pa are fractionated by an additional process such as partial melting [Pickett and Murrell (1997); Bourdon et al. (1999)]. This is an important result because it supports the interpretation that the U-Th arrays have time significance but also places constraints on the melting process as discussed in further detail below.

$^{226}$Ra has a much shorter half life (1600 yr) than its parent $^{230}$Th (75 kyr) and so provides the opportunity to look at very recent fractionations of Ra/Th. A recent global survey [Turner et al. (2001)] has shown that most arc lavas preserve large $^{226}$Ra-excesses and that these are generally well correlated with Ba/Th which is usually taken as a good index of fluid addition (Fig. 5). Like U/Th, Ba/Th is unlikely to be fractionated during crystal fractionation and crustal materials have low Ba/Th relative to most arc lavas. Moreover, the highest Ba/Th ratios occur in those arc rocks with the lowest SiO$_2$ and $^{87}$Sr/$^{86}$Sr and so the observed $^{226}$Ra-excesses are inferred to be a mantle signature resulting from fluid addition to the mantle wedge. At face value, the $^{226}$Ra evidence for fluid addition
Fig. 4  (a) Schematic equiline diagram illustrating U-Th isotope systematics. Fluid addition, as shown by the horizontal arrow, moves data to the right after which isotope decay ($^{230}$Th-ingrowth) over time rotates the initially horizontal array towards the equiline. The slope of the array gives the time since fluid addition. (b) An example from the Tonga-Kermadec island arc from Turner & Hawkesworth (1997). (c) U-Pa isotopes normalised to Nb showing that lavas from Tonga record similar U addition times in both the U-Th and U-Pa systems [Modified from Bourdon et al. (1999)].
Fig. 5 The values of Ba/Th versus ($^{226}$Ra/$^{230}$Th) for the global arc data [Turner et al. (2001)]. The Ba/Th ratio is sensitive to fluid additions (cf. Fig. 3). The positive slopes shown here suggest that the ($^{226}$Ra/$^{230}$Th) ratios greater than 1 result from Ra addition by fluids from the subducting plate.

in the last few 1000 years appears inconsistent with the interpretation that U/Th disequilibria resulted from fluid addition 10–200 kyr ago. However, unlike U, $^{226}$Ra lost to the mantle wedge during initial dehydration continues to be replenished in the subducting altered oceanic crust by decay from residual $^{230}$Th (Fig. 6) on timescales of 10’s kyr until all of the residual $^{230}$Th has decayed away (350 kyr later). Thus, if dehydration reactions and fluid addition occur step-wise or as a continuum [Schmidt & Poli (1998)], the $^{226}$Ra-excesses will reflect the last increments of fluid addition whereas U-Th (and U-Pa in the case of Tonga) isotopes record the time elapsed since the onset of fluid addition [Turner et al. (2000)].

4. The Mechanisms of Fluid Addition, Partial Melting and Magma Ascent

Island arc magmatism is widely regarded to reflect partial melting following lowering of the peridotite solidus in the mantle wedge through addition of fluids released by dehydration reactions in the subducted altered oceanic
Fig. 6 Illustration of the depth distribution of progressive distillation of fluid mobile elements from the subducting slab. Labelled arrows indicate the locations of U addition, Ra addition, and the point after which no further $^{226}$Ra remains in the slab [after Turner et al. (2000)].

crust [e.g. Tatsumi et al. (1986); Davies & Bickle (1991)] and U-series isotope constraints can be used to provide independent information on the mechanisms of fluid addition, partial melting and melt ascent in the mantle wedge above island arcs.

4.1. Fluid addition

Early work suggested that fluid transfer occurs horizontally across the wedge by a series of hydration-dehydration reactions [Davies & Stevenson (1992)]. In this model, fluid is added to the mantle where it forms amphibole which is dragged down by convective flow until it reaches an isotherm where it dehydrates releasing fluids which percolate upwards to a cooler zone where they again form amphibole and so the process repeats. Because of the inclined nature of convection in the mantle wedge (see Fig. 1) this results in horizontal translation in a zig-zag fashion across the wedge. However, this horizontal flow across the wedge can only occur at a rate controlled by the rate and angle of descent of the subducting plate which would predict fluid transfer time scales of several Myr [Turner & Hawkesworth (1997)]. Such a model could only be reconciled if the observed U- and Ra-excesses were generated by a final amphibole dehydration reaction in the mantle.
wedge prior to melting [Regelous et al. (1997)], however Ba is more compatible than Th in amphibole [La Tourette et al. (1995)] and so fluids produced in the presence of residual amphibole would be predicted to have low Ba/Th and \( \frac{^{226}\text{Ra}}{^{230}\text{Th}} \) < 1 (assuming that Ra behaves similarly to Ba). Instead, those lavas with the strongest fluid signature (e.g. largest \( \frac{^{238}\text{U}}{^{230}\text{Th}} \) ratios) also have the highest Ba/Th ratios and the largest Ra-excesses (Fig. 4), and that implies that amphibole is not a residual phase but is consumed during partial melting. By implication, the major U/Th and Th/Ra fractionation is inferred to occur during fluid release from the subducting plate where redox conditions are the most strongly oxidising [Parkinson & Arculus (1999)]. Thus, the combined U-Th-Ra isotope data are in fact inconsistent with fluid transfer by a series of hydration-dehydration reactions and would seem to require that fluid transfer occurs via a much more rapid mechanism such as hydraulic fracturing [Davies (1999)].

4.2. The thermal structure in the wedge

The observation that island arc volcanoes occur at a relatively constant depth (\( \sim 110 \) km) above the Benioff zone earthquakes which locate the top of the subducting plate has long been thought to indicate that partial melting occurs at the point of an isobaric dehydration reaction in the plate [Gill (1981); Tatsumi et al. (1986)]. However, recent analysis suggests that the depth to Benioff varies from sector to sector within island arcs depending on the thermal structure of the subducting plate [England et al. (2004)]. The implication from the different time scales obtained from the U-Th and Ra-Th data is that dehydration occurs in several stages and thus commences prior to the initiation of partial melting within the mantle wedge. This is consistent with the recent geophysical analysis which suggests that the onset of melting is controlled by an isotherm and thus is controlled by the thermal structure within the wedge [England et al. (2004)].

In contrast to the rapid fluid transfer time scales, contributions from subducted sediments appear to have longer transfer times and accordingly they are assumed not to be directly responsible for triggering partial melting and volcanism. Nevertheless, thermal models for the mantle wedge and the subducting plate are very sensitive to whether this sediment component is transferred by partial melts or by tectonic delamination (mechanical mixing). As outlined above, at present there appears to be growing evidence that the sediment component is transferred as a partial melt perhaps
millions of years prior to magma eruption. In the simplest model, such long transfer times require the transfer of sediment into the mantle wedge at shallow levels and decoupling of convection in the wedge from the subducting plate in order to slow the rate of transfer of the sediment component to the site of partial melting [Turner & Hawkesworth (1997)]. In this regard it may be significant that there is increasing evidence that flow within the mantle wedge may often be oriented along the arc parallel to the trench rather than being directly coupled to the subducting plate [Turner & Hawkesworth (1998); Smith et al. (2001)]. Partial melting of sediments at relatively shallow levels requires temperatures of ≥ 800°C [Nichols et al. (1994); Johnson & Plank (1999); George et al. (2005)] and thus a thermal structure in the mantle wedge several hundred degrees hotter than that predicted by most current numerical thermal models [e.g. Davies & Stevenson (1992)]. However, higher wedge temperatures may help to reconcile the high eruption and equilibration temperatures inferred for some arc lavas [e.g. Sisson & Bronto (1998); Elkins Tanton et al. (2001)] and, in conjunction with the addition of volatiles, help to facilitate gravitational instabilities that lead to localised areas of upwelling (see below).

4.3. A dynamic melt region

As discussed above, addition of U by fluids will produce excesses of $^{235}\text{U}$ over $^{231}\text{Pa}$, therefore an important observation is that the great majority of island arc lavas are characterised by the reverse sense of fractionation, or excesses of $^{231}\text{Pa}$ over $^{235}\text{U}$ [Pickett & Murrell (1997); Bourdon et al. (1999); Thomas et al. (2002); Dosseto et al. (2003)]. Bourdon et al. [1999] showed that only lavas from the Tonga-Kermadec arc preserve both $^{231}\text{Pa}$ excesses and deficits (Fig. 7). Their interpretation was that, in Tonga, fluid addition resulted in $(^{231}\text{Pa}/^{235}\text{U}) < 1$ and this is preserved because partial melting, in the absence of significant amounts of residual clinopyroxene, caused little subsequent fractionation of Pa/U. However, those from Kermadec, like most other arc lavas, have $(^{231}\text{Pa}/^{235}\text{U}) > 1$ and this is inferred to reflect the effects of the partial melting process [Pickett & Murrell (1997); Bourdon et al. (1999)]. This means that it is possible to distinguish elemental fractionation due to fluid addition from those of partial melting in the Tonga-Kermadec arc and $(^{231}\text{Pa}/^{235}\text{U}) > 1$ can be accounted for by $^{231}\text{Pa}$-ingrowth during a dynamic melting process [e.g. McKenzie (1985)]. However that requires that there is relative movement between the melt and
partial melting (with variable % residual clinopyroxene)

$\frac{231}{235} \text{Pa}/\frac{230}{238} \text{U}$

$\frac{230}{238} \text{Th} > 1$ suggesting that there was a subsequent increase in $\frac{231}{235} \text{Pa}/\frac{235}{235} \text{U}$ due to the partial melting process.

the peridotite matrix. Thus, there is good evidence that the matrix undergoing melting within the mantle wedge beneath island arcs is not static but migrating through the melting zone at a few cm per year.

4.4. Melt segregation and ascent rates

Theoretical calculations based on compression of a porous matrix suggest that the segregation time scales for basaltic magmas are likely to be 1000’s years or less [McKenzie (1985)]. One of the seemingly inescapable conclusions from the U-series disequilibrium data is that significantly less than a few half lives (i.e. 1600–3200 yrs) can have elapsed since the generation of the $^{226}\text{Ra}$-excesses observed in the island arc lavas plotted on Fig. 5. Porous melt flow is likely to be unstable with this instability being resolved by a transition from porous to channelled magma flow [Aharonov et al. (1995)] and this may be swift if melting rates are high and the threshold porosity is quickly exceeded. The island arc Ra-Th disequilibria data indicates that the segregation of the melt from its matrix and channelled ascent does indeed occur on a very rapid time scale of a few kyr or less. If partial melting occurs at $\sim$100 km depth beneath island arc volcanoes and the ascent time required to preserve the $^{226}\text{Ra}$-excesses is 100–1000 years, then the
required magma ascent rates are of the order of 100’s to 1000’s metres per year [Turner et al. (2001)]. These ascent rates rule out models of significant melt migration by porous flow or in diapers in this setting [Hall & Kincaid (2001)] and are so much faster than plate motions (cm/yr) that melt is unlikely to be deflected by convection within the mantle wedge. The corollary of near vertical melt ascent is that the principle site of melt production is likely to be defined by the surface distribution of volcanoes. Note that the $^{226}\text{Ra-}^{230}\text{Th}$ disequilibria do not preclude a partial melting origin for the $^{231}\text{Pa}$-excesses but they do require that the residence time of Ra in the melting column was short enough ($< 8000$ years), and thus that the melt velocity was fast enough, to prevent $^{226}\text{Ra}$ from decaying back into secular equilibrium with $^{230}\text{Th}$. These rising magmas initially traverse the inverted geothermal gradient in the lower half of the mantle wedge followed by the “right way up” geotherm prior to encountering the base of the lithospheric mantle and the density change at the Moho where they might be expected to slow or to occasionally stall and pond.

5. Magma Residence and Evolution Within the Crust

In principle, U-series isotope data can also be used to assess the residence times of lavas in shallow magma chambers beneath active volcanoes, either from variations in lavas shown to be derived from a common parental magma [e.g. George et al. (2004)] or from mineral isochrons whose ages exceed eruption ages [e.g. Volpe & Hammond (1991); Heath et al. (1998)]. Perhaps the simplest way forward is to look for systematic variations in the disequilibria observed in whole rocks (see below), so long as the half-life is appropriate to the magma residence times being investigated. One of the more robust observations is that the crustal residence time for magmas containing significant $^{226}\text{Ra}$-excesses cannot have been greater than 8000 yrs, so long as those $^{226}\text{Ra}$-excesses were produced in the mantle wedge (see Sec. 3 above). For example, in the Tonga-Kermadec and Aleutian arcs, Turner et al. [2000] and George et al. [2004] have found that Ra-Th disequilibria decrease with increasing $\text{SiO}_2$ suggesting that the time scale of differentiation was on the order of a few 1000 years. An encouraging point is that these time scales are similar to those obtained in recent numerical thermal modelling based around constraints on energy loss available from the thermal output at volcanoes [Hawkesworth et al. (2000)]. The main results are summarised in Fig. 9 which shows that 10 km$^3$ of basaltic magma losing heat at 100 MW will undergo 20% crystallisation to reach a basaltic
Fig. 8 Plot of $^{226}\text{Ra}/^{230}\text{Th}$ versus SiO$_2$ showing that $^{226}\text{Ra}/^{230}\text{Th}$ decreases with increasing SiO$_2$ which places constraints on the time scale of differentiation (time elapsed indicated in years along the light grey Tonga-Kermadec array). A model, instantaneous gabbroic fractionation vector shows that Ra/Th remains essentially constant during fractionation from basalt to dacite. Thus, if the observed decrease in $^{226}\text{Ra}/^{230}\text{Th}$ is due to the time taken for differentiation, then this must have taken less than the time for $^{226}\text{Ra}$-$^{230}\text{Th}$ to return to equilibrium (8000 years).

andesitic composition in about 1000 years, 60% crystallisation to reach a dacitic composition in about 3000 years and closer to 5000–8000 years to reach a rhyolitic composition. These estimates can be directly compared with those derived from the Ra-Th disequilibria data on Fig. 8.

Studies of mineral ages have met with many complications [see Hawkesworth et al. (2004) for a recent review]. Detailed studies of mineral separates have revealed evidence that phenocryst populations may often have mixed ages and/or consist of old cores with young rims such that the U-Th and Ra-Th systems give differing ages [Cooper et al. (2003); Turner et al. (2003)]. Thus, there is growing evidence that phenocrysts within these lavas could be older than the estimated ages for the liquids and may reflect incorporation of older cumulate or wall rock materials into young magma batches [e.g. Pyle et al. (1988); Sparks et al. 1990; Heath et al. (1998)]. The corollary is that the observed phenocrysts were not the ones responsible for differentiation of their enclosing liquid and Sr isotope profiles in plagioclase phenocrysts provide independent evidence for complex crystal histories [Davidson & Tepley (1997)].
These differentiation time scales imply that there is no direct link between magma residence time and eruptive periodicity, since most island volcano eruptions re-occur on the order of 10’s to 100’s years. Rather, eruptive periodicity may be linked to degassing (Jaupart 1996) and, for example, Tait et al. [1989] developed a model which predicted eruptive periodicity on the scale of years to 10–100’s years due to crystallisation induced increases in volatile over-pressure. Recently, Gauthier & Condomines [1999] have exploited the fact that $^{210}$Pb has a gaseous parent, $^{222}$Rn (see Fig. 2), to constrain the time scales of magma degassing and recharge at Stromboli and Merapi volcanoes. Applying their approach to a global survey of $^{210}$Pb systematics in arc lavas, Turner et al. [2004] estimated that most island arc magmas undergo degassing for several decades prior to eruption. Moreover, in at least one example, from Sangeang Api volcano in the Sunda arc, there is evidence that this degassing occurred much more recently than the bulk compositional differentiation of the magmas. Therefore, the crystals formed by degassing did not separate from their liquid and cause bulk compositional changes. Finally, Berlo et al. [2004] found that the $^{210}$Pb systematics of lavas from Mount St. Helens varied with eruption style and through time following the cataclysmic May 1980 eruption. Importantly, these studies have both recognised that $^{210}$Pb-exceses may indicate the presence of fresh degassing magma at depth. Since the build up of gas pressure and the injection of hot mafic inputs into existing magma...
6. Conclusions

The use of U-series disequilibria in unravelling the physical processes of fluid transfer, partial melting, melt migration and modification at convergent margins is still a new and rapidly expanding field of research. The presently available constraints on the time scales of magma formation, storage, ascent
and degassing at island arcs are illustrated on Fig. 10. Advances in analytical techniques are allowing for more rapid and precise analysis and new data sets, particularly on fully characterised and well dated lavas, can only improve our understanding of convergent margin processes. However, these data will need to be combined with numerical models if their full significance is to be realised.
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Rifted continental margins are the product of stretching, thinning and, ultimately, breakup of a continental plate into smaller fragments. The rocks lying beneath them store a record of this rifting process. Earth scientists can read this record by direct sampling and with remote geophysical techniques. These experimental studies have been complemented by theoretical analyses of continental extension and associated melting of the mantle. Some rifted margins show evidence for extensive volcanic activity and uplift during rifting; at these margins, the record of the final stages of rifting is obscured by erosion and by the thick volcanic cover. Other margins have been underwater throughout their formation and have had rather little volcanic activity; here the ongoing deposition of sediment provides a clearer record. During the last decade, vast areas of exhumed mantle rocks have been discovered at such margins between continental and oceanic crust. This observation conflicts with well-established ideas that the mantle melts to produce new crust when brought close to the Earth’s surface. In contrast to the steeply dipping faults commonly seen in zones of extension within continental interiors, faults with very shallow dips play a key role in the deformation immediately preceding continental breakup. Future progress in the study of continental breakup will depend on studies of pairs of margins that were once joined, and on the development of computer models which can handle rigorously the complex transition from distributed continental deformation to seafloor spreading focussed at a mid-ocean ridge.

1. Introduction

The Earth loses heat from its deep interior largely by slow convective motion of the mantle. The surface expression of this motion is the horizontal
movement of relatively rigid plates known as the ‘lithosphere’. New lithosphere is formed at mid-ocean ridges, and eventually is destroyed by sinking deep into the Earth at subduction zones. The global configuration of plate boundaries is stable on human time-scales, but on time-scales of millions of years, plates can break apart.

Evidence for the continuity of geological structures between widely separated continents provided evidence for so-called ‘continental drift’ long before the development of the modern theory of plate tectonics. Geophysical exploration and ocean drilling around the submerged edges of continents, known as ‘continental margins’, led to the concept that continents stretch and thin before finally breaking apart [Le Pichon and Sibuet (1981)]. Rifted continental margins are the product of this stretching and thinning, and the rocks lying beneath them store a record of the rifting process. Earth scientists have learned to read this record by drilling into the rocks at carefully selected locations, by sampling the seabed in areas where crustal rocks are not covered by thick sediments, and by probing the deeper structure with a variety of geophysical techniques. Alongside these experimental studies, theoretical analyses have related the style of deformation of the continental crust to the properties of the rocks within and beneath it. Such approaches have also related the subsequent formation of new oceanic crust following break-up of the continent to seafloor spreading involving the upwelling and melting of the underlying mantle.

The study of rifted margins is becoming of more than academic importance as they become frontier exploration provinces for the hydrocarbon industry [White et al. (2003)] and as nations stake their claims to marine territory with legal arguments based partly on geological criteria. Hydrocarbons are formed by burial and heating, over long periods, of organic matter deposited with sediments. Hydrocarbon companies are therefore interested in the burial and thermal history of these sediments, which determine the likely volume and composition of such hydrocarbons. Under the United Nations Convention on the Law of the Sea, nations can lay claim to parts of the ocean based on measurements of water depth, sediment thickness and even crustal type.

At rifted margins, continental crust with a typical thickness of 30–40 km is thinned by a factor of five or more before it finally ruptures. The associated lithospheric thinning results in subsidence of the surface and upwelling of the mantle. During upwelling, mantle rocks cool, but their melting point decreases more rapidly, so the rocks melt as they decompress. The oceanic crust, typically 6–7 km thick, is formed from the frozen products of such
melting. On most margins, sediment supply is too slow to keep up with the subsidence, and the thinned crust now lies beneath several kilometres of water.

Detailed information on the deep structure of margins has come from seismic experiments. These experiments use acoustic waves generated by the release of compressed air from large ‘airguns’ towed from ships and recorded with hydrophones near the sea surface or on the seabed [Lonergan and White (1999)]. Two seismic techniques are widely used at rifted margins, often simultaneously. In seismic reflection experiments, seismic signals reflected from boundaries within the Earth are measured and processed to generate an image of the structure, to depths of typically a few tens of kilometres on continental margins. In seismic refraction, or ‘wide-angle’ seismic, experiments the travel times of the signals are used to infer variations of seismic velocity within the Earth, and hence to define large-scale structure and composition down to similar depths.

Modern experiments focused on restricted targets commonly extend these techniques to three dimensions, but the large scale (commonly several hundred kilometres) of rifted margins has to date precluded a three-dimensional approach. Seismic data from some rifted margins show evidence for extensive volcanic activity and uplift at the start of rifting. At these margins, the uplift results in erosion that partly removes the geological record of the rifting process. Rift-related structures are further obscured by the thick volcanic cover, which is difficult to penetrate with seismic techniques and difficult to drill through. Other margins, termed here ‘magma poor’, show evidence of continuous subsidence and had rather little volcanic activity; at these margins these key final stages are more readily documented. This chapter focuses mainly on such margins.

2. Magmatism During Continental Break-Up

During the last two decades, rifted continental margins around the North Atlantic have been extensively studied using seismic techniques [Eldholm and Grue (1994); Louden and Chian (1999); Fig. 1]. At many margins in the northern North Atlantic, these studies have identified several-kilometre-thick wedges of concave-downward seaward-dipping reflectors beneath the sediment column and above the thinned continental crust. These reflectors were interpreted initially as sedimentary deposits from deltas, but by drilling holes through these deposits, geologists learned that the reflections were generated by lava flows, with intercalated thin sediment layers,
Fig. 1 Shaded bathymetry and topography of the North Atlantic region [Smith and Sandwell (1997)]. Labelled thick lines mark the 3000 m contour, which lies close to the base of the continental slope, at magma-poor rifted margins. The Hatton Bank volcanic margin (Fig. 2a) is also labelled.

which acquired their observed shape due to an oceanward increase in subsidence beneath the weight of successive flows. Wide-angle seismic studies of such margins also revealed up to 15–20 km thick regions at the base of the stretched crust with seismic velocities of 7.2–7.6 km s$^{-1}$. These velocities are too high for continental crust and too low for the upper mantle, and they are attributed to the presence of magnesium-rich igneous rocks. Such rocks are formed by decompression melting of the mantle during continental break-up. The origin of the voluminous igneous material at such ‘volcanic’ margins remains controversial. The large volumes suggest that either the mantle beneath these margins was hotter at the time of break-up than the mantle beneath most of the ocean basins or an unusually large volume of mantle moved up through the depth interval of melting. There are a variety of views about the relative importance of these two processes [White and McKenzie (1989); Holbrook and Kelemen (1993)]. Other margins showed very little evidence for magmatic activity until new oceanic crust was formed after the continents broke apart (Fig. 2). It was inferred that magmatism at these margins was relatively straightforward,
Break-Up of Continents and the Generation of Ocean Basins

Typically a few times every million years, the Earth’s magnetic field reverses its polarity. As new oceanic crust forms, magnetic minerals in the crust align themselves with the magnetic field, so the geologically frequent polarity reversals result in the formation of a series of ‘stripes’ of crust of alternating magnetic polarity. In the absence of more detailed information these magnetic stripes provide a straightforward means of identifying oceanic crust. A long-standing observation from many magma-poor margins in the North Atlantic is that magnetic anomaly stripes are often absent for tens or even hundreds of kilometres from the foot of the continental slope. This absence may be attributed in some places to continental break-up.

Fig. 2 Seismic velocity structures of some North Atlantic rifted margins, plotted at the same scale. In each panel, velocities are contoured at 0.5 km s\(^{-1}\) intervals up to 7.0 km s\(^{-1}\), and at 0.2 km s\(^{-1}\) between 7.0 and 8.0 km s\(^{-1}\).

(a) Volcanic margin of Hatton Bank [Fowler et al. (1999)]. Diagonal shading marks regions of seaward-dipping reflections. The thick region of velocities between 7.2 and 8.0 km s\(^{-1}\) is interpreted as magmatic rocks accreted to the base of the crust during rifting. Transition from continental to oceanic crust occurs gradually between ca. 40 and 110 km.

(b) Magma-poor Goban Spur margin [Horsefield et al. (1994)]. The dashed line marks inferred abrupt ocean-continent boundary; recent more detailed seismic work suggests that this picture is overly simplistic [Bullock and Minshull (2005)].

(c) West Iberia margin in the southern Iberia Abyssal Plain [Dean et al. (2000)]. The dashed lines mark the approximate edges of oceanic and of continental crust.

with substantial melting of the upwelling mantle only during the final stage of break-up or separation of the continental plate.
during periods when the Earth’s magnetic field underwent no stable polarity reversals or when frequent reversals of a weak magnetic field resulted in weak to undetectable anomaly lineations. However, at margins where breakup occurred during periods of regular and well-spaced polarity reversals, an alternative explanation must be sought. Over the last decade, the exploration of magma-poor margins has extended out into these weakly magnetic abyssal plain regions. It is here that the process of transition from continental stretching to oceanic sea-floor spreading is recorded. Such regions have commonly been called ‘transition zones’, but this term may be misleading, since their structure is not transitional between oceanic and continental crust, as is observed at volcanic margins, but rather is distinct from both.

Intense surveying and sampling of one such weakly magnetic region, in the southern Iberia Abyssal Plain west of Portugal (Fig. 1), has led to the unexpected discovery that rocks from the mantle were exposed at the sea floor at the time of rifting in an area tens to hundreds of kilometres across [Whitmarsh et al. (2001)]. In this zone of exhumed mantle, seismic velocities rise steeply to ca. 7 km s$^{-1}$ only 2 km beneath the basement (the top of the crystalline crust), and then increase gradually to normal mantle values of ca. 8 km s$^{-1}$ ca. 6 km beneath the basement (Fig. 2c), without the abrupt discontinuity which normally marks the base of the crust (as in Fig. 2a; b). This pattern may be explained by a progressive reduction in the degree of alteration of mantle rocks with depth as chemical reactions with sea water become more limited. Drilling in the same region has found no evidence for magmatism at the time of rifting, and has reached altered mantle rocks beneath the sediments at several locations, confirming the conclusions drawn from geophysical data. A series of margin-parallel basement highs extend northward from the southern Iberia Abyssal Plain to a point where the basement outcrops at the seabed off Galicia Bank (Fig. 1). Here, sampling by submersible and by dredging has also recovered mantle rocks, suggesting that the zone of exhumed mantle extends several hundred kilometres along the margin. A full understanding of the formation of this region awaits similar detailed study of the once adjacent Newfoundland margin. Geophysical studies of other North Atlantic margins, such as the Labrador-southwest Greenland pair (Fig. 1), have also inferred the presence of such a zone [Louden and Chian (1999)], though in the absence of direct sampling, several interpretations are possible.

Computer models of the thermal structure of mid-ocean ridges, based on the separation of relatively rigid plates above a slowly convecting layer
Fig. 3  Comparison between results from melting models and measured melt thicknesses [Minshull et al. (2001)]  (a) The line marks the predicted melt thickness as a function of rift duration for lithospheric stretching by a factor of 50 (beyond which further stretching generates negligible melt volumes) over normal-temperature mantle for a model that takes account of heat loss by conduction. The shaded box marks the estimated melt thickness in the zone of exhumed mantle in the southern Iberia Abyssal Plain (IAP) and inferred rift duration from drilling and geophysical observations. (b) The lines mark the melt thickness as a function of spreading rate from models of melt generation at mid-ocean ridges: solid line, constant mantle viscosity; dashed line, temperature-dependent viscosity; dotted line, a lithosphere that thickens more steeply away from the ridge axis at slow spreading rates than would be predicted from temperature variations. The dots mark seismic measurements of oceanic crustal thickness as a function of spreading rate, and shaded regions mark the inferred melt thickness in the zone of exhumed mantle of Fig. 2(c), and the first-formed oceanic crust of Fig. 2(c), with the arrow indicating evolution over time.

called the ‘asthenosphere’, combined with laboratory-derived knowledge of the melting behaviour of mantle rocks, have successfully matched the volume and even the composition of oceanic crust formed at a variety of spreading rates [McKenzie and Bickle (1988)]. Such models also have been applied successfully to volcanic rifted margins, but they appear to fail when applied to the west Iberia margin (Fig. 3). In the zone of exhumed mantle, magnetic measurements and drilling indicate that the uppermost 2 km of the crystalline crust does not consist of melt products; at 2–6 km depth below basement the seismic velocities are too high for magmatic rocks to form more than ca. 50% of the volume, and beyond a depth of ca. 6 km the velocity is that of unaltered mantle. Therefore, the mean thickness of rocks
formed by mantle melting at the time of rifting is unlikely to be more than ca. 2 km, compared to a predicted melt thickness of ca. 4 km (Fig. 3). The absence of voluminous magmatic rocks may be attributed to some special circumstance such as unusually low mantle temperatures at the time of rifting, but the apparent abundance of zones of exhumed mantle would then suggest that few margins form above ‘normal’ temperature mantle.

The volume of melt generated from the upwelling mantle is controlled primarily by the upwelling rate, which in turn is controlled by the plate-separation (spreading) rate. Faster upwelling leads to greater melt volumes, but these volumes are spread over a greater surface area created by plate separation, so if the upwelling is sufficiently rapid that little heat is lost, crustal thickness changes little with spreading rate. However, if upwelling is slower, significant heat is lost by conduction and the net effect is the formation of thinner crust. If the mantle viscosity depends only on temperature and the upwelling is a purely passive response to plate separation, computer models predict that crustal thickness should decrease steadily as spreading rate decreases (Fig. 3). Results from seismic experiments show that oceanic crustal thickness in fact changes little with spreading rate, except at very slow rates (less than ca. 20 mm yr\(^{-1}\)). These observations can be explained if at slow spreading rates the upwelling region is narrower and the upwelling rate therefore faster than that predicted by the models. Such a narrowing of the upwelling region may result from viscosity changes resulting from the actual melting process [Hirth and Kohlstedt (1996)]. Perhaps the lack of early magmatism suppresses this feedback between melting and upwelling at magma-poor margins.

3. Deformation During Continental Break-Up

At the very slow rates of geological processes, rocks are brittle if they are cold, but they can flow if they are warm in the same way that glass flows to the bottom of ancient window panes. Despite the development of sophisticated computer and analogue models [Hopper and Buck (1996); Brun and Beslier (1996)], the consequences of such flow for large-scale extension have remained controversial. Computer models have to make many idealizing assumptions, and analogue models, which can elegantly illustrate the consequences of particular flow laws, are limited by an inability to reproduce temperature-dependent changes in the flow behaviour during extension. A further complication is that the composition and, in particular, the water content of the lower crust and upper mantle beneath the continents are
Fig. 4  Strength profiles for the continental lithosphere at different stages of extension [Perez-Gussinye and Reston (2001)]. Profiles assume that the crust is initially 32 km thick, the temperature at the base of the crust is 515° C, the upper crust deforms like wet quartz, and the mantle deforms like dry olivine. Solid and dashed profiles indicate a range of possible behaviours for the lower crust. Brittle strength increases linearly with depth, while in the lower crust strength decays rapidly with depth due to increasing temperatures — the ‘jelly sandwich’ model [Jackson (2002)]. (a) Initial conditions. (b) Strength profile when the whole crust is brittle, which occurs when the crust has stretched by a factor of 3.6 for the solid profile and 6.1 for the dashed profile.

poorly known. A key issue is the extent to which extension in the upper crust is decoupled from deeper deformation by a weak layer in the lower crust. Such a weak layer is expected on the basis of extrapolation of flow laws based on short-time-scale laboratory measurements to geological timescales (Fig. 4). These laws predict that, for typical temperatures at the base of the crust of ca. 500° C, the upper crust and uppermost mantle are brittle but the lower crust deforms by flow, and that faults will dip steeply in the upper crust and flatten at depth. However, a fierce debate has been raging over the past few years regarding the validity of this picture [Jackson (2002)].

Whether or not a weak layer is present in the lower crust, flow laws predict that once the crust has been extended by a factor of 3–5, the entire crust becomes brittle (Fig. 4). Once this happens, the behaviour should be more predictable, since the strength of rocks varies little with composition when they are cool enough to be brittle. However, even in the absence of magmatism, a further complication arises in the last stages of continental break-up. If the mantle temperature is not unusually high and the rifting is not unusually rapid, by this time the crust lies beneath ca. 2 km of water and the temperature at the base of the crust has cooled significantly below
500°C. Sea water penetrates the entire crust through faults and fissures and comes into contact with mantle rocks. Olivine, the predominant mineral in the mantle, reacts with water at temperatures below 500°C to produce a weak mineral called serpentine. Laboratory studies have shown that once 10–15% serpentine is present, the strength of mantle rocks drops abruptly, so we might expect to see evidence for a weak layer at the top of the mantle under these conditions.

Seismic studies of highly extended crust at magma-poor rifted margins have imaged faults that flatten significantly with depth and merge with ‘detachment’ faults with very shallow dips [Reston et al. (1996)]. These detachment faults play a key role in the deformation immediately preceding continental break-up (Fig. 5). In the region of deep drilling west of Iberia, restoration of motion along such faults results in a crustal section only 7–10 km thick. Structures resulting from the extension which reduced the crustal thickness to 7–10 km from the initial thickness of ca. 30 km generally are not resolved [Whitmarsh et al. (2001)]. Seismic observations of such regions rarely resolve basement structures less than a few hundred metres across. Observations from fragments of rifted margins which have been lifted onshore by mountain-building processes, such as in the

![Fig. 5](image_url)

Fig. 5 (a) An interpretation of a seismic-reflection profile from the final stages of continental break-up west of Iberia [Whitmarsh et al. (2000); Manatschal et al. (2001)]. LD and HD are detachment faults which flatten at depth; HHD is a ‘rolling-hinge’ fault. (b) A similar detachment fault now exhumed above sea level in the eastern Swiss Alps. The Err detachment is highlighted by the snow cover and separates granite (G) below from schist and gneiss (S), overlain by dolomite (D), a sedimentary rock deposited before the main phase of rifting began [Manatschal and Nievergelt (1997)].
eastern Swiss Alps, where structures can be mapped on scales from a few centimetres to a few kilometres, fill in an important gap in horizontal scale between seismic and borehole observations. Similar styles of faulting have been observed within these fragments [Whitmarsh et al. (2001); Manatschal and Nievergelt (1997); Fig. 5), though unraveling the subsequent compressional deformation can be challenging.

A puzzling observation from drilling off west Iberia was that, where mantle rocks formed the basement, they were generally overlain by a layer of fractured rocks called breccia. Also, in the Swiss Alps, large near-horizontal expanses of exposed mantle rocks appear to represent fault surfaces, and this observation has led to the suggestion that regions of flat basement observed west of Iberia may also represent fault surfaces (Fig. 5). Computer models have shown that if faults weaken as motion along them proceeds and they form by extension of a relatively thin brittle layer, faults with an initial steep dip may rotate close to horizontal and acquire almost unlimited offset at these low angles [Lavier et al. (1999)]. These conditions are satisfied in the last stages of continental break-up, where a thin brittle layer overlies hot mantle rocks and faults are lubricated by serpentine minerals. Fault rotation allows large expanses of mantle rocks to be exposed with very low relief, giving a neat match with a variety of observations.

4. The Future

Advances in our understanding of continental break-up have been driven by a combination of computer and analogue modelling, laboratory measurements, geophysical studies at sea and drilling into rocks and sediments at continental margins. Future progress will depend on a similar combination of techniques. The transition from continental rifting to sea-floor spreading provides a particularly challenging problem for computer models. To date such models have often either considered continental deformation in isolation, without addressing the extraction of melt from the mantle, or focused on melt extraction in response to a predefined rift evolution. Models are only just beginning to consider the effect on the flow properties of the lithosphere of melt extraction and its subsequent addition to the crust [Nielson and Hopper (2004)]. Close to the time of break-up, the highly nonlinear effect of the penetration of water into the mantle must also be considered.

The low-angle faulting processes described above suggest that, at least to some degree, extension occurs in different places at different depths in the lithosphere. It may also lead to significant asymmetries in structure between
‘conjugate’ margin pairs that have rifted away from each other. Alternatively, some authors have suggested that such depth-dependent extension is a fundamental property of an essentially symmetric process of margin formation [Davis and Kusznir (2004)]. These alternatives can only be distinguished by future studies of conjugate margin pairs. Regions of present-day continental break-up are obvious targets: The Gulf of California, the Woodlark Basin east of Papua New Guinea, the western Gulf of Aden and the northern Red Sea. However, such margins may provide an incomplete picture of the breakup process because the process itself is incomplete, so studies of ancient conjugate margins also have an important role to play. The margin conjugate to west Iberia now lies offshore Newfoundland, and recently acquired geophysical and deep borehole data from that margin are still being evaluated. Key constraints on models of depth-dependent stretching may come from studies of thickly sedimented margins such as those of the Black Sea, where the subsidence history, which is controlled by the stretching history of the whole lithosphere, is better recorded than at many North Atlantic margins.

An important controlling parameter in continental break-up is the rate of plate separation. At the North Atlantic margins studied in detail to date, this rate is uniformly low: Typically ca. 20 mm yr\(^{-1}\). At higher extension rates, the melting model curves of Fig. 3(b) converge, so the transition to normal-thickness oceanic crust after continental break-up is expected to be much more rapid. Conductive cooling should be less significant, so lubrication of faults by serpentinisation may be less common and the resulting margin structures therefore more symmetrical. Studies of margins elsewhere in the world, formed at a variety of spreading rates, are needed to test these ideas. Finally, seismic reflection profiles collected parallel to margins sometimes show similar faulting patterns to those collected across them. The role of detachment faulting may remain obscure while we continue to rely on two-dimensional seismic images of an essentially three-dimensional process. The technology exists for fully three-dimensional imaging of these features [Lonergan and White (1999)], and an application of this technology to the large-scale tectonics of rifted margins, though expensive, is an obvious next step.
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We review recent advances in the study of the Earth’s iron core, focussing on three areas: The properties of the core-forming materials, the manner in which core motions generate the Earth’s magnetic field (the dynamo), and the evolution of both the core and the dynamo. Ab initio computer simulations of the behaviour of iron alloys under core conditions suggest that the inner (solid) and outer (liquid) core contain 8% sulphur/silicon, and 8–10% sulphur/silicon plus 8–13% oxygen, respectively. The inner core boundary for these materials is at ∼5500 K. Although computer simulations of the dynamo lack sufficient resolution to match likely terrestrial parameter values, such models can now reproduce the spatial and temporal behaviour of the observed magnetic field. The present-day dynamo occurs because the mantle is extracting heat from the core (at a
rate of $9 \pm 3$ TW); the resulting inner core growth drives core convection and implies a young inner core age ($<1.5$ Gyr). A long-lived dynamo requires rapid core cooling, which tends to result in an inner core larger than that observed. A possible solution to this paradox is that radioactive potassium may reside in the core. We also briefly review the current state of knowledge for cores and dynamos in other planetary bodies.

1. Introduction

The rocky exterior of the Earth conceals a Mars-sized iron body at its centre: The core. The core is of fundamental importance to the thermal and magnetic behaviour of the Earth as a whole. Recent advances in computational power and experimental techniques have galvanized the study of the core in at least three areas: The properties of the core-forming materials; the manner in which core motions generate the Earth’s magnetic field (the geodynamo); and the evolution of both the core and the geodynamo through time. In this review we focus on these three issues.

We begin with a description of the Earth’s interior structure, and how it is deduced. We also describe the main characteristics of the Earth’s magnetic field, and how it has varied in time. These preliminaries completed, in Sec. 3 we examine how recent results have helped to pin down the composition and temperature structure of the core. In Sec. 4 we discuss the progress made in numerical models, which can now reproduce many aspects of the geodynamo. In Sec. 5 we discuss how the energy balance of the present-day core maintains the dynamo, and speculate how this energy balance may have changed over the course of Earth’s history. We conclude with a look at the cores and dynamos of other Earth-like bodies in this solar system, and suggest likely directions of research for the next decade.

2. The Interior Structure of the Earth

With the exception of the Earth, our knowledge of the internal structure of silicate (rocky) planets is rather limited. Our knowledge of the Earth’s structure is much more complete, thanks to the study of earthquakes (see below). However, even in the absence of this kind of information, there are several lines of evidence suggesting that silicate planets should possess a mostly iron core.

Firstly, the raw material of the solar system had a composition which was probably similar to that of the Sun and a common class of meteorites, the chondrites. The ratio of silicon to iron in these materials is roughly 1:1
by volume [Lodders and Fegley (1998)]; since neither element is particularly volatile, the Earth, and other similar bodies, should have retained their full complement. While some of the iron is likely to have been bound up in silicate minerals, in the absence of any other evidence one would expect the terrestrial planets to consist of silica-rich and iron-rich zones. The multiple collisions which gave rise to the terrestrial planets will have led to hot, and possibly molten, starting conditions [Tonks and Melosh (1993)]; under these conditions, the dense iron-rich material will have migrated to the centre, forming an iron core [Stevenson (1990)].

This rather theoretical argument is supported by observations. For instance, the near-surface of the Earth consists of a silicate mantle with a density of around 3300 kg m\(^{-3}\). This density is considerably less than the mean density of the planet (5500 kg m\(^{-3}\)). Even though the mantle density would increase with depth, due to the compressibility of rock, the likely increase is insufficient to account for the observed density. Thus, the presence of a subsurface, high density zone is required, and the compositional arguments outlined above imply that the dense material is primarily iron.

Further evidence comes from the moment of inertia of the Earth, which is accurately known from measurements of satellite orbits and the rate of precession of the rotation axis, and which constrains the distribution of mass within the Earth. A uniform sphere has a normalised moment of inertia of 0.4; the Earth’s value of 0.3307 indicates that the mass is concentrated towards the centre of the planet. For a simple two-layer (core plus mantle) planet, the core radius can be determined if the densities of the two layers are known. Table 1 gives the densities and moments of inertia of several silicate bodies; these data and the arguments above strongly suggest that iron cores are a common planetary feature.

Perhaps surprisingly, we can also differentiate between a liquid and a solid core. The solid Earth deforms under the gravitational attraction of the Sun and the Moon, that is, it has tides. These tides are much smaller in amplitude (typically 0.2 m) than the tides associated with the oceans, but are still measurable. The deformation depends on the rigidity of the interior [Murray and Dermott (1999)]. Predicted tidal amplitudes, assuming a uniform (seismologically inferred) mantle rigidity, were too small; one solution to the problem was to postulate that the core had negligible rigidity, that is, it was fluid [Jeffreys (1929)].

Similar arguments can be applied to bodies other than the Earth. For instance, tidal deformation studies suggest that the cores of Mars [Yoder et al. (2003)], the Moon [Williams et al. (2001)], Venus [Konopliv and
### Table 1  Geophysical parameters of silicate planetary bodies. Data are from Lodders and Fegley [1998], except as indicated otherwise. $R_c$ is the core radius, $C$ is the polar moment of inertia. $m$ is the magnetic dipole moment of the body, measured in Tesla $R^3$, and indicates the strength of the magnetic field at the planet's surface [a]Khan et al. (2004); [b]Schubert et al. (1988); [c]Konopliv and Yoder (1996); [d]Yoder et al. (2003); [e]Anderson et al. (1996)].

<table>
<thead>
<tr>
<th></th>
<th>Earth</th>
<th>Moon</th>
<th>Mercury</th>
<th>Venus</th>
<th>Mars</th>
<th>Ganymede</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius $R$ (km)</td>
<td>6371</td>
<td>1737</td>
<td>2438</td>
<td>6052</td>
<td>3390</td>
<td>2634</td>
</tr>
<tr>
<td>Mass $M$ ($10^{24}$ kg)</td>
<td>5.97</td>
<td>0.07</td>
<td>0.33</td>
<td>4.87</td>
<td>0.64</td>
<td>0.15</td>
</tr>
<tr>
<td>Bulk density (kg m$^{-3}$)</td>
<td>5515</td>
<td>3344</td>
<td>5430</td>
<td>5243</td>
<td>3934</td>
<td>1940</td>
</tr>
<tr>
<td>Surface gravity $g$ (m s$^{-2}$)</td>
<td>9.8</td>
<td>1.6</td>
<td>3.7</td>
<td>8.9</td>
<td>3.7</td>
<td>1.4</td>
</tr>
<tr>
<td>$C/MR^2$</td>
<td>0.3307</td>
<td>0.394</td>
<td>—</td>
<td>—</td>
<td>0.366</td>
<td>0.31</td>
</tr>
<tr>
<td>$R_c/R$</td>
<td>0.55</td>
<td>0.02$^a$</td>
<td>0.75$^b$</td>
<td>0.5$^c$</td>
<td>0.45-0.55$^d$</td>
<td>0.15-0.5$^e$</td>
</tr>
<tr>
<td>$m(\times10^{-4}TR^3)$</td>
<td>0.61</td>
<td>—</td>
<td>0.003</td>
<td>—</td>
<td>—</td>
<td>0.008</td>
</tr>
</tbody>
</table>

Yoder (1996)] and Mercury [Margot et al. (2004)] are at least partially liquid. We will return to the cores of the other planets later in this article, but for now we will focus on that of the Earth, since we understand it in so much more detail.

Figure 1(a) shows a schematic cross-section of the Earth. The outer half of the planet consists of a silicate mantle. The near-surface is made up of rigid tectonic plates, roughly 100 km thick, which move laterally and are eventually recycled into the mantle at subduction zones. At a depth of 2890 km the mantle gives way to the liquid outer core; this interface is known as the core-mantle boundary (CMB). The liquid outer core in turn gives way to a solid inner core at a depth of 5150 km, the inner core boundary (ICB). The outer core is probably well-mixed and relatively homogeneous; however, both the inner core and the mantle are likely to be laterally heterogeneous. A particularly complex region is the base of the mantle, which forms a hot boundary layer from which convective plumes rise.

The remarkable detail in which the interior structure of the Earth is known is thanks almost entirely to seismology, the study of earthquakes [see Stein and Wysession (2000) for a comprehensive overview]. Earthquakes occur because of the relative motions of the Earth’s different tectonic plates, and generate waves which propagate through the Earth. An earthquake caused by fault slip of about 1 m or more is easily detectable with modern seismometers on the other side of the globe; about 50 such earthquakes occur each year. Seismometers at different locations will detect
seismic waves whose paths have sampled different parts of the Earth’s interior; since the seismic velocity varies with depth, the relative wave arrival times at different seismometers can be used to infer the velocity structure of the Earth. The outermost core, having a slower velocity than the overlying mantle, refracts the waves so as to leave a “shadow zone” in which very few arrivals are observed. The existence of this shadow zone was the first seismological evidence for the core; later detection of arrivals within this zone confirmed the existence of an inner core.

Because the bulk of the interior of the Earth is solid, both transverse (S) and longitudinal (P) waves will propagate. The propagation velocities, which depend on the local density and elastic constants, are different. In particular, transverse waves do not propagate through liquids. This fact allowed identification of the outer core as a fluid: S waves cannot propagate

Fig. 1  (a) Schematic cross-section of the Earth. Boundary layer thicknesses are to scale. (b) Variation in P-wave ($V_p$) and S-wave ($V_s$) velocities and density with depth. From Dziewonski and Anderson [1981]. (c) Variation in temperature and melting curve (solidus) with depth. Mantle melting curve from Boehler [2000]; other curves from Nimmo et al. [2004].
directly through the outer core, and are therefore nearly absent at a characteristic range of angular distances from the earthquake source. Once both the P and S velocities are known as a function of radial distance, it is then possible to iteratively infer the variation in density and gravity with depth.

The very largest earthquakes set the whole Earth vibrating with periods of tens of minutes or less. The amplitudes and periods of the different oscillations depend on the velocity and density structure of the Earth, with shorter-wavelength oscillations being more sensitive to shallow structures and vice versa. Given enough oscillations, the density and velocity structures can be inverted for, and thus provide an independent check on the results obtained from seismic wave arrival times.

Results obtained by combining these two methods are shown in Fig. 1(b). The increase in velocity with depth is primarily due to the decrease in compressibility with increasing pressure. The S wave velocity drops to zero in the outer core because it is a fluid. The density increases with depth, as expected. It turns out that the density of the outer core is less than that expected for pure iron, suggesting the presence of a contaminant (see Sec. 3.4). The increase in density at the ICB, conversely, is larger than one would expect for a simple phase change, suggesting that the contaminant is not being incorporated into the solid core. This expulsion of a light constituent as the inner core solidifies provides a major source of energy to drive the dynamo (see Sec. 5.1).

Having established the radially-averaged structure of the Earth, it then becomes possible to look for lateral variations in seismic velocity, a process known as seismic tomography. Tomographic images now routinely detect both subducting plates and upwelling plumes [Montelli et al. (2004)]. Some of the velocity anomalies inferred, particularly those near the CMB, are too large to be caused simply by temperature changes, and may involve compositional or phase variations [Oganov and Ono (2004); Murakami et al. (2004); Tsuchiya et al. (2004)] or melting [Williams and Garnero (1996)]. Perhaps more surprisingly, the inner core also appears to contain structure: the outermost part is isotropic but of variable thickness, while the inner part has a fabric [Song (2003); Souriau and Poupinet (2003)]. This fabric is critical for observing inner core rotation (see Sec. 4).

2.1. Thermal structure of the Earth

As described above, the density structure of the Earth can be inferred directly from seismology. Equally important, however, is the temperature
structure of the Earth. Within the rigid surface plates, the temperature increases roughly linearly with depth, and heat is transported by conduction. Somewhere within the range 1200–1600K, mantle material stops behaving in a rigid fashion and starts to flow, so the base of the plate occurs within this temperature interval. The mantle below is sufficiently warm that it undergoes convection.

A packet of convecting mantle material moves sufficiently rapidly that it does not exchange appreciable heat with its surroundings. This so-called adiabatic situation means that, as the material rises and expands, it cools. Mantle material which rises all the way to the surface is sufficiently hot that it exceeds its melting temperature and generates a crust; the \( \sim 7 \text{ km} \) thickness of the resulting oceanic crust implies a mantle surface (or potential) temperature of about 1600K [McKenzie and Bickle (1988)].

The adiabatic effect depends on gravity, thermal expansivity and heat capacity, all of which are reasonably well known. The resulting adiabatic gradient is about 0.5 K/km (Fig. 1c); this gradient is shallower than the conductive gradient in the near-surface because heat is being transported by convection, not conduction. Following the adiabatic gradient (which decreases a little with depth), the temperature near the base of the mantle is about 2700K. However, there will exist a boundary layer at the base of the mantle across which the temperature increases rapidly to that at the outer edge of the core.

The temperature at the ICB is (by definition) the core melting temperature at that pressure. Because the outer core is convecting, it will also have an adiabatic temperature gradient (of about 0.8 K/km). Thus, if the temperature at the ICB is known, the temperature everywhere in the outer core is also determined. This is why it is so important to determine the melting behaviour of iron: it provides a tie point from which temperatures elsewhere can be calculated.

Despite a great deal of experimental and theoretical effort in determining the melting temperature of iron at core conditions, only in the last few years have the uncertainties been reduced to even moderately acceptable levels. We will discuss recent progress in this field in Sec. 3 below; here, we will simply point out the example temperature structure shown in Fig. 1(c). It shows the conductive plate at the surface, the adiabatic gradient within the mantle, and the boundary layer at the base of the mantle. The location of the inner core is determined by the intersection of the adiabat with the melting curve. The adiabatic temperature drop across the liquid outer core is 1450 K, the ICB is at 5600 K, and the CMB is 4150 K. The uncertainties
associated with some of these numbers are still large (see Sec. 3); however, the basic picture is certainly correct.

2.2. Magnetic observations of the Earth

The present-day magnetic field of the Earth is well characterised. As recognised by William Gilbert in 1600, it resembles that of a bar magnet, with north and south poles (dipolar). The dipole axis is currently inclined at about $10^\circ$ to the rotation axis. At short wavelengths ($<3000\text{km}$) the surface magnetic field is dominated by crustal anomalies, but the longer wavelength features are due to processes occurring within the core. Short wavelength features are also undoubtedly generated within the core, but are not visible at the surface because they are strongly attenuated with radial distance. A further complication is that the so-called toroidal component of the core’s magnetic field has field lines which are parallel to the surface of the core, and are thus unobservable at the Earth’s surface. Thus, the field that we can measure at the surface is different in both frequency content and amplitude from the field within the core.

The behaviour of the Earth’s magnetic field over time is of great interest [see reviews by Valet (2003) and Jacobs (1998)]. Modern measurements of the variation in intensity and orientation of the field date back only 150 years, to the time of Gauss. Less precise observations, mostly from naval expeditions, extend the historical record back to roughly 1500 A.D., and well-dated archaeological data cover the last $\sim 10\text{kyr}$. Prior to this time, observations of field orientation and intensity rely on the natural (remanent) magnetisation of either volcanic rocks or sediments. The former are problematic because of the sporadic nature of volcanic eruptions. Dating the latter is usually more uncertain than for lavas; furthermore, the processes by which sediments acquire magnetic characteristics are not well understood, and may involve complicating effects such as changes in ocean chemistry.

Despite the difficulties, several time-dependent characteristics of the field are evident. Firstly, over the last four centuries, the tilt and the amplitude of the dipolar field have changed by tens of percent [Barton (1989)]. Over the same timescale, several features of the field appear to have drifted westwards with time, at a rate of about $0.5^\circ$ per year. Secondly, over timescales $> a few\text{ thousand years}$ the mean position of the magnetic axis coincides with the rotation axis [Valet (2003)]. Thirdly, the field appears to have remained predominantly dipolar over time [though
see Bloxham (2000), and has apparently persisted for at least 3500 Myrs [McElhinny and Senanayake (1980)], with the maximum field intensity having exceeded the present day value by no more than a factor of five [Valet (2003); Dunlop and Yu (2004)]. Fourthly, and much the most important, the polarity of the magnetic axis undergoes irregular reversals. Recent reversals have occurred roughly every 500 kyrs, and take place rapidly [about 7 kyr Clement (2004)]. However, there is a wide scatter in reversal frequency; for instance, there were no reversals at all in the period 125–85 Ma. The earliest reversal identified to date occurred at 3214 Ma [Layer et al. (1996)]. Incomplete reversals, or excursions, appear to take place more frequently. Finally, it is argued that the path swept out by the magnetic poles during reversals may be preferentially concentrated around the Pacific (Laj et al. (1991)), though this is controversial [Prevot and Camps (1993); Love (2000)]. These observations provide constraints on the models for magnetic field generation, to be discussed below.

3. Core Properties

As discussed above, inferring the thermal structure of the core requires a knowledge of the melting temperatures of iron and iron alloys at core pressures. Similarly, understanding how light impurities partition between the solid and liquid core phases is necessary to infer the core composition. The traditional way of answering these questions is by experiments, in which the high pressures may be either static (e.g. diamond anvil cells) or transient (shock waves). Carrying out such experiments is exceedingly challenging, and typically results in melting temperature uncertainties of ±500 K. More recently, computational methods based on quantum mechanics have been used to predict the behaviour of iron and iron alloys at core conditions. Here we will focus on the computational approach, and in particular that of the group based at UCL. As discussed below, several other groups have obtained similar results using slightly different approaches [Laio et al. (2000); Belonoshko et al. (2000)].

The basic approach of the computational methods is to calculate the chemical potential of the material at the conditions of interest. This approach relies on the fact that the minimum of the chemical potential defines the stability. Thus, for example in the context of melting, at a temperature above the melting temperature the chemical potential of the liquid will be lower than that of the solid, and conversely at a temperature below the melting temperature the chemical potential of the solid is lower.
It follows that at the equilibrium between two phases (e.g. solid and liquid at the melting temperature) the chemical potentials of the two phases are equal. These chemical potentials can be calculated, and therefore the melting curve can be determined.

Analogously, in a mixture of elements A and X, equilibrium between solid and liquid implies the continuity of the chemical potentials of both A and X across the phase boundary. The equality of the chemical potentials of A and X in the solid and in the liquid determines the partitioning of A and X between solid and liquid. This information can be used to infer the composition of the Earth’s core, as explained below.

In what follows we will first briefly describe the theoretical framework on which the calculations were based, and then present the results for the melting curve of iron, and the partitioning of light elements in the core.

3.1. First principles calculations

With first principles simulations one usually means calculations in which no adjustable parameter and no experimental input is allowed (apart from some fundamental constants, such as the charge on the electron and the Planck constant). In the context of simulating the properties of matter, this means solving the Schrödinger equation \( \mathcal{H} \Psi_N = \mathcal{E} \Psi_N \), where \( \mathcal{H} = T + V \) is the Hamiltonian of the system which contains \( N \) particles (both electrons and nuclei), with \( T \) the kinetic energy and \( V \) the potential energy, \( \mathcal{E} \) the energy of the system, and \( \Psi_N \) the many-body wavefunction, which is a complicated function of the positions of the \( N \) particles in the system. Since the electrons are at least three order of magnitudes lighter than the nuclei, it is customary to introduce the so called adiabatic approximation, in which the motion of the electrons is decoupled from the motion of the nuclei. This in practice means solving a new Schrödinger equation \( \mathcal{H}\{R\} \Psi_n\{R\} = \mathcal{E}\{R\} \Psi_n\{R\} \), where now the Hamiltonian is only a function of the \( n \) electronic degrees of freedom, and depends parametrically on the nuclear degrees of freedom \( \{R\} \). The energy \( \mathcal{E}\{R\} \) is interpreted as a potential energy for the motion of the nuclei. From this, one can calculate the forces on the nuclei, which, for example, can be used to integrate the Newton’s equation of motion and perform molecular dynamics simulations.

Even with this simplification though, the problem of solving the modified Schrödinger equation remained very difficult, at least until the introduction of Density Functional Theory (DFT) in the mid 60s. DFT was
breakthrough in the state of the art of quantum mechanics [Hohenberg and Kohn (1964); Kohn and Sham (1965)]. In this section we review only main points of the theory; for a rigorous description the reader should consult the original papers or, for example, the excellent books of Parr and Wang [1989] or Dreizler and Gross [1990].

The central idea of DFT is that the complicated many-body wavefunction $\Psi_n$ is not needed, and the important physical quantity is the electronic charge $\rho(r)$, which is only a function of the three-dimensional variable $r$. The energy of the system is a functional of the density, and can be written as $E[\rho] = F[\rho] + V[\rho]$, where $V[\rho]$ is the potential energy of the electronic charge density $\rho$ in the external potential $V$ (e.g. the potential due to the nuclei), and $F[\rho]$ a universal functional of $\rho$. The ground state energy of the system is given by the minimum of $E[\rho]$ with respect to $\rho$, and the electronic charge density which minimises the total energy is the ground state electronic charge density.

Of course, it rarely happens that a simple reformulation of a problem solves all the difficulties, and indeed this is not the case for DFT: The functional $F[\rho]$ is unknown. However, Kohn and Sham [1965] proposed a simple approximation called the local density approximation (LDA), which made it possible to define an approximated $F[\rho]$. Although the LDA was constructed to work for homogeneous systems, this approximation turned out to also work amazingly well for highly inhomogeneous systems like molecules and surfaces, and it is probably fair to say that DFT owes its tremendous success in the past forty years to this approximation. Recently, more sophisticated approximations have been proposed, like the so called generalised gradient corrections (GGA) [e.g. Wang and Perdew (1991); Perdew et al. (1996)], but the LDA is still playing a major role in the DFT community.

An additional approximation which contributed to the great success of DFT was the so called pseudo-potential approximation [e.g. Bachelet et al. (1982)]. The main point here is the recognition that only the outermost electrons of the atoms are involved in bonding, the so called valence electrons. This means that the core electrons which are tightly bound to the nuclei can be treated as frozen in their atomic configurations, and included only implicitly in the calculations. This is done by replacing the potential generated by the bare nuclei, with a pseudo-potential generated by the ionic cores, which are formed by the nuclei surrounded by the frozen core electrons. The quality of this approximation can be easily tested by explicitly including more electrons in valence.
The increasing popularity of DFT in the physical, chemical, and more recently geological and biological community, is due to its exceptional reliability in reproducing experimental results, giving DFT-based methods unparalleled predictive power. The success of these kinds of first principles calculations is also due to the increasingly widespread availability of large computational resources, as well as to more and more efficient computer codes.

In the next section we briefly describe the main points relevant to the calculations of chemical potentials from first principles, and we report the results for the melting curve of iron and the partitioning of light elements in the core in the following two sections.

3.2. Free energies

Chemical potentials are closely related to free energies. In particular, in a one component system the chemical potential \( \mu \) is given by the Gibbs free energy per molecule, \( \mu = G/N = F/N + pV/N \), where \( F \) is the Helmholtz free energy of the system containing \( N \) particles, \( p = -\partial F/\partial V \big|_T \) is the pressure and \( V \) is the total volume.

To calculate \( F \) at a given state \((V, T)\), it is possible to use the technique known as thermodynamic integration [see e.g. Frenkel and Smit (1996)]. This is a general scheme to compute the free energy difference \( F - F_0 \) between two systems, whose potential energies are \( U \) and \( U_0 \) respectively. The idea is that \( F \) is the “difficult” free energy of the quantum mechanics system, and \( F_0 \) the free energy of a system where the interactions between the atoms are approximated by some simple relation.

The free energy difference \( F - F_0 \) is the reversible work done when the potential energy function \( U_0 \) is continuously and reversibly switched to \( U \). This switching does not correspond to a physical process, but it is a well defined mathematical procedure which can be carried out in a computer. The computational effort is proportional to the “distance” between the reference and the quantum mechanical systems. Therefore, the crucial point here is that the reference system should be chosen to be as close as possible to the quantum mechanics system, because this minimises the number of quantum mechanics calculations needed. To calculate the free energy of the reference system \( F_0 \) one can use the same procedure, and evaluate \( F_0 - F^* \), where \( F^* \) is the free energy of some other simple reference system whose free energy is known. Here, since the calculations do not involve heavy quantum mechanics calculations, one can afford “large distances” between these two
systems, and possibly $F^*$ could even be the free energy of a perfect gas (i.e. a system with no interactions between the particles).

To compute the melting temperature of iron, Alfè et al. [1999, 2001, 2002b, 2003, 2004] performed calculations at a number of thermodynamic states spanning the conditions of the Earth’s core, and fitted the calculated Helmholtz free energies $F(V, T)$ to polynomials in volume and temperature. From this it was possible to obtain all the relevant thermodynamical properties by appropriate differentiation of $F$.

Similar techniques can be used to evaluate the chemical potentials of the elements of a mixture. For example, the chemical potential $\mu_X$ of an element $X$ in a solution $A/X$ (we may identify element $A$ with the solvent and $X$ with the solute, but the description is completely general) is equal to the change of Helmholtz free energy of the system as one atom of the element $X$ is added to the system at constant volume and constant temperature. This change of free energy can be evaluated using the techniques of thermodynamic integration described above. A detailed explanation of how this is done can be found in Alfè et al. [2002a]. We shall see below how the ability of calculating the chemical potentials of the elements in a solution can be used in conjunction with seismological data to put constraints on the composition of the core.

### 3.3. The melting curve of iron

To determine the melting curve of iron, Alfè et al. [1999, 2001, 2002b, 2003, 2004] calculated the chemical potential $\mu$ of pure iron as a function of pressure and temperature for both solid and liquid. In a one component system this is the same as the Gibbs free energy per atom $G/N$. In fact, Alfè et al. [1999, 2001, 2002b, 2003, 2004] calculated the Helmholtz free energy $F$ as a function of volume and temperature and then obtained $G$ from its usual relation $G = F + pV$. As mentioned above, for any fixed pressure the continuity of $G$ with respect to temperature defines the melting transition, which is found by the point where the Gibbs free energies of liquid and solid become equal, $G_l(p, T_m) = G_s(p, T_m)$.

Figure 2 shows the melting curve of iron from pressures of 50 to 400 GPa. The solid black line is the result obtained by combining the calculated free energies of solid and liquid. The predicted melting temperature at the ICB is $6350 \pm 300$ K, where the error quoted is the result of the combined statistical errors in the free energies of solid and liquid. Systematic errors due to the approximations of DFT are more difficult to estimate, and a
Fig. 2 Comparison of the melting curve of Fe from first principles calculations and experiments. Heavy solid and dashed curves: results from Alfè et al. [2002b] without and with pressure correction (see text); filled red circles: corrected coexistence results (see text) from Alfè et al. [2002c, 2004]; blue dashed line: results of Laio et al. [2000]; solid purple line: results of Belonoshko et al. [2000]; black chained and dashed maroon curves: DAC measurements of Williams et al. [1987] and Boehler [1993] respectively; open green diamonds: DAC measurements of Shen et al. [1998]; green filled square: DAC measurements of Ma et al. [2004]; black open squares, black open circle and pink filled diamond: shock experiments of Yoo et al. [1993], Brown and McQueen [1986], and Nguyen and Holmes [2004]. Error bars are those quoted in original references.

definite value will only be obtained after the problem is explored with a more accurate implementation of quantum mechanics. We hope that quantum Monte Carlo techniques may serve this cause in the near future. However, it is possible to gauge probable errors by analysing the performance of the current techniques in describing known physical properties of iron. For example, a comparison of the dependence of the pressure of pure iron as a function of volume (a form of the equation of state) between the calculations and experiments shows a slight underestimation of the pressure (by 2–7% in the high-low pressure region respectively). An intuitive way to see how this error propagates in the melting curve is to realise that on the melting line the actual pressure \( p \) is higher than the calculated one, and therefore the right melting curve is “shifted” to the right. This “corrected”
The melting curve is also shown in Fig. 2, as a dashed black line, and provides a prediction of the temperature at the ICB of about $6200 \pm 300 \text{K}$.

We also report on the same figure the theoretical results of Laio et al. [2000] (dashed blue line) and Belonoshko et al. [2000] (solid purple line). These two groups used first principles in a different way. They used DFT calculations to fit some cleverly constructed model potential, and then used the model potential to calculate the melting curve using the technique of the “coexistence of phases”. In this technique, a large system containing solid and liquid is simulated using molecular dynamics. This “coexistence of phases” technique can be implemented in a number of different ways. For example, by constraining the pressure and the temperature to some chosen values (NPT ensemble), the system always evolve towards a single phase, either solid or liquid, depending on whether the temperature is below or above the melting temperature for the chosen pressure. In this way it is possible to bracket the melting temperature. Other approaches include simulating the system in the NVE ensemble, where the volume and the total energy of the system are kept constant, or the NVT, NPH ensembles, where volume and temperature or pressure and enthalpy are kept constant respectively.

The method of the coexistence of phases and the one which relies on the explicit calculation of free energies are of course equivalent, if applied consistently. This was demonstrated recently for the calculation of the melting curve of aluminium, in which both methods were used in the context of first principles calculations and delivered the same results [Vočadlo and Alfè (2002); Alfè (2003)]. For the melting curve of iron however, the two methods cannot be directly compared, because the coexistence method was not employed directly in the context of DFT. Instead, a model potential was used for the coexistence simulations. Most likely, this is the reason for the discrepancy between the melting curves of Laio et al. [2000], Belonoshko et al. [2000], and that of Alfè et al. [1999, 2002b]. However, once the differences between DFT and the model potential are taken into account, it is possible to devise corrections which deliver exactly the same results [Alfè et al. (2002c)]. To show this, in Fig. 2 we also report two melting points obtained by applying these corrections to the model potential of Belonoshko et al. [2000], which agree closely with the melting curve obtained from the free energy calculations of Alfè et al. [2002b].

Experimental results are also displayed on the figure for comparison. In the low pressure region we report the diamond anvil cell (DAC) experiments of Williams et al. [1987], Boehler [1993], Shen et al. [1998] and the recent experiments of Ma et al. [2004]. The “corrected” melting curve of
Alfè et al. [2002b] is in good agreement with the latter two more recent experiments. In the high pressure region only shock waves experiments are available. The measurements of Yoo et al. [1993] fall about 1000 K above the calculated melting curve of Alfè et al. [2002b], which is in good agreement with the results of Brown and McQueen [1986] and the recent experiments of Nguyen and Holmes [2004].

3.4. **Constraints on the composition of the Earth’s core**

As mentioned above, the Earth’s core is mainly composed of iron, but the seismologically inferred density means that it must also contain some light impurities. The most popular candidates are sulphur, silicon, oxygen, carbon and hydrogen. The presence of these impurities modifies the melting temperature of the mixture with respect to that of pure iron. Moreover, the crystallisation of the inner core gives rise to compositional convection in the outer liquid core, and this convection helps to drive the geodynamo (Sec. 4). It is therefore also important to investigate what the exact composition of the core is. Evidence from seismology indicates that at the ICB the density contrast between the solid and the liquid is between 4.5% [Dziewonski and Anderson (1981); Masters and Shearer (1990); Shearer and Masters (1990)] and 6% [Masters and Gubbins (2003)]. This is much larger than that expected if the core were pure iron, and indicates a significant partitioning of light impurities between the solid and the liquid. This partitioning has been investigated by calculating the chemical potential of some of these light impurities in solid and liquid iron. At the ICB equilibrium between solid and liquid implies continuity of the chemical potential of both iron and a chosen light impurity: By imposing this continuity, it is possible to extract the equilibrium concentration of the chosen impurity in solid and liquid, and from this work out the density contrast. This strategy has been applied to sulphur, silicon and oxygen [Alfè et al. (2000, 2002d, 2002a, 2003)]. The results showed that sulphur and silicon demonstrate very little partitioning between solid and liquid iron, mainly because their size is very similar to the size of the iron atoms under ICB conditions. Conversely, oxygen partitioning is almost complete, with very little of it going into the solid inner core. This is intuitively explained by the fact that oxygen is significantly smaller than iron, and therefore would fit rather loosely in the solid. This waste of space results in an increase of its chemical potential, which tends to push it out into the liquid, where it can be accommodated much more efficiently.
Putting all this information together Alfè et al. [2000, 2002a, 2002d] suggested a composition for the inner core near the ICB of about 8% of sulphur/silicon and no oxygen (sulphur and silicon cannot be distinguished at this stage), and an outer core which contains about 8–10% of sulphur/silicon plus 8–13% of oxygen (the exact values depend on the exact value of the density contrast at the ICB, for which new estimates are still being published [Masters and Gubbins (2003)]). This large partitioning of oxygen between the inner and the outer core is responsible to a large extent for the generation of the Earth’s magnetic field (see below). The melting temperature of the mixture is reduced by $\sim 800\text{K}$ with respect to that of pure iron due to this large partitioning of light impurities, so that the Alfè et al. (2002d) best estimate for the temperature of the ICB is $\sim 5500\text{K}$.

4. Dynamo Models

The time-variable behaviour of the Earth’s magnetic field, discussed above, shows that its source cannot be a permanent magnet; furthermore, the high interior temperatures of the Earth would prevent minerals from retaining any permanent magnetism. Instead, the Earth’s magnetic field is maintained by a gigantic dynamo — the outer core. Motion of a fluid conductor in a magnetic field induces an electric current, and consequently a secondary magnetic field. Under the right circumstances, this field can reinforce the original magnetic field and lead to a “self-exciting” dynamo. The complicated motions generated by a rotating, convecting fluid such as the outer core are well-suited to generating a dynamo. Furthermore, these fluid motions allow for both a slow drift, and a complete reversal, of the poles. However, although the basic theory has been understood for at least 80 years, the actual calculations are exceedingly challenging. As we discuss below, considerable progress has been made in modelling the behaviour of the dynamo in the last ten years; excellent summaries may be found in Busse [2000], Kono and Roberts [2002] and Glatzmaier [2002], while a useful summary of the underlying theory is in Hollerbach [1996].

There are four reasons why numerical simulations of the core dynamo are more challenging than simulating the convecting mantle. Firstly, there are more governing equations to deal with. Modelling mantle convection requires solving two coupled differential equations: One describing the change in temperature due to fluid motion and diffusion of heat; and one describing the change in fluid velocity as a result of viscous and buoyancy forces. To model the dynamo, the effect of electromagnetic forces has
to be added to the fluid motion, and an additional equation which links the change in magnetic field to fluid motion and magnetic diffusion is also required. Another way of viewing this same problem is mantle convection problem has only one characteristic timescale — that of thermal diffusion — but the core dynamo problem has three, wildly different, ones. These are the rotational period (1 day), the magnetic diffusion timescale ($\sim 10^4$ years), and the viscous diffusion timescale ($> 1$ Gyr).

Secondly, the spatial resolution required is orders of magnitude higher for dynamo simulations than mantle convection models. The resolution required is set by the thickness of the fluid boundary layer, which for the core is determined mainly by the effective viscosity of the turbulently convecting material. Although this turbulent viscosity is much larger than the molecular viscosity of liquid iron (which is comparable to water), the likely boundary layer thickness is of order 0.1 km [Glatzmaier (2002)]. For comparison, typical boundary layer thicknesses for the mantle are of order 100 km. In practice, the kind of resolution required is not currently attainable, an issue we discuss further below.

Thirdly, the computational timestep is determined by the smaller of two transit times, those for the convecting material, and for propagating magnetic (Alfven) waves. Mantle convection velocities are millimetres to centimetres per year, while those of core convection are centimetres per second, and are similar to the Alfven speed. As a result of the high core convective velocity, rotational effects (Coriolis forces) are important in the core while they can be neglected in the mantle. Because of the short transit times, timesteps in numerical dynamo calculations have to be much shorter than for mantle convection simulations. Typical dynamo simulations rarely last more than about 1 Myr (about 100 magnetic diffusion times), while 2D (though not 3D) mantle simulations can be run for the 4600 Myr age of the Earth [e.g. Nakagawa and Tackley (2004)].

Finally, in mantle convection models, higher spatial resolution (or longer model durations) can be attained by using 2D models, without producing grossly different results to 3D models. This option is not available for geodynamo models, because a purely axisymmetric self-sustaining geodynamo is not possible. This result, known as Cowling’s theorem [see Hollerbach (1996)], means that 3D models are required to simulate the geodynamo.

The limitations imposed on dynamo models by current computer technology are severe. For instance, even with variable grid sizes, current models would need 10 times higher radial resolution to capture the turbulent boundary layer [Glatzmaier (2002)]. The corresponding increase in
computer power required is unlikely to occur for at least a decade. As a result, the parameter space attainable with numerical models is a long way from that occupied by the real Earth. Current models have to either assume a core viscosity which is $10^4$ times too large, or a rotation timescale which is $10^4$ times too long [see Glatzmaier (2002)]. Perhaps surprisingly, despite these issues, several models have recently started to produce results which resemble the behaviour of the Earth’s magnetic field.

As discussed above, the main characteristics of the Earth’s magnetic field are its predominantly axial dipolar nature, its slow westwards drift, and its tendency to show excursions and complete reversals on $\sim 0.1$ Myr timescales. The first two characteristics were relatively easy to obtain in numerical models. Figure 3 shows a comparison between the present-day Earth’s magnetic field and a numerical simulation. The agreement is generally very good in terms of field intensity and geometry; models which are run for long enough also tend to generate a mean field aligned with the rotation axis [Kono and Roberts (2002)]. Figure 3 also makes the point that the short-wavelength structure in the core field is not visible at the surface, due to attenuation. Westwards drift has been obtained in many, though not all, models [Kono et al. (2000); Glatzmaier et al. (1999); Christensen and Olson (2003)].

The last characteristic, polarity reversal, was much harder to obtain in numerical models, partly because of the very long computational times required, and partly because of worries that the results might be artefacts of the numerical procedures adopted, or initial transients [Ochi et al. (1999); Coe et al. (2000)]. Nonetheless, the first reversing dipoles were achieved in the mid 1990s [Glatzmaier and Roberts (1995); Kuang and Bloxham (1997)] and can now be produced and studied routinely. Figure 4 compares a typical numerical result with a real record. Figure 4(a) is the numerical result: The bold line is the total field intensity, and the black and white boxes denote episodes of normal and reversed polarities. The total model time elapsed is just over 1 Myr (though an unrealistically slow Earth rotation is assumed). Figure 4(b) shows a time sequence (2.8 Myr duration) of the observed dipolar field intensity and polarity reversals. Although Fig. 4(a) shows more reversals, and appears to have more power at high frequencies, overall the two plots are at least qualitatively similar.

Evidently, now that Earth-like dynamo behaviour is being routinely modelled, it is possible to discriminate between different models using quantitative (statistical) approaches [e.g. Dormy et al. (2000); McMillan et al.
Fig. 3 Comparison of observations and numerical models of the Earth’s magnetic field at the surface (left side) and the CMB (right side), from Glatzmaier [2002]. Top panel shows observations for wavelengths >3300 km; middle panel shows numerical results for same wavelength range; bottom panel shows results for wavelengths >400 km. Note that the short-wavelength signals present at the CMB are not visible at the surface. Reprinted, with permission, from the Annual Review of Earth and Planetary Sciences, Volume 30, ©2002 by Annual Reviews, www.annualreviews.org.

(2001); Coe et al. (2000)]. In doing so, further constraints on the physical processes governing dynamo behaviour will be obtained.

Figure 5 shows one such discriminant. Figure 5(a) is a histogram of the strength of the dipolar component of the field, showing that it is generally either strongly negative (S) or positive (N), and that neither orientation is preferred. Figures 5(b–d) show the same data for three numerical
models. Although each has different characteristics, none closely resembles the observations. Other discriminants, such as the frequency content of the magnetic field [Kono and Roberts (2002); Kutzner and Christensen (2002)], and its time variability, may also be applied.

A long-recognized consequence of the dynamo’s existence is that the inner core might rotate relative to the outer core due to magnetic torques [e.g. Braginsky (1964)]. Seismological studies, making use of inner core

---

**Fig. 4** Time-variable behaviour of observed and modelled magnetic field. (a) Model from Kutzner and Christensen [2002]. Bold line is total magnetic field intensity, thin line is field due to dipole component alone. Black and white boxes show episodes of normal and reversed polarity (defined by dipole angles of $<90^\circ$ and $>90^\circ$, respectively). The magnetic diffusion timescale is 160 kyr. Reprinted from *Phys. Earth Planet. Int.* 131, @2002, with permission from Elsevier. (b) Observed recent field intensity variations and reversals based on sedimentary cores in the Pacific Ocean, from Valet and Meynadier [1993]. “VADM” stands for virtual axial dipole moment. Reprinted by permission from *Nature* 366, p. 236, @1993, Macmillan Publishers Ltd, www.nature.com.
anisotropy, subsequently appeared to confirm this hypothesis [Song and Richards (1996); Su et al. (1996)], though more recent observations have been more equivocal [Song (2003); Souriau and Poupinet (2003); Laske and Masters (1999)]. Similarly, the apparently preferred path taken during polarity reversals can be investigated with numerical models. Models with a core surface heat flux having a minimum in the Pacific showed preferential paths very similar to those inferred [Coe et al. (2000); Kutzner and Christensen (2004)], though as noted above, the observations are disputed. The pattern of core heat flux may also influence the frequency of reversals [Glatzmaier et al. (1999)]. A particularly important example is the long (>30 Myr) hiatuses in pole reversals, e.g. during the late Cretaceous and late Carboniferous-middle Permian. This kind of timescale is much longer than characteristic core timescales (O(10^4) yrs) and strongly suggests that the mantle is playing an important role [e.g. Hide (1967); Larson and Olson (1991)], though the details have yet to be worked out. Similarly, the inner core is likely to have an effect on the frequency of magnetic reversals, though there is as yet no agreement on this point [Roberts and Glatzmaier (2001); Gubbins (1999); Sakuraba and Kono (1999)].

As well as comparing them with observations, numerical models can also throw light on aspects of the geodynamo which are not observable at all. For instance, the toroidal component of the magnetic field is not directly observable [though see Jackson (2003)], but may be at least equal

Fig. 5 Comparison of observed frequency distribution of axial dipole component $g_1^o$ (in $\mu$T) with numerical models, from Roberts and Kono [2002]. Reproduced by permission of American Geophysical Union. (a) Observed variation over last 5 Myr. The $x$-axis gives the strength of the dipole field and whether it is normal (positive) or reversed (negative). (b) Similar plot from numerical model of Kono et al. [2000] over 50 kyr. Note that the field never reverses. (c) As for (b) but from Glatzmaier et al. [1999] with a homogeneous CMB heat flux and an interval of 0.3 Myr. (d) As for (c) but with a spatially varying core heat flux based on seismic observations.
in strength to the observable (poloidal) component. Similarly, numerical models may be able to place constraints on how much energy is dissipated by electromagnetic (Ohmic) heating in the core. This heating occurs mainly at short wavelengths, which are not observable at the surface. Understanding the energy requirements of the dynamo is critical to models of how the dynamo has evolved through time, and will be discussed further below.

At this point, it should again be stressed that the model parameters adopted are in some cases a factor of $10^4$ different from those applicable to the Earth. The agreement between models and observations is thus somewhat surprising, and suggests that Earth-like dynamos are possible over a large parameter space. What is not yet clear is the extent to which the model results will change as more Earth-like parameters are approached. At this stage, a certain amount of caution needs to be exercised in interpreting numerical model results.

A relatively recent development, which avoids some of the problems inherent in the numerical models, is to simulate aspects of dynamo behaviour using laboratory experiments [Gailitis et al. (2002); Muller and Stieglitz (2002)]. While these experiments suffer from their own problems (e.g. the velocity field is generally specified a priori by the geometry of the experiment), they sample a different region of parameter space to the numerical models, and one in some ways closer to that of the Earth [Busse (2000)]. A powerful approach is to use laboratory experiments to verify extrapolations made from numerical models [Christensen and Tilgner (2004)]. It is likely that advances in dynamo studies over the next decade will be driven increasingly by laboratory experiments as well as numerical models.

In summary, the last ten years have seen a breakthrough in dynamo studies. Although there remain caveats about the applicability of the parameter space explored, numerical models can now reproduce many aspects of the Earth’s dynamo. Discriminating between different models of the basis of observations is likely to further constrain the physics of dynamo generation, for instance, the roles of the mantle and inner core. The numerical models are likely to be increasingly complemented by laboratory studies.

5. The Evolution of the Core and Dynamo

Given the understanding of dynamo generation provided by the models discussed above, it has become possible to investigate the long-term evolution
of the dynamo. However, before examining this aspect, we will first discuss the manner in which it is powered at the present day.

5.1. Present-day heat balance

Although the distinction is not critical for the dynamo models discussed above, there are two sources of convective motion in the core: Thermal convection, driven by core cooling and latent heat release (as the inner core solidifies); and compositional convection, which arises because the inner core as it freezes expels light elements (Sec. 3). Core solidification thus makes it easier to generate a dynamo, since the solidification provides additional sources of energy.

Whether or not convection occurs depends on the rate at which heat is extracted from the core into the mantle. In the absence of an inner core, convection only occurs if the CMB heat flux somewhere exceeds the adiabatic value, which is the maximum amount which can be transported without convection. It is therefore straightforward to predict whether or not a dynamo operates simply by tracking the CMB heat flux, or equivalently the core cooling rate [e.g. Nimmo and Stevenson (2000)]. However, if an inner core exists, a dynamo might operate even for a sub-adiabatic heat flux, due to the effect of compositional convection. In this situation, it is more convenient to use a criterion based on the rate of change of entropy, rather than energy [Gubbins et al. (2003, 2004)]. In this context, the entropy production rate can be thought of as the heat flux divided by a characteristic temperature, giving units of W/K. The entropy production rate also depends on a thermodynamic efficiency factor controlled by the location and temperature of heat sources and sinks. This efficiency factor shows that, for instance, compositional convection is a more efficient way of producing a dynamo than thermal convection. The utility of the entropy approach is that it allows both thermal and compositional effects to be accounted for. An important point is that almost all the entropy production terms are proportional to the rate at which the core is cooling. As a result, more rapid core cooling is more likely to allow a dynamo to operate. The entropy requirement of a minimum core cooling rate, the equivalent of the adiabatic heat flux requirement, arises because the adiabatic entropy term is constant and negative; the positive terms (which arise from core cooling, latent heat release etc.) must outweigh this contribution.
A potentially important driving mechanism for the dynamo is radioactive decay of heat producing elements within the core. The entropy contribution in this case depends not on the core cooling rate, but on the rate of radioactive heat production. The most likely radioactive species to be present in the core is potassium-40, with a half life of 1.3 Gyr. Although early experimental results suggested that the partitioning of $^{40}$K into the core was negligible [Chabot and Drake (1999)], more recent results [Gessmann and Wood (2002); Murthy et al. (2003); Lee et al. (2004)] have found that significant partitioning is in fact likely to occur. The inferred abundance of potassium in the silicate mantle is slightly lower than elements (such as sodium) which have similar condensation temperatures [e.g. Lodders and Fegley (1998)], suggesting that partitioning into the core is acceptable on geochemical grounds. Unfortunately, the uncertainties are large enough to preclude useful geochemical constraints [e.g. Lassiter (2004)]. Nonetheless, it will be argued below that potassium could have played a major role in the history of the geodynamo [Nimmo et al. (2004)].

While calculating the rate of entropy production within the core is straightforward, the excess (positive) entropy required to drive the dynamo is unknown. The entropy production required depends on the amount of Ohmic dissipation in the core, which occurs at small ($<100$ km) length scales. These length scales are not observable at the surface, because of upwards attenuation. Nor are such length scales readily achieved in simulations, for reasons discussed above. Finally, dissipation depends on both the toroidal and poloidal fields, only the latter of which can be observed. Recent Ohmic dissipation estimates fall in the range $0.2–2$ TW [Buffett (2002); Gubbins et al. (2003); Roberts et al. (2003); Christensen and Tilgner (2004)], equivalent to an excess entropy production rate required to drive the dynamo of $40–400$ MW/K. Although there are large uncertainties in these values, the entropy production rate must exceed zero for a dynamo to operate.

In Sec. 3, we argued that the various parameters describing the core’s temperature structure and composition are reasonably well known. Given such a set of parameters, it is possible to calculate the various entropy production terms as a function of core cooling rate, or heat flux out of the core. Figure 6 shows how the rate of entropy production varies as a function of the heat flux out of the core, both for a set of core parameters appropriate to the present-day Earth, and for a situation in which the inner core has not yet formed.
Fig. 6  Variation in entropy production rate with CMB heat flux. Core temperature structure and parameters are from Nimmo et al. [2004]. Bold lines are for present-day core with inner core radius 1220 km; thin lines are for completely liquid core. Dashed lines have 3 TW of heating from radioactive decay of potassium-40. The entropy production rate must exceed zero for a dynamo to be possible. The inner core age is inversely proportional to the CMB heat flux.

When an inner core is present, positive contributions to entropy production arise from cooling, latent heat release and gravitational energy; the latter two arise from inner core solidification. All these contributions are proportional to the core cooling rate; radioactive decay within the core is another potential source of entropy production, and is simply proportional to the rate of radioactive heating. The net rate of entropy production, the amount available to drive the dynamo, is obtained by subtracting the (constant) adiabatic contribution. For a present-day, potassium-free core, a CMB heat flux of $< 2.5$ TW (core cooling rate of $\approx 12$ K/Gyr) results in a negative net entropy contribution and, therefore, no dynamo (Fig. 6). A higher core cooling rate generates a higher net entropy production rate; it also means that the inner core must have formed more recently. This is a tradeoff that we return to below. Prior to the formation of an inner core, a significantly larger heat flux ($> 6$ TW) was required to maintain the dynamo, because neither latent heat nor gravitational energy were then available. Figure 6 also shows that for the same CMB heat flux, less entropy is available to drive a dynamo if radioactive heating is important. This is
because such heating has a lower thermodynamic efficiency than that associated with latent heat and gravitational energy release.

Figure 6 shows that the existence of a dynamo at the present day places constraints upon the CMB heat flux, and thus the rate at which the core is cooling. The rate of core cooling is determined by the ability of the mantle to remove heat. Importantly, independent estimates on this cooling rate exist, based on our understanding of mantle behaviour.

One approach to estimating the heat flux across the base of the mantle relies on the conduction of heat across the bottom boundary layer. The temperature at the bottom of this layer (the core) arises from extrapolating the temperature at the ICB outwards along an adiabat, and is about 4100 K (Fig. 1c). The temperature at the top of the layer is obtained from extrapolating the mantle potential temperature inwards along an adiabat, and is about 2700 K (Fig. 1c). The thickness of the bottom boundary layer, based on seismological observations, is 100–200 km. For likely lower mantle thermal conductivities, the resulting heat flux is probably in the range 6–12 TW (Buffett, 2003). Values for the CMB heat flux based on the inferred contribution from rising convective plumes [Davies (1988); Sleep (1990)] are a factor of 2–4 smaller, but are probably underestimates [Labrosse (2002); Bunge (2005)]. Figure 6 shows that a heat flux in the range 6–12 TW results in a net entropy production rate of 200–700 MW/K, likely enough to drive the dynamo.

The inferred value of the CMB heat flux has two implications. Firstly, it is a significant fraction of the heat flux at the Earth’s surface, 42 TW [Sclater et al. (1980)]. This result may help to explain the long-standing paradox that the mantle is getting rid of heat at about twice the rate at which it is being generated by radioactive decay [Breuer and Spohn (1993)]. Secondly, the inner core age implied by this heat flux (assumed constant) is young, about 0.6 Gyr for the values used in Fig. 6. In practice, of course, the core heat flux will vary with time; investigating the time evolution of the core and mantle is the subject of the next section.

5.2. Thermal evolution of the Earth

As discussed above, there is evidence that a dynamo similar to that at the present day has existed through the bulk of Earth history. It is therefore natural to enquire whether the prolonged life of the dynamo places constraints on the thermal evolution of the Earth. Anticipating the results of the sections below, it has recently become clear that the constraints are
quite strong: generating a dynamo requires relatively rapid cooling of the core, while producing an inner core of the correct present-day size requires relatively slow core cooling [Buffett (2002); Gubbins et al. (2003)]. The parameter space which allows these two opposing constraints to be satisfied is relatively restricted, and in particular appears to require both a young inner core ($< 1.5$ Gyr) and, less certainly, significant ($O(100$ ppm)) potassium in the core.

As discussed above, powering a dynamo requires the core cooling rate to exceed a given value. The core cooling rate depends on the rate at which the mantle extracts heat from the core. The ability of the mantle to extract heat depends, in turn, on the rate at which the mantle is cooling, and thus the behaviour of the near-surface boundary layer. Plate tectonics on the Earth is an efficient way of cooling the mantle; other planets, in which lateral motion of the surface material does not occur, probably cool much more slowly. This link, between the top 100 km of the Earth’s mantle, and the behaviour of the dynamo, is both surprising and of fundamental importance. It also means that the evolution of the Earth as a whole has to be investigated in order to investigate the evolution of the core.

Modelling the thermal evolution of the Earth is a challenging problem. Although 3D numerical mantle convection models can be run, doing so for 4.5 Gyr is not yet possible. Alternatively, parameterised evolution schemes [e.g. Butler and Peltier (2000)] can be adopted, which consider only globally-averaged properties and thus run very much faster, allowing a proper exploration of parameter space. The disadvantage of this approach is that complications, such as compositional layering or vertical viscosity variations, are less easy to include.

Figure 7 shows one such parameterised thermal evolution model, which generates a present-day thermal structure similar to Fig 1(c) while permitting a dynamo throughout Earth history. Figure 7(a) shows the temperature evolution of the core and mantle, and demonstrates the slow cooling regulated by radioactive decay in the mantle. The kink in the central temperature at 3.5 Gyr is due to the inner core starting to solidify. Figure 7(b) shows the evolution of the heat fluxes with time. The model present-day surface heat flux matches the observed value, and the CMB heat flux is 9 TW, in agreement with the arguments presented above. The core heat flux is high early on because of the presence of 400 ppm potassium, the effect of which is discussed below. Figure 7(a) also shows the net entropy production rate as a function of time, which is always positive, indicating a dynamo could have operated over the whole of Earth history. Figure 7(b) shows the inner core
Fig. 7  Parameterized thermal evolution model, modified from Nimmo et al. [2004], with 400 ppm potassium in the core. (a) Temperature variation and entropy production rate as a function of time. $T_m$ is the mantle temperature at the CMB, $T_c$ is the core temperature at the CMB, $T_i$ is the temperature at the centre of the planet, or at the ICB if an inner core exists. The kink in $T_i$ at 3500 Myr is due to the onset of inner core solidification. (b) Heat output and inner core size as a function of time. $Q_M$ is the surface heat loss, $H_m M_m$ the mantle contribution from radioactive decay and $Q_C$ the core heat loss. The inner core size is normalised by the core radius.

growth history, demonstrating that it is young (1.1 Gyr) and at the correct present-day size. The entropy production rate increases when the inner core solidifies, due to additional release of latent heat and compositional convection. Prior to inner core formation, the dynamo was maintained by the relatively rapid cooling rate of the core, plus radioactive decay.

The above model produces results compatible with our understanding of present-day Earth structure and geodynamo history. However, it does so mainly because of the presence of 400 ppm potassium in the core. Similar models run without potassium generally result in an inner core which is much too large. This is because the heat released by the potassium reduces the rate at which the core cools and the inner core grows. In the absence of potassium, the core cooling rate has to be significantly reduced to generate an inner core of the correct present-day size. However, a lower core cooling rate and an absence of potassium means a reduction in the rate of entropy production (Fig. 6). There is thus a tradeoff between getting the correct inner core size (which requires slow cooling) and generating enough entropy to drive the dynamo (which requires rapid cooling).

This tradeoff is shown explicitly in Fig. 8, which plots the mean entropy production rate against the present-day inner core size. Except at large inner core sizes, increasing the entropy production rate also results in a larger inner core. Adding potassium to the core shifts the curves to higher
rates of entropy production for a given inner core size, because potassium both delays core solidification and is an additional entropy source. The curves demonstrate that none of the models lacking potassium are able to match both the entropy and the inner core size requirements simultaneously. It also turns out that none of the models with a correct present-day inner core size resulted in a core older than 1.5 Gyr.

The results presented here depend on a large number of parameters, many of which are poorly known. Furthermore, as discussed above, the parameterised calculations are unlikely to capture the full complexity of convection in the Earth. Nonetheless, the two main results — that the inner core is young, and that potassium is likely present in the core — are relatively robust. For instance, appealing to initially hotter core temperatures (rather than potassium) to delay inner core formation fails because the mantle is more efficient at cooling the core at higher temperatures.

Other authors have derived similar results using different techniques. For instance, Buffett [2002] found that obtaining an ancient inner core required a present-day heat flux across the CMB much lower than that inferred (Fig. 1c). To solve this problem he posited a significant amount of radioactive heat production, either within the bottom mantle boundary...
layer or in the core. Both Roberts et al. [2003] and Labrosse et al. [2001] examined the evolution of the core for specified CMB heat fluxes, and concluded that an inner core age of $1 \pm 0.5$ Gyr was most likely in the absence of any radiogenic heating.

In summary, whether or not a dynamo operates is ultimately controlled by the ability of the mantle to extract heat. There appears to be general agreement that both the present-day thermal structure of the Earth, and the maintenance of a dynamo, are compatible with a present-day CMB heat flux of about $9 \pm 3$ TW [Buffett (2003); Labrosse and Macouin (2003); Nimmo et al. (2004)]. This heat flux implies an inner core age of $<1.5$ Gyr. Parameterised thermal evolution models suggest that maintaining a dynamo over Earth history while producing an inner core of the correct size is difficult (Fig. 8), because the dynamo requires rapid core cooling, while the small inner core requires slow core cooling. A possible resolution of this paradox, which is supported by experimental results, is the presence of O(100) ppm potassium in the core, generating 1.5–3TW of radioactive heating at the present day.

6. Other Silicate Bodies

Although the bulk of this paper has focussed on the Earth, many of the principles discussed can be applied equally well to other silicate bodies. In this section, we discuss some useful generalisations of the principles; describe briefly the data on cores of other planets; and suggest how these data might be interpreted. A useful summary of current understanding is in Stevenson [2003].

Figure 6 showed that sustaining a dynamo depends mainly on the rate of core cooling, and Sec. 5.2 argued that the core cooling rate is ultimately controlled by the rate at which the mantle can extract heat. The Earth is the only silicate body which currently exhibits plate tectonics; the other terrestrial planets do not have mobile plates, and as a result mantle cooling (and thus core cooling) is likely to be less rapid.

In the absence of an inner core, heat must be extracted at a rate exceeding the adiabatic core heat flux. This adiabat depends on gravity, and thus the size of the planet. However, the mantle’s ability to extract heat also depends on gravity, though less strongly. This simple analysis suggests that, other things being equal, it is easier to maintain dynamos in small bodies than larger ones at the same temperature. On the other hand, since larger bodies take longer to cool than small ones, and are likely to begin at higher
temperatures, a dynamo (if present) is likely to persist for longer in a larger body. Of course, there are numerous additional complications, notably the increase in mantle viscosity (and decreasing mantle heat flux) with pressure, and the possible presence of an inner core. Nonetheless, this analysis suggests that a dynamo in a Moon- or Ganymede-sized body \((g \approx 1 \text{ m s}^{-2})\) should be relatively easy to maintain, while mantle cooling on an Earth-sized body lacking plate tectonics is likely too sluggish to allow a dynamo to operate.

The role of gravity is also important because it controls the relative slopes of the core adiabat and melting curve. For the Earth, the adiabat is shallower than the melting curve (Fig. 1c); but for Mars, the two curves are roughly parallel [Williams and Nimmo (2004)], and for even smaller bodies the adiabat may become steeper. Since the intersection of these curves determines the location of the inner core, it is clear that varying the gravity can have a dramatic effect on inner core behaviour.

The discussion of the Earth’s dynamo showed that the role of contaminants in the core is important. In the solar system at large, the most significant contaminant is likely to be sulphur, which is both abundant and has a strong tendency to partition into iron at low pressures. Sulphur has two important effects. Firstly, at low pressures it can dramatically reduce the melting temperature of iron [Fei et al. (1997)]. Secondly, a core which is initially rich in sulphur (> 21 wt%) will expel a dense fluid as it solidifies, which is the opposite case to that for the Earth’s core. This behaviour is a consequence of the iron-sulphur phase diagram [Fei et al. (1997)]. The solidifying material will have a comparable density to that of the initial fluid [Kavner et al. (2001); Sanloup et al. (2002)].

The effects of gravity and sulphur can be combined into a single diagram to generate four possible scenarios for the core (Fig. 9). The top left panel depicts the situation for Earth, where the adiabat is shallower than the melting curve, and the fluid expelled from the inner core is low density. The top right curve is similar, except here the fluid expelled from the inner core is high density (this situation applies to a sulphur-rich core). In this case, compositional convection will not occur, and the probability of generating a dynamo will be significantly reduced. The bottom left panel has an adiabat steeper than the melting curve, and a light fluid. Here core solidification will start at the outer core boundary. The solid core material is presumed to sink, re-melting as it does so and generating compositional convection; the fluid released during solidification will be stably stratified at the outer core boundary. Finally, the lower right panel shows a similar situation but
Fig. 9 Different potential geodynamo regimes (see text). Labelled lines denote core melting curve (M) and adiabat (A). Fluid outer core and fluid released during core solidification have densities $\rho_c$ and $\rho_f$, respectively. The case of $\rho_c < \rho_f$ corresponds to a sulphur-rich scenario. For the sulphur-rich case we are assuming that the solid material is denser than the outer core fluid, which is uncertain.

with a dense fluid. In this case, both fluid and (re-melting) solid will tend to sink, generating vigorous convection.

It is clear that these different scenarios will have very different implications for core and dynamo evolution. Unfortunately, only one scenario has been studied in any detail. Although this scenario is likely appropriate to Earth and Venus, other bodies (especially Ganymede) may lie in quite different regimes.

6.1. Observations and deductions

Figure 10 shows a selection of silicate bodies of interest. As explained in Sec. 2, density and moment of inertia data suggest that all possess cores, and tidal observations suggest that many have cores which are at least partially liquid. More interesting are the available magnetic observations. The Earth, Ganymede [Kivelson et al. (2002)], Mercury [Connerney and Ness (1988)] and possibly Io [Kivelson et al. (2001)] have predominantly dipolar magnetic fields at the present day, which are likely the result of active dynamos. The Moon [Hood et al. (2001)] and Mars [Acuna et al. (1999)]
do not have global fields now, but show local magnetic anomalies which are likely the result of an ancient dynamo. In the case of Mars, these crustal anomalies are enormous — an order of magnitude stronger than their terrestrial equivalents. Venus does not possess a global field [Russell (1980)], and the surface temperatures are too high to retain magnetic anomalies.

How might these disparate observations be explained? The case of Venus is relatively straightforward: As suggested by the analysis above, an Earth-size planet which lacks plate tectonics is likely cooling too slowly to allow generation of a dynamo [Nimmo (2002)]. The ancient dynamo on Mars suggests early, rapid cooling; possible explanations for this are an early episode of plate tectonics [Nimmo and Stevenson (2000)], overturn of an initially unstably stratified mantle [Elkins-Tanton et al. (2003)], or an initially hot
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core [Williams and Nimmo (2004)]. With the exception of plate tectonics, similar arguments probably apply to the Moon [e.g. Stegman et al. (2003); Collinson (1993)], although an alternative not requiring a dynamo is local magnetisation by impact-generated plasmas [Hood and Huang (1991)].

Mercury is more puzzling. It is not clear that a dynamo is the only way of generating its magnetic field [Schubert et al. (1988); Aharonson et al. (2004)]. If a dynamo is operating, it is hard to understand how: Mercury has been geologically inactive for 4 Gyr and must be cooling sluggishly at present [Hauck et al. (2004)]. Potassium is not an attractive explanation because it is probably too volatile to have been present when Mercury was forming; tidal heating may be an option but depends on very poorly known parameters [Schubert et al. (1988)].

The dynamo of Ganymede is equally poorly understood. Firstly, Ganymede may be sulphur-rich, in which case it probably occupies a different regime of parameter space to the other terrestrial planets (Fig. 9). Secondly, the strong background magnetic field of Jupiter may have important effects [Sarson et al. (1997)]. Thirdly, Ganymede’s thermal evolution was probably drastically influenced by an episode of tidal heating midway through its history [Showman and Malhotra (1997)], with consequences for the dynamo which remain obscure.

It is clear that our understanding of planetary dynamos remains rudimentary. This is in part due to the absence of data, especially time-resolved data, compared to the Earth. But it is also true that comparatively little theoretical effort has been devoted to understanding dynamos which may operate in quite different regimes from the familiar terrestrial one (Fig. 9). The acquisition of new data is likely to be a time-consuming and expensive process; it is to be hoped that swifter progress will be made in the theoretical understanding of planetary dynamos.

7. Conclusions

In the last decade, there have been three main advances in our understanding of the Earth’s core and dynamo. Firstly, a combination of improved experimental and numerical techniques have allowed much tighter constraints to be placed on the density and melting behaviour of iron and iron compounds, and thus on the likely properties of the core. Secondly, numerical models generating realistic-looking dynamos have been achieved; these models make it possible to use the time-dependent behaviour of the Earth’s magnetic field as a constraint on the behaviour of the core and
mantle. Finally, the first two advances now allow the evolution of the core and dynamo to be investigated. Preliminary results suggest that the inner core is a young (< 1.5 Gyr) feature, and that part of the energy driving the dynamo may be provided by radioactive decay within the core.

The next decade is likely to see a change in emphasis. Despite the success of numerical models up to now, it is likely that future studies of both core properties and dynamo behaviour will be increasingly influenced by experimental results. As the crucial parameters become more tightly constrained, investigating the coupled core-mantle evolution problem will develop as a major area of interest. Observational constraints on the Earth’s magnetic field are unlikely to improve significantly, but data on planetary magnetic fields will be dramatically expanded. The MESSENGER spacecraft will comprehensively characterise Mercury; the Dawn spacecraft will investigate the apparently magnetised asteroid Vesta; and sample return from both the Moon and Mars may take place. As the planetary observations improve, significant theoretical effort will need to be devoted to dynamos which may behave in very different ways to the Earth’s. Thus, four centuries after the first publication in geomagnetism, this field shows no signs of dissipating.
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When whole mountainsides collapse, they feed giant landslides that travel kilometres within minutes. Their size and speed prevent effective hazard mitigation after collapse. Risk reduction therefore depends on advance warning of collapse, as well as assessment of how far such a landslide might travel. Early studies invoked special mechanisms to explain catastrophic collapse and runout. It is now apparent, however, that their core behaviour can be explained in terms of common physical processes, from accelerating crack growth before failure to pressurised granular flow during transport. Nevertheless, as mountainous districts become more populated, new data are required to enhance current methods of evaluating the threat from giant catastrophic collapse.

1. Catastrophe in the Mountains

On Wednesday, 9th October 1963, Longarone awoke to brilliant sunshine along the Piave Valley in Italy’s northeastern Alps [Merlin (1997)]. By the end of the day, the town ceased to exist. At 10:42 in the evening, a wall of water 70 m high crashed through the settlement, sweeping away almost every building and extinguishing more than 2000 lives [Merlin (1997); Müller (1964); Hendron and Patton (1985)].

The cause of the tragedy was a collapsing mountainside, which failed behind the new Vajont (also spelt “Vaiont”) dam two kilometres away. Designed to impound some 150 million m$^3$ of water, the dam was at the vanguard of civil engineering and rose 262 m above the floor of the Vajont river, which ran through a narrow gorge into the Piave (Fig. 1).
Filling of the reservoir had begun in February 1960. Within eight months, an M-shaped crack, almost 2 km long and 500–600 m above the valley floor, had opened across Mt. Toc, which formed the southern flank of the reservoir next to the dam. During the following three years, the crack continued to widen at rates of millimetres a day. The rate increased with the depth of water in the reservoir, raising the belief that movement of Mt. Toc could be controlled by regulating the water level. This expectation, together with economic and political pressures, encouraged the drive to test the reservoir at full capacity by the Autumn of 1963.

Once again, the rate of slope movement increased as the water level rose, reaching centimetres a day during early September. In a bid to slow the movement, drainage of the reservoir was started at the end of the month. On this occasion, however, the acceleration continued, exceeding 20 cm a day by October 8th [Hendron and Patton (1985)]. Finally, at 22:39 on October 9th, Mt. Toc collapsed. Within 45 seconds, 270 million m$^3$ of rock had crashed into the reservoir. After sweeping 245 m up the north flank of the reservoir, a wave of water overtopped the dam by more than 100 m. Minutes later, it had overwhelmed Longarone and its neighbours, Pirago, Villanova, Rivalta and Fae, erasing them all from the face of the Earth.
2. The Threat from Sturzstroms

Although initiated by human activity, the collapse of Mt. Toc was not an unusual geological event. Giant volumes of rock fail catastrophically several times a decade, mostly in young mountain ranges and at volcanoes. The resulting landslides have normally acquired minimum velocities of 100–200 km h\(^{-1}\) after collapse; unless trapped by topography, as happened at Mt. Toc, they have the potential to travel large distances and to wipe out entire communities [Voight (1978)]. Such behaviour emerges when the collapse volume exceeds between 1 and 10 million cubic metres [Hsü (1975); Melosh (1987)]. Subaerial landslides have maximum recorded volumes approaching 30 km\(^3\); submarine landslides may be more than 10 times larger. The mechanical energy released is commonly between \(10^{14}\) and \(10^{17}\) J on land and up to at least \(10^{19}\) J beneath the sea; for comparison, earthquakes of Richter Magnitude 8–9 release some \(10^{17}\)–\(10^{18}\) J. The implied rates of energy release place giant, catastrophic landslides among the most powerful natural hazards on Earth.

The rapid final acceleration to collapse and large subsequent velocities have been cited as evidence that sturzstroms are produced under unusual conditions. As a result, previous studies of sturzstrom emplacement have focussed on exotic mechanisms for increasing their mobility with respect to the properties of smaller landslides. Recently, however, it has become clear that exotic mechanisms, although they may operate on occasion, are not essential for explaining catastrophic collapse and sturzstrom runout. Rather, the behaviour of such landslides can be explained in terms of well-known physical processes, so offering the prospect of developing reliable models for forecasting collapse and the area vulnerable to destruction.

3. Characteristics of Sturzstrom Deposits

Few direct observations exist of sturzstrom emplacement: Most eyewitnesses have been victims or were fleeing for their lives at the time. Recurring features are the suddenness of slope failure and the high speed of the landslide. Additional features from emplaced deposits include:

(1) Deposits tend to appear as wide sheets, with peripheries that are often lobate or divided into tongues (Fig. 2); the surface area of a deposit is normally greater than that of the collapse scar, indicating that the landslide has spread during travel [Hsü (1975)].
Fig. 2 The subaerial Blackhawk landslide (black), 150 km from Los Angeles, California. About 300 million m$^3$ collapsed 18,000 years ago to form a lobate tongue 10–30 m thick, 2 km wide and 7 km long that spread over the desert in the Lucerne Valley from mountains of gneiss (dark grey), sandstone and limestone (light grey) and breccia and conglomerate (cross-hatched). Modified from Shreve [1968].

(2) Deposits usually preserve their pre-failure stratigraphy, such that a pre-failure sequence of, for example, gneiss over limestone would yield a deposit of broken gneiss on top of disrupted limestone; evidently, mixing is rare between different levels of a sturzstrom [Erismann (1979); Erismann and Abele (2001)].

(3) The surfaces of deposits are fragmented, with debris ranging from fine grains to blocks the size of a house (Fig. 3) [Voight (1978)].

Together, these characteristics suggest that (1) sturzstroms do not behave as rigid blocks, but can effectively flow during emplacement; (2) deformation is concentrated within restricted horizons, against which adjacent layers can move with only a small amount of internal deformation, so inhibiting mixing between layers; and (3) fragmentation may exert an important control on dynamic behaviour. Although these key features have long been recognised, uncertainty has continued on the factors that favour such circumstances [see Melosh (1987); Kilburn (2001)]. Much of this uncertainty has been encouraged by the view that sturzstroms are exotic landslides and so require exotic mechanisms to explain their behaviour. An alternative view, which will be explored here, is that sturzstroms are a natural result of granular fluids being deformed along restricted horizons [Campbell (1989); Iverson (1997); Kilburn and Sørensen (1998); Kilburn (2001)].
4. The Evolution of Sturzstroms

By focussing on final deposits, the list of sturzstrom characteristics reflects the state of a landslide as it comes to rest. Occasionally, a deposit may also yield clues as to how a sturzstrom evolves. An excellent example is the sturzstrom deposit at Kofels, in the Austrian Tyrol [Erismann and Abele (2001); Sørensen and Bauer (2003)] (Fig. 3). The 2.5 km$^3$ landslide is the largest in the crystalline Alps and was emplaced about 8700 years ago (estimated from radiocarbon dates of deformed wood in landslide sediment [Sørensen and Bauer (2003)]). The collapse removed the peak of the Fundus crest, at about 2400 m above sea level, and carried material across the Ötz valley, some 1300 m below, before climbing 500 m up the facing valley wall into the Horlach hanging valley. Covering 13 km$^2$, the sturzstrom dammed the River Öztaler Ache and reached just over 5 km from the Fundus crest.

The river has since cut a new path through the middle of the landslide, where the deposit was originally some 300–400 m thick. It is now flanked in some sections by cliffs of augengneiss, which from a distance appear to be intact (Fig. 3) but which, when viewed close-up, are seen to be criss-crossed by subvertical and subhorizontal hairline fractures, centimetres to decimetres apart. Remarkably, adjacent pieces have not moved with respect to each other. Except for the fracturing, therefore, the main body of at least the proximal half of the deposit was emplaced with minimal internal deformation. In contrast, the toe of the landslide, which is tens of metres...
thick, is a fragmental deposit with debris ranging from grains to blocks up to tens of metres across (Fig. 3).

The key point here is that most of the Kofels sturzstrom did not break into loose debris during collapse and runout. Complete disruption occurred only towards the distal end of the landslide. It is possible that, should runout have continued further, the whole landslide might have become disrupted to yield a completely fragmented final deposit. The corollary is that even for deposits which are giant masses of debris, the parent sturzstrom need not have spent most of its emplacement in such a condition. Whole-sale disruption, therefore, cannot be an essential feature of sturzstrom behaviour. Hence, if the state of the main body is not crucial, then conditions at its base must exert the primary control on how far a sturzstrom can travel.

Unfortunately, basal layers are rarely exposed in sturzstrom deposits. The few published descriptions show a wide range of features, including:

1. Mud that was under sufficient pressure to inject itself upwards between gaps in the overlying landslide [McGuire et al. (2002a)].
2. Mud that was entrained by the sturzstrom as it eroded the ground [Dutton (2004)].
3. Carbonate horizons that have been calcined, with the original calcium carbonate having been broken down into calcium oxide and carbon dioxide, of which the latter has escaped [Hewitt (1988)].
4. Rare glassy layers that indicate rock melting [Erismann and Abele (2001)].

Although very different, the descriptions suggest that basal layers can be expected to consist of fragmented rock, which is probably fine grained and at elevated temperature (sufficient in the extreme to disassociate carbonate rock or to induce melting), mixed together with a pressurised fluid (e.g. water, steam or CO$_2$). In other words, the basal layers of sturzstroms are expected to be pressurised granular fluids. Such requirements provide useful constraints on dynamical models for explaining how far a sturzstrom can travel.

5. The Importance of Sturzstrom Volume

Sturzstroms tend to travel greater distances as their volume increases. The nature of the volumetric control reflects the dynamics of sturzstrom emplacement; it is also important for evaluating which districts are at risk,
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Fig. 4 Variation of subaerial sturzstrom runout length ($L$) and energy line ($H/L$) with deposit volume ($V$). In $a$, the solid lines show an $L-V^{1/2}$ relation and the broken lines an $L-V^{1/3}$ trend; both trends are consistent with observation. In $b$, the solid lines show a $H/L-V^{-1/6}$ relation and the broken line an $H/L$ trend independent of volume (in this case, $H/L = 0.5$). In $a$ and $b$, the solid lines correspond to viscous deformation in a basal layer, whereas the broken lines correspond to sliding or to collisional or turbulent flow in the basal layer.

since the volume of an unstable slope may be known before collapse. Arguments have been made that runout length ($L$) increases with either the cube root [Davies (1982); Dade and Huppert (1998)] or with the square root [Kilburn and Sørensen (1998); Kilburn (2001)] of volume ($V$). As shown in Fig. 4, field data are sufficiently scattered to accommodate either relation. Fortunately, a second relation exists between sturzstrom volume and runout that can help not only to identify the preferred $L-V$ trend, but also to indicate a landslide’s preferred mode of resistance to motion.

The second volume relation concerns a sturzstrom’s energy gradient, or energy line, which measures how rapidly a landslide loses energy with distance from its source [Hsu (1975); Malin and Sheridan (1982)]. For simplicity in field measurement, the energy line is defined as $H/L$, the ratio of vertical to horizontal distance between the top of the landslide scar and the toe of the deposit (Fig. 5). Thus defined, the energy line has become
Fig. 5 Definition sketch for dimensions used in describing sturzstrom deposits. Analyses that use $H/L$ as a measure of friction should properly use the corresponding distances between the landslide’s centre of mass before and after collapse. However, the adjusted values do not significantly change the logarithmic $H/L$ trend in Fig. 4.

important for practical and theoretical reasons. First, $H/L$ is the tangent of the angle $\alpha$ linking the endpoints. When drawn on a topographic cross-section, the point where the energy line intersects the ground marks the runout distance of the sturzstrom, independent of the intervening topography [Hsü (1975); Malin and Sheridan (1982)] (Fig. 5); such a simple procedure is obviously helpful for hazard evaluation, especially when under stress during an emergency, provided that $H/L$ is known before collapse.

Second, if it is assumed, as has commonly been the case, that a sturzstrom behaves like a rigid sliding block, it is easy to show that, if the base of the block maintains a constant frictional resistance during collapse and runout, $H/L$ is equivalent to the coefficient of sliding friction, $\mu$, between the base of the landslide and the ground [Hayashi and Self (1992)]. Experiments indicate that $\mu$ is about 0.5–0.6 for rock and some clay [Hoek and Bray (1981)]. Sturzstroms, however, are characterised by $H/L$ from about 0.5 to about 0.03, the value tending to become smaller as volume increases (Fig. 4).

The friction coefficient describes the fraction of total surface area that is in contact between adjacent surfaces; it is less than 1 between uneven surfaces, because gaps are maintained where opposing irregularities are unable to lock together. By equating $H/L$ with $\mu$, therefore, early analyses sought to explain the small values of $H/L$ for sturzstroms by invoking mechanisms that reduce a landslide’s contact with the ground. Initial explanations focussed on the support of a pressurised fluid, including trapped air, vapour produced by frictional heating of landslide pore water, and gases released by the thermal disassociation of parent rock (these mechanisms are discussed
in Melosh (1987) and Kilburn (2001) and references therein). A popular alternative was acoustic fluidisation [Melosh (1987)], according to which the irregular motion of a sturzstrom, treated as a fragmented body, generates pressure (acoustic) waves that allow adjacent surfaces to become temporarily separated. Further models have sought to reduce $H/L$ by appealing to basal melting [Erismann (1979); Erismann and Abele (2001)] or to an additional source of mechanical energy, such as stored strain energy, that drives sturzstroms further than expected by conventional models, even without changing $\mu$ [Davies and McSaveney (2004)].

Although each explanation has its particular attraction, none has accounted for the volume-related trends in Fig. 4. A major obstacle has been the often implicit assumption that sturzstroms should slide as rigid blocks. This obstacle disappears if, instead of rigid sliding, sturzstroms are considered to runout over basal layers that behave as granular fluids (Sec. 4); indeed, such an approach can retain the importance of a pressurised basal fluid while accounting for the trends in Fig. 4.

6. Resistance to Motion in Basal Granular Fluids

The trends in Fig. 5 suggest that sturzstroms may be emplaced under similar dynamic conditions. It is possible that these conditions can be satisfied by more than one process. Rather than speculate on a particular process for reducing friction, therefore, it is more rewarding first to identify constraints on the essential dynamic conditions; the constraints can later be used to investigate the effectiveness of a specific process.

Field observations (Sec. 4) are consistent with the basal layers of sturzstroms behaving as pressurised granular fluids. Several sources may contribute to the fluid phase (Secs. 4 and 5). Their relative importance is not discussed here; instead, it is assumed that a fluid phase is normally present. As a sturzstrom advances, it leaves behind material in its wake, some of which comes from the basal layer. For similar dynamic conditions to be maintained, therefore, the basal layer must be replenished with new material during transport, and possible sources are (1) material entrained from the head and sides of a spreading sturzstrom, including the air around it, (2) material reaching the base by falling down from the main body, and (3) material entrained from the ground. Although a different combination of sources may be important to any given sturzstrom (and, indeed, at different stages during its emplacement), the key condition is that the basal layer is maintained, independent of the specific source of replenishment.
Energy in the basal granular fluid may be dissipated by inelastic collisions between fragments, by solid friction between fragments, and by the deformation of any fluid between the fragments \cite{Iverson1997}. At low rates of deformation, fragments collide weakly and most energy is lost by grains sliding past each other. At higher rates, the control on energy loss depends on the condition and amount of any interstitial fluid: When the fluid is dilute or in small quantities, energy losses are dominated by collisions among fragments; otherwise, energy is consumed mainly in deforming the interstitial fluid, which may deform in a laminar or turbulent manner.

The three potential controls on energy loss — sliding, colliding or fluid deformation — depend in distinctly different ways on the conditions of emplacement (Appendix). Thus, sliding resistance increases with the pressure (and, hence, thickness) of the overlying landslide, but decreases with increasing fluid pressurisation; collisional energy losses and turbulent fluid resistance increase with the square of the landslide’s velocity; and laminar fluid resistance increases with the viscosity of the interstitial fluid and with landslide velocity. Both thickness and velocity can be linked to sturzstrom volume, so that the trends between \(L, H/L\) and \(V\) (Fig. 5) can be used to infer the dominant resisting mechanism.

7. Quantifying Sturzstrom Runout

Sturzstrom advance is controlled by how resisting stresses consume the potential energy released during collapse (through conversions of potential to kinetic energy and of kinetic to frictional energy). By equating the total amounts of potential and resisting energy involved (Appendix), runout length is expected to increase in proportion with drop height \(H\) and volume, but in inverse proportion to the basal resisting stress \(\tau\) and basal area of the landslide. By geometry, \(H\) and \(A\) will increase with \(V^{1/3}\) and \(V^{2/3}\) respectively (Appendix). The final volumetric control on runout length and energy line therefore depends on its influence also on the resisting stress.

The large velocities attained by sturzstroms additionally suggest that friction is not significant during collapse, when the landslide accelerates, but becomes important during runout from the collapse scar. In this case, a simple conversion of potential to kinetic energy during collapse indicates that landslide velocity varies in proportion to \(V^{1/6}\) (Appendix). Accordingly, the resisting stress will be proportional to \(V^{1/3}\) for sliding (through landslide thickness) and for collisional energy loss and turbulent flow
(through the square of the velocity), but proportional to $V^{1/6}$ for viscous resistance during laminar flow (through velocity alone).

Combining the scaling relations then gives runout length proportional to $V^{1/3}$ for sliding, collisional and turbulent flow in the basal layer, but proportional to $V^{1/2}$ for viscous deformation. Both sets of relations could account for the length-volume trends in Fig. 4. However, when applied to $H/L$, the stress relations yield no volumetric dependence for sliding, collisional or turbulent flow, but a decrease with $V^{1/6}$ for viscous resistance. The latter trend alone is consistent with observation (Fig. 4). Thus, only viscous-dominated resistance can account for both the length-volume and $H/L$-volume trends.

The factors favouring a predominantly viscous response are (1) a high fluid pressure (for reducing energy losses by sliding), (2) a small thickness for the basal layer (Appendix), and (3) a large effective viscosity for the interstitial fluid (for raising the viscous stress and preventing turbulent flow). Smaller-volume sturzstroms will also favour lower energy losses from sliding and collisions (through landslide thickness and velocity, respectively). The simplest preferred state for viscous resistance is thus a basal layer containing pressurised mud, a combination consistent with three of the four observations of exposed basal layers given in Sec. 4. The fourth condition, for rock melting, may thus be viewed as a limiting case when viscous heating becomes sufficiently large.

8. Minimum Volume for Sturzstroms

As well as influencing runout conditions, sturzstrom volume is also important for initiating sudden collapse and, hence, for providing the accelerations necessary for sturzstroms to achieve high velocities. Thus, on Earth, the minimum volume for subaerial catastrophic collapse is on the order of millions of cubic metres [Hsü (1975); Melosh (1987)]. Failure normally occurs on slopes greater than 20° and produces scars with geometries similar to those associated with a wide range of other types of landslide [McGuire et al. (2002b)]. An essential difference is that, for catastrophic collapse, the zones of failure have minimum thicknesses of tens of metres.

Although giant catastrophic collapse may be triggered by large earthquakes [Keefer (1984)] (typically with Richter Magnitudes of 6.5 or more), it may also be preceded by months to decades of accelerating creep [Voight (1978)]. The factors controlling instability, therefore, must be able to evolve
slowly towards a critical state, after which a sudden change occurs to promote catastrophic failure; they can also be accelerated by earthquakes, but their operation must not depend on such sources of external energy alone.

By virtue of their rapid onset in frequently remote areas, accelerating movements before sudden failure are rarely monitored. A classic exception is the set of deformation data for Mt. Toc before it collapsed into the Vajont reservoir. Gathered for economic concerns, the data show a hyperbolic increase in the rate of movement for at least two months before collapse (Fig. 6). This acceleration raised rates of movement to more than 20 cm d$^{-1}$ during 8 October 1963, the day before catastrophic collapse [Hendron and Patton (1985)]. Extreme guesses at the time might have anticipated maximum velocities during collapse perhaps 10,000 times greater, at about 2 km d$^{-1}$; even so, Mt. Toc would have required 6 hours to enter the Vajont reservoir. At such rates no catastrophe was foreseen. In the end, the mountain collapsed with a mean velocity of 40 km h$^{-1}$.

Failure occurred along a clay-rich horizon as much as 200 m below the surface (Fig. 2) after at least a month of heavy rainfall [Müller (1964)]. Increased water pore pressure is thus commonly cited as the key destabilising factor. Indeed, frictional heating of water in the clay, and the consequent decrease in its sliding resistance, has been proposed as the trigger for catastrophic final acceleration [Hendron and Patton (1985); Voight and Faust (1982)]. However, pore pressure alone cannot explain the consistent

![Fig. 6 Inverse rates of horizontal slope movement for the two-month period before the catastrophic collapse of Mt. Toc on 9 October 1963. Linear regression gives $R^2 = 0.99$. A linear inverse rate is equivalent to a hyperbolic increase in deformation rate with time. Modified from Kilburn and Petley [2003].]
style of acceleration for 60 days or more before collapse, suggesting that an additional factor was important [Kilburn and Petley (2003)].

As it happens, water is also extremely efficient in corroding rock (including clay) under stress [Atkinson (1984); Main et al. (1993)]. Corrosion weakens the tips of cracks existing in rock, promoting their growth and eventual coalescence. Initially, the fractured zones remain isolated and the unstable slope deforms slowly because its bulk resistance is controlled by the strength of intact rock. Movement accelerates when the fractured zones begin joining together, so reducing the proportion of intact rock along the future plane of failure; this stage is associated with a hyperbolic increase in the rate of cracking and, hence, also in the rate of slope movement [Kilburn and Petley (2003); Kilburn (2003)].

When the fracture zones finally unite into a single discontinuity, the bulk resistance suddenly decreases to that for sliding along the new failure surface. The drop in resistance may be as much as 20% of the intact rock strength, sufficient to accelerate a landslide to 100 km h\(^{-1}\) within a minute [Kilburn and Petley (2003)], without recourse to frictional heating of pore water (although such heating would reinforce the acceleration). Slow rock cracking has thus the characteristics required for a period of accelerating creep to culminate in catastrophic collapse. Moreover, brittle deformation is expected at depths of tens of metres or more, because such levels commonly consist of brittle bedrock and, even when they contain clay horizons, clay at such pressures can also deform as a brittle material [Petley (1999)].

In contrast, movement at shallower depths typically involves soils and weathered rock that do not deform in a brittle manner and so do not provide a sudden drop in resistance. As a result, shallow landslides rarely have the potential for producing sturzstroms (unless assisted, perhaps, by energy supplied from earthquakes). Observation shows that unstable volumes are commonly 100–1000 times the cube of their mean thickness [McGuire et al. (2002b); Kilburn and Petley (2003)]. If the minimum depth for brittle failure is set nominally at 25 m, therefore, the minimum volume expected for a sturzstrom would be in the range 1–10 million m\(^3\), in agreement with field data [Hsü (1975); Melosh (1987)].

Development of a failure surface by slow-cracking has thus the attraction of accounting for long-term hyperbolic accelerations to failure, the rapid onset of catastrophic collapse, and the minimum volume of material required for such behaviour. It is, however, not unique as an explanation. Current investigations are exploring the alternative possibility that catastrophic collapse may also occur after extended intervals of hyperbolic
acceleration along an existing failure surface [Helmstetter et al. (2004)]. In this case, acceleration results from the progressive degradation of the failure surface during motion, leading to a self-feeding decrease in frictional resistance. It may yet emerge, therefore, that hyperbolic accelerations to catastrophe may be reached from more than one starting condition.

9. Implications for Sturzstrom Emplacement

Although rare compared with other classes of landslide [McGuire et al. (2002b)] giant, catastrophic collapse and sturzstrom formation are not the result of unusual physical processes. They are instead produced by common phenomena operating under uncommon conditions. Rather than devise separate interpretations for individual sturzstroms, therefore, it is important to identify the common conditions under which most of them are emplaced. Subsequent modelling can then address any unusual circumstances under which a particular sturzstrom has evolved.

A simple reference model follows from the volumetric controls on sturzstrom formation and runout. The minimum volume for sturzstroms can be explained by the criterion for deep-seated failure in brittle rock. After collapse, deformation is concentrated along the base of the sturzstrom, where the landslide breaks up into a granular mass. Frictional heating raises the pressure of trapped fluids and this allows the basal layer to behave as a viscous fluid. Frictional forces slow down the sturzstrom until basal deformation is dominated by sliding between fragments, which eventually brings the landslide to rest.

The runout distance increases with volume, because as volume increases the potential energy released during collapse increases proportionally more than does the rate of energy loss along the basal layer. Larger sturzstroms will thus tend to have longer emplacement times, as well as larger collapse velocities, so favouring greater runout lengths. Under such boundary-layer flow, the energy line $H/L$ depends on landslide volume and mean density, the viscosity and thickness of the basal layer, and on gravity (Appendix). Improved forecasts of runout distance will therefore require a better understanding of basal layers and more reliable methods for estimating the volume of an instability before collapse. Such advances are crucial. As populations migrate into mountainous regions, so the risk from sturzstroms increases. It is thus imperative that new field and experimental data are acquired to enhance current models of how sturzstroms behave.
10. Appendix

The resisting shear stress $\tau$ along the base of a sturzstrom can be expressed as: (1) for sliding, $\tau \propto \rho gh (1 - P^*)$; (2) for collisions and for turbulent fluid deformation, $\tau \propto \rho U^2$ (the constant of proportionality depending on the specific mechanism involved); and (3) for laminar fluid deformation, $\tau \propto \eta U/d$, where $\rho$, $h$ and $U$ are the sturzstrom’s mean density, thickness and forward velocity, $g$ is gravitational acceleration, $\eta$ is the mean effective viscosity of interstitial fluid (which, for simplicity, is assumed to have a newtonian rheology) and $d$ is the mean thickness of the basal layer; $P^*$ is the ratio of interstitial fluid pressure to the overburden pressure, $\rho gh$.

Equating potential and resisting energy yields $L = (\rho g/\tau) (H/A)V$, where $A$ is the mean basal area over which the resisting stress $\tau$ acts during emplacement. By geometry, $H \propto \{1 + [(y - r)/z]\}V^{1/3}$ (since $z \propto V^{1/3}$) and $A \propto V^{2/3}$, where $z$ is the vertical extent of the collapse scar, $y$ is the vertical drop to the lowest point below the scar reached by the landslide, and $r$ is the vertical runup from the lowest point (Fig. 6). $L$ and $H/L$ can thus be rewritten as $L \propto (\rho g/\tau)[1 + (y - r)/z]V^{2/3} \propto V^{2/3}/\tau$, and $H/L \propto (\tau/\rho g)V^{-1/3} \propto \tau V^{-1/3}$. A simple conversion of potential to kinetic energy during collapse yields $U \propto (gz)^{1/2} \propto V^{1/6}$, because $z \propto V^{1/3}$. Combining this relation with those above for resisting stress yields the volumetric controls expected for different modes of energy loss, as described in Sec. 7.
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The earthquake cycle is poorly understood. Earthquakes continue to occur on previously unrecognised faults. Earthquake prediction seems impossible. These remain the facts despite nearly a hundred years of intensive study since the earthquake cycle was first conceptualised. Using data acquired from satellites in orbit 800 km above the Earth, a new technique, radar interferometry (InSAR) has the potential to solve these problems. For the first time, detailed maps of the warping of the earth’s surface during the earthquake cycle can be obtained with a spatial resolution of a few tens of metres and a precision of a few millimetres. InSAR does not need equipment on the ground or expensive field campaigns, so it can gather crucial data on earthquakes and the seismic cycle from some of the remotest areas of the planet. In this article, I review some of the remarkable observations of the earthquake cycle already made using radar interferometry, and speculate on breakthroughs that are tantalisingly close.

1. The Earthquake Cycle

In the small hours of 17 August, 1999, the largest earthquake to hit Turkey in 60 years devastated the town of İzmit and the surrounding region. More than 18,000 people lost their lives and 250,000 people were made homeless. The earthquake cost the Turkish economy around $6 billion. The İzmit earthquake, like most large continental earthquakes, literally tore the Earth — the pulse emanating from the epicentre at a speed of 11,000 km/h ruptured a 130 km section of a major fault in the earth’s crust.
in just 40 seconds. The region immediately to the south of the fault moved to the west when compared with the northern side; walls, roads, railway lines, rivers that once crossed the fault in a straight line were given a new step, up to 5 m in magnitude (Fig 1). This was not the first earthquake to have occurred in this area; historical records show that very similar events occurred in 1719 and 1894 [Ambraseys and Jackson (2000)]. These earthquakes occurred on the North Anatolian Fault, an extremely active fault that accommodates the westward escape of Turkey as it is squeezed between the northward motion of the Arabian plate and the Eurasian plate, which blocks its path (Fig. 2). It is this repetition of earthquakes on the same fault that we refer to as the earthquake cycle.

In its simplest form, the idea of the earthquake cycle was developed by Harry Fielding Reid, to explain observations of the San Francisco Earthquake of 1906, associated with an average of 4–5 m surface slip along 450 km of the San Andreas Fault [Scholz (1990)]. Reid examined precise survey data from a triangulation network that spanned the fault. It had been carefully measured in the 1880s, and again immediately after the earthquake. For the first time, these observations revealed the surface deformation caused by an earthquake. Points on the southwest side of the San Andreas Fault had moved to the northwest during the earthquake, compared to points on the other side of the fault. When these displacements were extrapolated onto the fault, they matched the offsets observed at the ground break. Importantly, the magnitude of movement of the survey points decayed rapidly away from the fault, so that they were small at distances of 20 km or more.

Furthermore, on comparing survey data from the 1860s with that of the 1880s, Reid noticed that the Farallon lighthouse, a point a long way to the southwest of the fault, had moved in a northwesterly direction in this period when compared to points on the other side of the fault. These observations led Reid to propose his elastic rebound model of the earthquake cycle [Fig. 3; Reid (1910)], in which “distant forces” gradually strain the region around the fault, building up elastic energy, typically over a period of hundreds to thousands of years, until frictional forces on the fault surface are overcome and breaking point is reached. The elastic energy is then suddenly and catastrophically released; the regions on either side of the fault rebound, and the ground breaks along the fault in an earthquake. The cycle then

---

*This was before the idea of plate tectonics had been developed, so Reid’s model did not suggest a driving mechanism.*
Fig. 1 Surface rupture of the Izmit earthquake. (a) Newly completed accommodation blocks, unfortunately located directly on top of the North Anatolian Fault, but fortunately yet to be occupied. The surface rupture and sense of motion is shown by the dashed lines, with the large white arrow indicating the 4 m offset in the wall to the complex as it crosses the rupture; (b) A newly created 2–3 m step in the Istanbul to Ankara mainline railway [Photographs courtesy of Aykut Barka (Istanbul Technical University)].
begins again. Over long periods of time, this *stick-slip* behaviour results in the large cumulative fault offsets observed in the geological record: Around 75 km for the North Anatolian Fault [Armijo et al. (1999)], an offset that would take something like 15,000 Izmit-like earthquakes and over 3 million years to accrue at present rates of deformation.

We now know that Reid’s elastic rebound model is too simplistic. Because it ignores changes in the properties of rocks with depth, it cannot explain why interseismic deformation is focussed on the fault that eventually ruptures, or why rapid deformation often occurs in the immediate aftermath of an earthquake (*postseismic deformation*). There is broad agreement that most continental earthquakes occur in the so-called seismogenic crust, typically the upper 10–20 km, and that this behaves elastically, just as in Reid’s model. Below this, where rocks are hotter, the material properties and behaviour of continental crust are still controversial. Observations of surface deformation at various stages in the earthquake cycle, many now coming from InSAR, are beginning to place bounds on competing models.
Monitoring Earthquake Cycle Using Satellite Radar Interferometry

2. Satellite Radar Interferometry

The majority of today’s remote sensing satellites operate at optical wavelengths, primarily recording light originating from the Sun that makes it to the satellite’s sensors having been reflected or scattered off the Earth’s surface. Radar antennae, such as those carried by the European Space Agency’s Earth Resources Satellites, ERS-1&2, are different: They actively illuminate the Earth, recording the backscattered waves, and because radar wavelengths (typically 5–25 cm) are around 100,000 times longer than the wavelength of visible light, radar travels through clouds. Radar satellites can therefore operate night and day, and in all weather conditions.

None of the radar satellites currently in orbit was designed to measure the Earth’s deformation. Nevertheless, because they are illuminating the Earth with controlled, coherent radar waves, radar interferometry is possible. In essence, interferometry works by ignoring the amplitude of the
waves that return to the satellite’s antenna. Instead, the phase\(^b\) of the wave is used (Fig. 4). We know the wavelength of the radar waves, the phase of the waves when they left the satellite, and the phase of the waves returning from a particular patch of ground (or pixel in the radar image). The distance from the satellite to the ground is simply a large unknown number of whole wavelengths (around 30 million for ERS-1&2), plus a known fraction of that wavelength, determined from the difference in phase between the waves that leave and those that return.

\(^b\)The phase of a wave describes its position within the wave cycle — i.e. if it is at a peak, or trough, or somewhere in between.
This does not initially seem like a very practical method for measuring distances, particularly when we also know that there is a random phase shift added to each measurement when the wave bounces off the ground. But imagine returning to exactly the same position in space at a different time. If nothing has changed then the phase measured for each pixel will be identical to that measured previously. On the other hand, if the distance between the ground and the satellite changes between the times, perhaps due to an earthquake, then the phase measured at the satellite will change. By creating images of these phase changes, it is possible to map deformation with a precision of a small fraction of the radar wavelength: A few millimetres for the 5.6 cm wavelength of ERS-1&2. In practice, the two radar images are unlikely to have been acquired from exactly the same position, introducing additional phase shifts due to the orbital separation and surface topography. Using an elevation model of the target area and precise orbital models, most of these phase signals can be removed, leaving those caused by surface deformation.

Figure 5 shows an interferogram of northwest Turkey, constructed from two ERS-2 radar images acquired 35 days apart, before and after the Izmit earthquake. Each of the coloured interference fringes is equivalent to a 28 mm contour (half the ERS wavelength) of surface deformation in the satellite’s line of sight (LOS). The phase measurements are relative, so to calculate the deformation at the fault you simply count the fringes from the edges of the interferogram to the fault at the centre (approximately 25 on each side) and multiply by 28 mm. In this case, the area immediately south of the fault moved more than 70 cm closer to the satellite and the area to the north moved by a similar amount, but away from the satellite. Knowing that the LOS of ERS-2 is nearly along the fault, but 23° from the vertical, and that this earthquake produced largely horizontal motion, the 1.4 m LOS offset implies a horizontal fault offset of ca. 4 m; exactly what was observed in the field.

Because none of the current crop of InSAR satellites was designed to do interferometry, the fact that we can do it at all is remarkable. The technique is a fortuitous byproduct; hence, current satellite design is not optimised for InSAR, and it is not always the first priority of the mission planners.

^By using one antenna on the Shuttle and another at the end of a 60 m long retractable boom, NASA and NIMA’s Shuttle Radar Topography Mission collected topographic interferograms for 80% of the Earth’s land surface, taking just 10 days in February 2000. These data have been used to produce a high-resolution global topographic data set.
Fig. 5  (a) Radar interferogram mapping the deformation field caused by the 1999 Izmit (Turkey) earthquake whose rupture is shown by the red line. Each coloured interference fringe is equivalent to a 28 mm contour of surface displacement in the satellite’s line of sight (LOS; red arrow); (b) LOS displacements along profile A–A’, revealing a characteristic elastic rebound form (red line). The dashed black line is a profile through a simple elastic model of the earthquake.

Images are not acquired as often as we would like and satellite orbits are generally not sufficiently well steered.

Furthermore, InSAR is only possible if the character of the ground surface does not change between image acquisitions. Otherwise, there is a change in the random phase contribution due to the interaction between the radar waves and the ground, resulting in a meaningless phase change measurement (termed incoherence). Bare rock and man-made structures often remain coherent for long periods of time, but C-band (ca. 6 cm wavelength) interferograms of forested areas, for example, can be incoherent even if the images were only acquired a day apart.d

Also troublesome is the Earth’s changing atmosphere: Water vapour concentrations, in particular, distort the phase ruler, causing phase shifts

dThis is due to multiple scattering off leaves and small branches whose positions are unstable.
that can be confused with deformation. A thundercloud, for example, can cause phase changes equivalent to ground motions of up to 10 cm. In addition, a single interferogram can only measure surface deformation in the LOS of the satellite. The true, 3D character of the motion is lost, and we only have information from a single dimension. This can cause ambiguities in our interpretation of interferograms that lead to uncertainties in physical models. Despite these limitations, the radars carried by ERS-1 and ERS-2 in particular, have produced many important observations of the earthquake cycle.

Although this paper covers the application of satellite radar interferometry to the coseismic and interseismic phases of the earthquake cycle, InSAR has been used to measure postseismic deformation. InSAR has also imaged volcanic eruptions, the inflation of volcanoes as new magma fills buried magma chambers, and even the thermal contraction of erupted lava flows. Land subsidence due to mining, water extraction and oil wells has been measured remotely using InSAR, along with landslides and even Antarctic ice flows. For more comprehensive information on how InSAR works, and details of these other applications, refer to excellent review papers by Massonnet and Feigl [1998] and Bürgmann et al. [2000].

3. Coseismic Deformation: Images of Earthquakes

For most of the 20th century, seismology provided the only way of studying the majority of continental earthquakes. By listening to the seismic waves emanating from an earthquake, seismologists can determine the location, magnitude and type of earthquake that occurred. However, there are often large uncertainties in some of the earthquake parameters for shallow crustal earthquakes: The depth of faulting is often poorly resolved with seismology, and, except for very large earthquakes, the distribution of slip on the fault cannot be reliably determined. The 1992 Landers (California) earthquake furnished the first image of an earthquake’s deformation field, and it graced the front cover of Nature [Massonnet et al. (1993)]. Since then, InSAR has been used to map the deformation resulting from more than 40 earthquakes. This may not sound like a large number, but conventional surveying techniques had captured the deformation of less than 15 earthquakes before 1992.

The location, magnitude and type of an earthquake can be determined from its deformation field by posing the question “what type of earthquake could have resulted in this deformation?”. This is a classic geophysical
inverse problem. Given knowledge of the earthquake fault orientation and distribution of slip, it is straightforward to calculate the deformation that we would expect to observe. Doing the reverse is difficult and computer intensive, and methods for doing this are still evolving. Nevertheless, InSAR is gradually breaking seismology’s earthquake monopoly, in many cases providing vital information that was not available from seismology.

The Izmit earthquake showed how important InSAR has become. A third of the surface rupture of this magnitude 7.5 earthquake was offshore in the Gulf of Izmit, and field geologists were unable to quantify the magnitude of slip that occurred there (Fig. 5). Not only this, they concluded that the earthquake had terminated east of the prominent Hersek Delta, which crosses most of the Gulf, 35 km west of Izmit [e.g. Barka (1999)]. InSAR data showed that over 1 m of slip must have occurred beyond the Hersek Delta for at least 10 km [Wright et al. (2001b)].

The location of this termination is a crucial variable for determining the future seismic hazard for the Istanbul area. The Izmit earthquake was the seventh in a westward sequence of earthquakes that have unzipped over 1000 km of the North Anatolian Fault since 1939, in a relentless march towards Istanbul. The last major earthquakes on the North Anatolian Fault south of Istanbul were in 1509 and 1766 [Ambraseys and Jackson (2000)], leaving a ca. 160 km long seismic gap, and a potential disaster on an even bigger scale than that of 1999.

Tom Parsons and colleagues at the US Geological Survey calculated the probability of strong shaking in the Istanbul area after the Izmit earthquake. They required a historical record of earthquakes in the region, and an accurate slip model of the Izmit earthquake. The latter was important because although the Izmit earthquake provided an additional push to the areas at either end of the fault, increasing the seismic hazard there. Using InSAR data alone, we quickly produced a preliminary slip model. When combined with the long gap since the last earthquake, Parsons et al. [2000] estimated a 62% chance of strong shaking for greater Istanbul in the next 30 years: One of the highest probabilities for any fault zone in the world.

4. Interseismic Deformation

Earthquakes cannot occur without the build up of elastic strain. It is in mapping the accumulation of this interseismic strain that InSAR offers the most potential as a medium-range forecast tool. Note that I carefully avoided the term prediction, as this implies something like a 2-day
earthquake warning. An earthquake forecast would give the likelihood of an earthquake occurring over a certain time period (e.g. “There is a 62% chance of strong shaking in greater Istanbul in the next 30 years”). These medium-range forecasts are vital because they enable civil defence agencies to prepare communities through education, rebuilding and retrofitting programs.

Measuring the build up of elastic strain between earthquakes (interseismic strain) using InSAR is not straightforward. The strain rates are extremely small — the North Anatolian Fault, for example, moves at around 24 mm/yr horizontally and it therefore takes around three years to create a single interference fringe. Interseismic fault creep, where slip continues to the surface, produces a discontinuity that is relatively straightforward to observe in interferograms [e.g. Rosen et al. (1998)]. In contrast, interseismic deformation associated with faults that are locked at the surface is typically distributed on a length scale of 30–150 km and therefore much harder to distinguish from atmospheric and orbital errors.

In an ideal world, we would look at interferograms spanning a very long time interval, but, in areas such as Turkey, interferograms with time intervals of larger than 2 years are generally incoherent. We are therefore restricted to shorter-period interferograms, but these contain such a small deformation signal that they tend to be swamped by noise. To overcome this problem requires the use of multiple interferograms to amplify the tectonic signal and reduce the noise. By summing several interferograms, I was able, with colleagues, to extract the pattern of strain accumulation across the North Anatolian Fault [Fig. 6; Wright (2000); Wright et al. (2001a)]. The stacked interferogram is effectively an image of the gradual build up of elastic energy in a ca. 70 km wide zone across the North Anatolian Fault. This energy will eventually be released in an earthquake. The image is also a direct observation of plate tectonics in action, revealing the relative motion of Anatolia with respect to the Eurasian Plate.

Elsewhere, Peltzer et al. [2001] have used similar methods to measure the deformation of the San Andreas Fault Zone in southern California. My colleagues and I have also used InSAR to show that the present-day rate of strain accumulation on the major faults in western Tibet is lower than expected from geological observations [Wright et al. (2004)].

With current satellites, it is only possible to use InSAR to measure strain accumulation if ground conditions are optimal. In particular, vegetation cover must be relatively low. With future satellite technology, it will be possible to build-up a time-varying map of strain across most of the
5. A Look Into the Future

The immediate future for InSAR looks good with the work of the ERS satellites being continued by ESA’s Envisat, launched in 2002, and launches of the Japanese ALOS satellite and Canadian Radarsat-2 planned this year. These satellites will extend the lifespan of this new technology, but none of them will greatly improve upon current capabilities. That requires something new: A dedicated InSAR mission, targeted at earthquake and volcanic hazards. Such a mission would have onboard GPS to control and measure the satellite’s orbit to a very high precision; it would operate at L-band (20 cm) wavelength to ensure better coherence in vegetated areas; it would collect data on every satellite pass, enabling detailed time series to be
created, atmospheric noise to be reduced, and faults with low slip rates to be monitored/identified; it would acquire data from several look directions allowing 3D displacements to be recovered; it would provide data cheaply and quickly to the scientific community. Proposed missions with these specifications are being considered by NASA and ESA, and there are reasonable prospects that one will be launched within the next 5–10 years.

Many of the last decade’s significant earthquakes occurred on faults that had not previously been recognised as major faults of their regions [e.g. Northridge, CA (1994); Kobe, Japan (1995); Athens, Greece (1999); Bam, Iran (2003)]. It is here that InSAR could have a big impact, by mapping strain accumulation globally and producing reliable medium-range earthquake forecasts. The human argument for such a mission is compelling: A tenth of the world’s population lives in areas classified as having medium to high seismic hazard by the Global Seismic Hazard Assessment Program. Earthquake fatalities are highest in developing countries, which cannot afford ground-based monitoring equipment.

The economic argument is also simple. The 1994 Northridge earthquake in Los Angeles caused total property damage estimated at $20 billion. This would have been greater were it not for an intense program of hazard mitigation activities over the previous two decades. Rebuilding or retrofitting structures to protect them from earthquakes is relatively cheap compared to the cost of rebuilding after an earthquake. For example, the US Federal Emergency Management Agency estimate the cost of retrofitting bridges to be just 22% of the cost if they are destroyed by earthquakes, and this does not take into account the cost to the local economy of the temporary loss of infrastructure. Although the cost of a dedicated InSAR mission is high (ca. 150–250 million), a city saved from extensive earthquake damage after an InSAR forecast led to a major retrofitting program might consider the price tag cheap. A satellite-based system is also much cheaper than attempting to make similar measurements using ground based techniques such as continuous GPS.

A dedicated InSAR mission in the next ten years, and perhaps a constellation of Earth monitoring satellites in the next 25 years, will lead to a vastly improved understanding of the physics of the earthquake cycle, a complete time-varying map of the Earth’s strain and reliable earthquake forecasts. Ultimately, this will save lives.

\*Covering just the populated areas of the planet at risk from earthquakes with continuous GPS instruments spaced on a 15 km grid would cost ca. 1 billion.
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The global biogeochemical cycles of several trace metals are presently dominated by human activities, a result of the nature and magnitude of historical resource consumption. Lead has been mined since ancient times, often as a by-product of silver extraction, and has one of the longest associations with man of all heavy metals [Nriagu (1983)]. As of 1983, human activities accounted for an estimated 97% of the global mass balance of lead [Nriagu and Pacyna (1988)]. At that time as well as today, most of the lead was derived from leaded gasoline [Nriagu (1990)], where it was used as an anti-knock agent.

New estimates of anthropogenic sources of lead suggest that the overall burden of anthropogenic lead emissions has decreased but new pollution sources (e.g., China, Mexico) have become important [Pacyna and Pacyna (2001); Pacyna et al. (1995)] leaving anthropogenic Pb emission to remain a global problem and leaded gasoline as the main source. In addition, as metals are not biodegradable, the Pb in the environment has accumulated over the decades and its fate and pathways within the ecosystem need to be investigated.

In a manner similar to chlorofluorocarbons and radionuclides derived from atomic testing, the release of lead into the environment represents an inadvertent geochemical tracer experiment, providing new insights
into its fate and transport within marine and terrestrial systems. There have been several review papers and books discussing lead, its historical place in society and its impact on human and environmental health [Boutron (1995); Needleman (1997); Nriagu (1983); Nriagu (1989b); Nriagu (1990); Reuer and Weiss (2002); Shotyk and Le Roux (2005); Weiss et al. (1999)] and the reader is encouraged to refer to these works as well.

1. Getting the Lead Out: Sampling and Analysis

How is lead accurately measured in natural samples? The enormous amount of lead in the environment would suggest that analyses are fairly routine; this is not the case, however. As emitted lead is dispersed across the large integrated area of the earth’s land surfaces and oceans it is diluted to low concentrations that require rigorous control of sampling and analytical protocols. It was not until a few decades ago that much attention was paid to contamination occurring during sampling and measurements. One of the great contributions of Patterson and co-workers at Caltech was the introduction of stringent clean laboratory methods needed to assess lead’s biogeochemical cycles and human impacts [Patterson and Settle (1976)]. To reduce contamination, advances in the field of uranium-lead chronology were adopted and improvements on data quality were immediate. For example, in High Sierra freshwater lakes Hirao and Patterson first measured lead concentrations of 0.300 ng g$^{-1}$ but improved sampling protocols lowered this value to 0.015 ng g$^{-1}$. This 20-fold difference underscores the large possible artefacts generated during sampling [Hirao and Patterson (1974)].

New standards for laboratory work have been established with much trace metal work being performed in ‘clean laboratories’. In these types of laboratories it is common that the air is filtered using high efficiency particulate air (HEPA) filters, workers wear protective clothing and shoes, ultra-pure chemicals are used and all laboratory ware is stringently cleaned using acid baths.

An in-depth description of all the different analytical techniques used to measure lead concentrations, isotope ratios and organo-Pb species in environmental samples is surely beyond the scope of this review but we want to give a small overview focusing on mass spectrometers, arguably the most widely used technique for trace lead analysis (concentration and isotope ratios). Mass spectrometer arrangements are composed of three fundamental parts: an ion source; a mass analyser to separate ions generated based on their mass/charge ratio; and an ion collector to count the ions. Thermal ionisation mass spectrometers (TIMS) using filaments
for ionisation deserve first mention as they have been pivotal in producing the first high precision and accurate lead isotope and concentration data in environmental and geological samples [Albarède and Beard (2004) Thirlwall (1997); Vallelonga et al. (2002)]. The development of various plasma based mass-spectrometry techniques (inductive coupled plasma — or ICP — mass spectrometers) in the 1980s combined with different mass separation and detection methods (single and multiple detection with variable mass resolution) allowed not only precise and accurate measurements of elemental concentrations and isotope ratios often similar to TIMS but also a larger sample throughput. Such mass spectrometer developments include quadropole (Q)-ICP-MS [Weiss et al. (2000)], sector field (SF)-ICP-MS [Krachler et al. (2004); Schwikowski et al. (2004)] or multicollector (MC)-ICP-MS [Rehkaemper et al. (2001)]. Figure 1 shows representative

![Diagram of Q-ICP-MS and MC-ICP-MS](image)

**Fig. 1** Cross sections of two different mass spectrometry arrangements: A quadrupole inductively coupled plasma-mass spectrometer (Q-ICP-MS) and a single focussing multiple collector (MC-ICP-MS). In the Q-ICP-MS, the sample is introduced by a nebuliser (A) and enters the plasma and torch (B). The analyte passes through sampling cone and skimmer (C), ion lenses (D), the quadrupole mass analyser (E) to reach the electron multiplier (F) [Agilent Technologies (2005)]. In the single focussing MC-ICP-MS, the sample leaves the ion source (A), enters a collision cell (B), passes the lens stack (C), is bent by the magnetic sector mass analyser (D) and counted by the Faraday cup collectors (E) [modified from GV Instruments (2005)].
mass spectrometer arrangements for a Q-ICP-MS and a single focussing MC-ICP-MS.

The determination of organo-Pb species requires quite different instrumentation due to the chemical form of the lead [Heisterkamp and Adams (1999)]. A detailed recent review of the various analytical methods for lead and other trace metals in environmental samples is given elsewhere [Hill et al. (2002)].

2. Lead Isotopes as Tools for Source Identification

Lead isotopes are used in cosmological, geological and environmental investigations that involve age dating and source tracing. Lead has four stable isotopes: $^{204}\text{Pb}$, $^{206}\text{Pb}$, $^{207}\text{Pb}$ and $^{208}\text{Pb}$. The latter three are the end members of $^{238}\text{U}$, $^{235}\text{U}$ and $^{232}\text{Th}$ decay series (thus called radiogenic), respectively while $^{204}\text{Pb}$ is not generated by radioactive decay. The age and geological history of the reservoir and the initial U-Th-Pb concentrations of the parent rock determine the isotopic composition of lead. The amount of daughter isotope is equal to the difference between the original amount of parent isotope and the amount of parent isotope left after a certain passing of time at a given decay rate. Table 1 lists the different isotopes, their relative abundance, parent isotopes, half life and decay constants. When there is a separation between parent and daughter isotopes, as, for example, during ore genesis and the formation of galena (PbS), the production of a given lead isotope ends and a distinct ‘isotope signature’ is created [Dickin (1995)]. With the number of factors affecting the amount of daughter isotope created, the fact that there are three parent nuclides and one non-radiogenic isotope, considerable variations in lead isotope ratios are generated.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Atomic mass (amu)</th>
<th>Relative abundance (%)</th>
<th>Parent isotope</th>
<th>Parent half life (years)</th>
<th>Decay constant, $\lambda$ (year$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{204}\text{Pb}$</td>
<td>203.9730</td>
<td>1.4</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$^{206}\text{Pb}$</td>
<td>205.9744</td>
<td>24.1</td>
<td>$^{238}\text{U}$</td>
<td>$4.5 \times 10^9$</td>
<td>$1.55125 \times 10^{-10}$</td>
</tr>
<tr>
<td>$^{207}\text{Pb}$</td>
<td>206.9759</td>
<td>22.1</td>
<td>$^{235}\text{U}$</td>
<td>$77.1 \times 10^8$</td>
<td>$9.8485 \times 10^{-10}$</td>
</tr>
<tr>
<td>$^{208}\text{Pb}$</td>
<td>207.9766</td>
<td>52.4</td>
<td>$^{232}\text{Th}$</td>
<td>$1.4 \times 10^{10}$</td>
<td>$4.9475 \times 10^{-11}$</td>
</tr>
</tbody>
</table>
The application of lead isotope tracer technique has proven repeatedly as powerful tool in environmental research. For example, the assessment of high lead concentrations in petrol contaminated groundwater in South Carolina (USA) showed that the dissolved lead derived from sediment particulates of the native aquifer material and not from leaded petrol spills [Landmeyer et al. (2003)]. Investigations into the lead isotope variations in environmental and biological samples in Broken Hill, Australia, one of the largest Pb-Zn-Ag mines in the world, showed that in individual cases, lead from petrol and paint was the major source and not the ore body itself [Gulson et al. (1994)]. First attempts have also been made to use lead isotope geochemistry to model and predict lead input and output in soils [Semilali et al. (2004)], which is crucial to estimate the future behaviour of historical lead deposited in the environment.

3. ‘Natural’ Lead in the Environment

To understand the impact of anthropogenic lead in the environment, the ‘natural’ geochemical cycles and biogeochemistry of lead must be fully understood.

3.1. Natural lead in the terrestrial environment

Lead is generally associated with massive sulphide deposits; it is a ‘chalcopyhalic’ element similar to copper, cadmium, zinc and silver. It occurs in the crystal structures of rock forming silicates (e.g. K-feldspar) and oxides of common crustal rocks [Klein and Hurlbut (1999); Krauskopf and Bird (1995)]. With respect to the mineralogical forms, the primary mineral of lead in nature is galena (PbS, Fig. 2) and its oxidation products like platnerite (PbO₂), cerussite (PbCO₃), and anglesite (PbSO₄) are important.

Most lead is found in the lithosphere (soils and sediments: \( \sim 5 \times 10^{19} \) g), followed by the hydrosphere (\( \sim 10^{16} \) g) and biosphere (\( \sim 10^{12} \) g). The main
natural source of lead in sediments and soils is dust from rock weathering. Weathering of igneous and magmatic rocks results in accumulation of lead particularly in the clay fraction and in ferruginous components. A review of the basic geochemical processes and mechanisms affecting the chemistry of lead in soils (in particular with respect to bioavailability and solubility) is given elsewhere [Hettiarachchi and Pierzynski (2004)].

Important insights with respect to the isotope systematics of lead in soils during weathering were gained from field studies [Hansmann and Koeppel (2000); Teutsch et al. (2001)] and dissolution experiments of fresh gran- ite and soil samples [Harlavan and Erel (2002)]. The latter suggested (see Fig. 3) that during the early stages, lead is preferentially released from accessory phases (i.e. allanite, sphene, apatite) which results in higher $^{206}\text{Pb}/^{207}\text{Pb}$ values and different REE patterns in solution compared to rock values [Harlavan and Erel (2002)]. A very recent intriguing study used the lead isotopic composition of river sediments from the earth’s major river basins, from old cratonic to young orogenic areas and from subarctic to tropical climates, to estimate the lead isotopic composition of the average upper crust, the source of ‘natural’ soil dust. The calculations based on flux weighted averages of particulate lead gave values of 19.07, 15.74 and 39.35 for $^{206}\text{Pb}/^{204}\text{Pb}$, $^{207}\text{Pb}/^{204}\text{Pb}$ and $^{208}\text{Pb}/^{204}\text{Pb}$ [Millot et al. (2004)].
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2.06Pb/207Pb versus leaching time (in hrs) of acid leach fractions of a granite (sample Kec/TF-418) along with the average ratios of the total digest (TD) and isotopic trends for monazite, sphene, and apatite (taken from [Harlavan and Erel (2002)].

3.2. Natural lead in the marine environment

In the ocean’s surface waters, lead’s geochemical cycle reflects its atmospheric source and particle reactivity. Dissolved lead accounts for approximately 90% of the total open ocean concentration, and a significant fraction (50–70%) of dissolved lead is complexed to organic ligands. Inorganic complexes dominate the remaining dissolved lead. It is estimated that PbCO₃ accounts for 55% of dissolved inorganic fraction, followed by PbCl₂ (11%), Pb(CO₃, Cl₃) (10%) and PbCl⁺ (7%) [Whitfield and Turner (1980)]. The remaining 17% includes chloride complexes along with additional sulphate and hydroxide complexes. These complexes are rapidly scavenged by biological particles in the open ocean, with surface ocean residence time of approximately two years [Bacon et al. (1976)].

Atmospheric deposition and particle scavenging results in upper-ocean lead seasonality, including summer aerosol lead accumulation within a warm, stratified mixed layer, and deep winter mixing diluting the accumulated lead [Wu and Boyle (1997)]. Trace metals, such as lead, with atmospheric sources and surface ocean residence times of less than a few years show substantial spatial and temporal variability in the surface mixed layer and upper thermocline due to seasonal cycles, storm or eddy events and...
the changing strength of source emissions [Boyle et al. (1986); Boyle et al. (1994)]. This variability can significantly obscure long-term trends as surface water and measurements near Bermuda showed [Boyle et al. (1986); Boyle et al. (1994); Véron et al. (1993)].

Most of our knowledge on the geochemical controls of lead in the deep sea is derived from analyses of lead isotopes of deep sea sediments around the world including hydrogenic Fe-Mn crusts [Ling et al. (2005); von Blanckenburg et al. (1996)]. Lead isotope records of the Ceara Rise (western Atlantic) and Sierra Leone Rise (eastern Atlantic) cores show a clear glacial-interglacial cyclicity, reflected by alternating unradiogenic lead and radiogenic lead. The glacial-interglacial lead isotopic contrast is observed in Pb-Pb space and can be explained in terms of binary mixing — variations along the mixing lines reflecting changes in the relative proportions of the glacial (unradiogenic) and interglacial (radiogenic) lead source(s). The correlation found between lead isotope cycles and other paleoclimate proxies suggests that lead isotopes may be responding to variations in Earth’s orbital parameters [Abouchami and Zabel (2003)].

3.3. *Natural changes in atmospheric deposition*

Only a small amount of lead is found in the atmosphere (\(\sim 10^{10}\) g) but this reservoir is the major transport pathway of lead within the environment and consequently atmospheric circulation patterns are of prime importance to understand atmospheric deposition. Natural particles of lead are generally associated with larger particle size, rapid deposition rates and short atmospheric residence time. Primary natural lead sources include windblown dust, volcanic emission and biogenic particulates. Estimated total emission volumes range between 0.9 and \(23.5 \times 10^9\) g yr\(^{-1}\) [Nriagu (1989a)] (see Table 2).

The present day atmosphere is dominated by anthropogenic lead, and information regarding the pattern, controls and characteristics of natural atmospheric deposition can only be derived from geochemical archives including ice cores, peats and sediments [Boutron (1995); Last and Smol (2001); Mackay et al. (2004); Shotyk (1996)]. The longest records of atmospheric deposition have been derived from ice cores giving fascinating insights into the glacial-interglacial variations in lead concentrations and lead isotopes, mineral dust fluxes and volcanogenic lead to ice cores.
Table 2 Estimated natural global annual lead emission (in 10$^6$ kg y$^{-1}$) (taken from [Nriagu (1989a)]). The biogenic estimate includes terrestrial and marine sources.

<table>
<thead>
<tr>
<th>Source</th>
<th>Emission (10$^6$ kg y$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windblown soil</td>
<td>0.3–7.5</td>
</tr>
<tr>
<td>Volcanic emission</td>
<td>0.5–6.0</td>
</tr>
<tr>
<td>Wild forest fires</td>
<td>0.1–3.8</td>
</tr>
<tr>
<td>Biogenic particulates</td>
<td>0.0–3.3</td>
</tr>
<tr>
<td>Sea Salt spray</td>
<td>0.0–2.8</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.9–23.5</strong></td>
</tr>
</tbody>
</table>

3.4. **Glacial-interglacial variations in lead concentrations and lead isotopes**

The Vostok core from Antarctica assessed atmospheric lead deposition from 65,000 to 240,000 yrs BP reaching back to the beginning of the penultimate ice age and the preceding interglacial (isotope stage 7.5) [Hong et al. (2003)]. Lead concentrations were highly variable with low values during warm climatic stages and much higher values during cold stages, especially during isotope stage 4.2 and 6.2 to 6.6. Additional work reported from the EPICA Dome C ice core dating back to 220 kyr BP showed that also lead isotopic compositions in Antarctic ice varied with changing climate [Vallelonga et al. (2005)]. Figure 4 shows a $^{206}$Pb/$^{207}$Pb ratios decrease during glacial periods, with the lowest values occurring during colder climatic periods (stages 2, 4 and 6) and the Holocene. Low lead concentrations were found during the Holocene and the last interglacial (climate stage 5.5) while higher lead concentrations were found during cold climatic periods.

3.5. **Mineral dust fluxes and volcanogenic lead to ice cores**

The Vostok core suggests that virtually 100% of natural lead deposition during cold climate can be accounted for using soil dust and rock, while contributions from volcanoes might have been significant during warm stages [Hong et al. (2003)]. The EPICA Dome C core shows also a dominance of soil and rock derived lead for the pre-industrial period [Vallelonga et al. (2005)]. This source apportionment, however, contrasts with findings from other Antarctic locations. Matsumoto and Hinkley [2001] suggested that the deposition rate in the pre-industrial ice from coastal west Antarctica
was approximately matched by the output rate to the atmosphere by quiescent (non-explosive) degassing of volcanoes worldwide. This conclusion is supported by the isotopic compositions of lead, which are similar to those of a suite of ocean island volcanoes, mostly in the Southern Hemisphere [Matsumoto and Hinkley (2001)].

For Greenland, an ice record from the GRIP core covers the time period between 8250 to 149 100 and it is suggested that lead in the Northern Hemisphere was derived mainly from soil dust during both glacial and interglacial periods [Hong et al. (1996)].

Peat bogs are the other terrestrial archive that testifies only atmospheric deposition and work on long term records in Switzerland [Shotyk et al. (1998)], Sweden [Klaminder et al. (2003)] and Spain [Kylander et al. (2005)] showed a similar control of climate on the lead cycling, for example, the Younger Dryas and Saharan Drying increased atmospheric lead fluxes during the Holocene.

4. Anthropogenic Lead

To what extent has lead’s natural geochemical cycle been altered by human activities? Total anthropogenic lead emissions exceeded natural sources by an order of magnitude in 1983, with emissions from non-ferrous metal smelting, coal combustion, waste incineration, other industrial sources and leaded
petrol use; the majority of anthropogenic lead released since 1950 comes from the latter [Nriagu and Pacyna (1988)]. The consumption of tetraethyl lead between 1930 and 1990 in the US and Europe, the main global pollution source during that time, is shown in Fig. 5. These economic data demonstrate the large US consumption compared to that of countries in Europe and the time-dependent nature of the consumption, which peaked in 1972.

There has been a heated debate about lead usage in gasoline and its effects on environmental and human health. Fascinating historical details are given in two more recent publications [Bertsch-McGrayne (2001); Kitman (2000)]. In particular the impact and achievements of Thomas Midgley (1889–1944), mechanical engineer at General Motors and inventor of organo-Pb additives, and of Clair C. Patterson (1922–1995), who demonstrated the detrimental impact of lead pollution on the environmental health by measuring lead content in 1600 year old Peruvian Indians [Patterson (1965)], are described.

The phasing out of leaded petrol in North America and Europe during the 1970s and 1980s significantly reduced human contributions of lead to the environment [Hagner (2000); von Storch et al. (2003)]. Demonstrating the success of the lead policies in Germany, von Storch et al. [2003] showed that concentrations in leaves and human blood have steadily declined since
the early 1980s and the economic repercussion that had been feared from the phase out did not emerge. Instead, the affected mineral, oil and car manufacturing industries were able to adapt without incurring significant extra costs [von Storch et al. (2003)].

New accurate and complete emissions inventories for atmospheric lead on a global scale have been produced [Pacyna and Pacyna (2001); Pacyna et al. (1995)] updating the first global estimate made by Nriagu and Pacyna [Nriagu and Pacyna (1988)]. Combustion of leaded, low-leaded and unleaded gasoline continues to be the major source of lead in the environment, contributing about 74% to the total anthropogenic emissions of this metal in 1995. As seen in Table 3, the largest contributions, 43–44% comes from combustion of gasoline in Asia. The largest contributions from individual countries come from European Russia, China and Mexico, emitting over 8500 tonnes of lead in 1995 [Pacyna and Pacyna (2001)].

4.1. Aerosol compositions

An important difference between anthropogenic and natural emissions is that anthropogenic emissions are often the result of high temperature processes, which result in the release of lead into the fine fraction of aerosols. These fine particles can be transported long distances before being deposited, mixing on hemispheric and global scales [Bollhöfer and Rosman (2000); Bollhöfer and Rosman (2001); Bollhöfer and Rosman (2002); Boutron (1995); Simonetti et al. (2003)]. Atmospheric lead fluxes follow the primary anthropogenic sources and prevailing winds; with greatest lead deposition occurring in densely populated urban areas but reaching and affecting remote places as well. For example, Duce et al. [1991]

<table>
<thead>
<tr>
<th>Continent</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe</td>
<td>19 507</td>
<td>19 507</td>
</tr>
<tr>
<td>Africa</td>
<td>6 852</td>
<td>11 992</td>
</tr>
<tr>
<td>Asia</td>
<td>32 996</td>
<td>44 293</td>
</tr>
<tr>
<td>North America</td>
<td>10 414</td>
<td>15 780</td>
</tr>
<tr>
<td>South America</td>
<td>4 866</td>
<td>7 270</td>
</tr>
<tr>
<td>Australia</td>
<td>2 000</td>
<td>2 000</td>
</tr>
<tr>
<td>World Total</td>
<td>76 635</td>
<td>100 842</td>
</tr>
</tbody>
</table>
found atmosphere-ocean fluxes over the North Atlantic Ocean being five-fold higher (0.08–1.03 mg m\(^{-2}\) y\(^{-1}\) versus 0.02–0.2 mg m\(^{-2}\) y\(^{-1}\)) than those found over the Pacific Ocean highlighting the significance of North American emissions.

Most studies assessing sources of atmospheric aerosols have been conducted on limited regional scale in urban and remote areas. A classic study around an urban area was conducted in Canada. The \(^{206}\)Pb/\(^{207}\)Pb ratio of integrated Canadian and US aerosols demonstrated that 24–43\% of the anthropogenic lead aerosols close to Toronto were derived from the US [Sturges and Barrie (1987)]. A more recent study conducted in Sicily showed substantial ‘natural’ lead pollution (e.g. from volcanoes) can occur, accounting up to 30\% at Mt. Etna and 80\% at Vulcano Island [Monna et al. (1999)]. An early study in a remote area has been conducted at the tropical South Pacific island of American Samoa. At this site, Patterson and Settle constructed an atmospheric mass balance demonstrating that natural volcanic emissions and soil dusts accounted for about 1\% of the total lead fluxes [Patterson and Settle (1987)].

Three recent studies by Bollhöfer and Rosman [2000–2002] defined the extent to which lead isotopic ratios in aerosols vary on a global scale. They showed first that there are significantly different lead isotope ratios on a regional scale, for example, in the Northern Hemisphere, during the 1990s, the least radiogenic compositions were found in France and Spain \((^{206}\)Pb/\(^{207}\)Pb between 1.097 and 1.142) and the most radiogenic in the United States \((^{206}\)Pb/\(^{207}\)Pb between 1.173 and 1.231). Second, countries where leaded petrol is still marketed (e.g. Asia, Africa and Eastern Europe), automobile emissions dominate the lead isotope signature. In the US, however, the impacts of the phasing out of leaded petrol are already detectable. Whereas in the early 1990s the \(^{206}\)Pb/\(^{207}\)Pb ratio was fairly uniform across the country, recent samples show that east (1.173–1.231) and west (1.159–1.188) coast aerosols differed. The reason for this is unclear but one suggestion is that there is long distance transport of aerosols from Asia that are characterised by high lead concentrations and low \(^{206}\)Pb/\(^{207}\)Pb ratios [Bollhöfer and Rosman (2000); Bollhöfer and Rosman (2001)]. Time series from 38 globally distributed sites revealed significant seasonal variations at sampling sites close to Eastern Europe that probably reflect an enhanced westward transport of pollution in winter. They also showed that the temporal variability in Canada and North America is now larger than before due to decreased airborne lead levels coupled with an increase in industrial sources. Temporal variations on mainland Australia are comparatively
small with a typical range of 0.2% in $^{206}\text{Pb}/^{207}\text{Pb}$ ratio and isotopic ratios that indicate that leaded petrol is still a major source. Figure 6 shows the long-term data measured at selected sites in South America, South Africa and Mexico. The ratios at Punta Arenas and South Africa show similar $^{206}\text{Pb}/^{207}\text{Pb}$ ratios and indicate a common supplier of alkyllead. There is also a notable increase of $^{206}\text{Pb}/^{207}\text{Pb}$ ratio at both sites compared to data from 1994 [Bollhöfer and Rosman (2000)], which could be due to a relative increase from industrial sources because of the slow phasing out of leaded gasoline in both regions. In Recife in north eastern Brazil, seasonal variations are noticeable with low ratios during the southern autumn and higher ratios in spring. lead isotopes in aerosols collected in Mexico City are very stable and show variation of below 0.3%.

4.2. Lead in the marine system

Historical atmospheric lead fluxes have directly affected seawater lead concentrations. The first papers describing the dominance of anthropogenic lead in ocean surface waters were published in the early 1980s using lead concentration and isotope ratios measurements along vertical depth profiles and in surface water in the Pacific and North Atlantic ocean [Flegal and Patterson (1983); Flegal et al. (1984); Schaule and Patterson (1981); Schaule and Patterson (1983)]. Consequent monitoring of surface waters near Bermuda and the western North Atlantic showed a threefold decline in
lead concentrations from 1971 to 1987, with continuing but notably slower decline in the 1990s [Reuer et al. (2003); Shen and Boyle (1988b); Wu and Boyle (1997)]. This reduction was concurrent with a 20-fold decrease in leaded petrol consumption in the US from 1979 to 1993 and this apparent difference reflects the amount of emitted lead reaching the North Atlantic and its subsequent admixture within the subtropical gyre (Fig. 7). A similar decrease in lead concentrations has been detected in the Mediterranean [Alleman et al. (2000); Nicolas et al. (1994)].

Historically, the US has consumed lead with high $^{206}\text{Pb}/^{207}\text{Pb}$ signatures (notably Missouri lead) whereas European nations used low $^{206}\text{Pb}/^{207}\text{Pb}$ lead. This dissimilarity has been apparent in North Atlantic surface water measurements: westerly atmospheric transport results in high seawater $^{206}\text{Pb}/^{207}\text{Pb}$ near North America and reduced $^{206}\text{Pb}/^{207}\text{Pb}$ ratios to the south most likely reflect north-easterly European fluxes [Hamelin et al. (1997); Véron et al. (1994); Weiss et al. (2003)]. Isotopic boundaries observed between the tropics and sub-tropics agree with lead concentration gradients, with the southerly advection of low lead concentration waters from the South Atlantic [Véron et al. (1994); Weiss et al. (2003)]. With respect to North Atlantic surface waters, the presence of American lead has
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*Fig. 7*  Lead concentrations in surface water near Bermuda, 1979–1997 showing samples analysed at the MIT and Cal Tech laboratories [Schaule and Patterson (1983); Véron et al. (1993); Wu and Boyle (1997)].
been detected over the entire north and central North Atlantic [Véron et al. (1994)] and the subtropical north-eastern Atlantic [Hamelin et al. (1997)]. In two more recent contributions, lead isotopes were further applied to elucidate the role of oceanic circulation on contaminant distribution in the South Atlantic [Alleman et al. (2001a); Alleman et al. (2001b)].

With the passage of time from the 1972 maximum, the lead tracer has been transported into intermediate and deep water given their greater ventilation ages, allowing stable lead isotopic compositions to be employed as tracers of abyssal mixing. For example, vertical concentration profiles in the sub arctic North Atlantic showed spatial gradients in the isotopic signature which are consistent with the thermohaline circulation pattern of the different water masses in that region and their discrete isotopic signatures [Véron et al. (1999)]. Figure 8 shows three distinct $^{206}\text{Pb}/^{207}\text{Pb}$ ratios at the southern location in the Faroe Bank Channel at the base of the Norwegian sea. The ratio (1.179) in the surface water is comparable to that of the aerosols (1.176 ± 0.004) collected at the relatively proximate site in Mace Head Ireland. The ratio (1.184–1.185) markedly increases in the subsurface (130–430 m) immediately below with the salinity maximum characteristics of the North Atlantic Drift (NAD) flowing into the region. The ratios (1.174–1.175) decrease with the freshening of deeper (750–810 m) waters associated with the formation of Iceland-Scotland Overflow Waters (ISOW). Likewise, it was shown that advective transport of lead into the deep abyssal waters is facilitated through the formation of North Atlantic Deep Water [Alleman et al. (1999)].

5. Reconstructing the Anthropogenic Impact

If past variability is known one can place modern observations in a historical context, determine the spatial impact of multiple anthropogenic sources, assess the relative importance of different emission mechanisms, and assess the impact of policy measures. Terrestrial records provide atmospheric flux estimates to a single locality, whereas marine records integrate multiple sources within a larger, advective reservoir. Several terrestrial environmental archives are used in making historical reconstructions of atmospheric deposition, namely polar ice, peat and lacustrine sediment cores.

5.1. Evidences from ice core records

The results from the first of these studies, conducted at Camp Century, Greenland [Murozumi et al. (1969)], showed that anthropogenic lead was
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Fig. 8 Vertical profiles of $^{206}\text{Pb}/^{207}\text{Pb}$ isotope ratios at the depths around the Iceland-Scotland Ridge (61.4°N, 08.4°E). This profile shows the contamination of the surface waters by relatively local emissions of industrial lead aerosols with a characteristic lead isotopic composition, inflowing North Atlantic Drift (NAD) waters with a contrasting isotopic composition, and the underlying Iceland-Scotland Overflow Waters (ISOW) with a ratio comparable to that of the surface waters which contributes to its formation (see text for details, taken from [Véron et al. (1999)])).

detectable in the Arctic; lead concentrations were shown to have increased from less than 0.01 $\mu g$ g$^{-1}$ in 800 B.C. to greater than 0.200 $\mu g$ g$^{-1}$ by 1965. The greatest increase during this time occurred in the 1940s, in agreement with Eurasian and North American leaded petrol consumption. Additionally, lead concentrations from 800 B.C. to 1750 A.D. were shown to have increased ten-fold, suggesting significant lead pollution prior to the Industrial Revolution. The work on ice and snow has been extensive and an in depth review up to the mid 1990s is given elsewhere [Boutron (1995)].
Recent work in Greenland produced a continuous high-resolution record of lead and other trace elements (1750 and 1998) showing a large, sustained increase in lead deposition after the introduction of leaded gasoline. Non-gasoline lead contamination likely accounted for > 50% of the cumulative increase in lead deposition and crustal enrichment since industrialisation [McConnell et al. (2002)]. After 1970, the mandated emission reductions mentioned above (mainly phasing out of leaded gasoline in most of Europe) led to a > 75% decline in annual lead flux with most of the decline occurring from 1970 to 1985.

Recent work from Antarctica reported lead and barium concentrations and lead isotopic compositions from firn core and snow pit samples from Victoria Land dating from 1872 AD to 1994 AD [Van de Velde et al. (2005)]. Two periods of major lead enrichment were identified: from 1891 to 1908 AD and from 1948 to 1994 AD. The earlier pollution event is attributed to lead emissions from non-ferrous metal production and coal combustion in the Southern Hemisphere and is in excellent agreement with coincident pollution inputs reported in firn/ice cores from two other regions of Antarctica, at Coats Land and Law Dome. It was calculated that similar to 50% of lead deposited in Victoria Land in 1897 originated from anthropogenic emission sources. The more recent period of lead enhancements, from 1948 to 1994 AD, corresponds to the introduction and widespread use of gasoline alkyl lead additives in automobiles in the Southern Hemisphere, with anthropogenic lead inputs averaging 60% of total lead. Intra- and inter-annual variations in lead concentrations and isotopic compositions were evaluated in snow pit samples corresponding to the period 1991–1994. Substantial variations in Pb/Ba and $^{206}$Pb/$^{207}$Pb ratios were detected but the absence of a regular seasonal pattern for these parameters suggests that the transport and deposition of aerosols to the Antarctic ice sheet are complex and vary from year to year.

Similar comprehensive records for lead isotopes, lead concentrations and organo Pb are reported for several high altitude locations including the Alps [Heisterkamp et al. (1999); Rosman et al. (2000); Schwikowski et al. (2004)] and the Andes [Hong et al. (2004)]. The latter record was established using a dated snow/ice core drilled at an altitude of 6542 m on the Sajama ice cap in Bolivia. The analysed sections were dated from the Last Glacial Stage (similar to 22000 years ago), the Mid-Holocene, and the last centuries. The observed variations of crustal enrichment factors (EF_	ext{crust}) for various metals showed contrasting situations. For V, Co, Rb, Sr and U, EF_	ext{crust} values close to unity were observed for all sections, showing that these
elements are mainly derived from rock and soil dust. For the other metals including lead, clear temporal trends were observed, with a pronounced increase of $EF_{crust}$ values during the 19th and 20th centuries. This increase shows evidence of metal pollution associated with human activity in South America. For lead an important contribution was from gasoline additives. For metals such as Cu, Zn, Ag and Cd, important contribution was from metal production activities, with a continuous increase of production during the 20th century in countries such as Peru, Chile and Bolivia.

5.2. **Evidences from peat and sediment records**

A historical reconstruction using a peat core from the Jura Mountains in Switzerland [Shotyk *et al.* (1998)] clearly established the time from which local human impacts on the natural lead cycle began. Here significant increases in the Pb/Sc ratio occurred at 3000 radiocarbon years before present and lead isotope data confirmed this change was anthropogenically induced, a product of Phoenician and Greek mining. The lead flux in a sample dated to 1979 ($15.7 \text{ mg m}^{-2} \text{ yr}^{-1}$) was found to be 1570 times the natural background value ($0.01 \text{ mg m}^{-2} \text{ yr}^{-1}$); this is significantly higher than the Greenland anthropogenic to natural ratio.

Sediment records are numerous — in North America [Gallon *et al.* (2005); Graney *et al.* 1995] and in Europe alike [Kober *et al.* (1999); Renberg *et al.* (1994)]. Sediment records clearly support elevated mid-latitude lead fluxes during the industrialisation (e.g. increase in metal smelting and steel manufacture) and modernisation (coal combustion, electrification) of Europe and North America, followed by the introduction and phase out of leaded petrol [Bindler *et al.* (1999)].

5.3. **Evidences from marine records**

In terms of marine records, surface coral records and marine sediments have been used to place additional constraints on anthropogenic fluxes to the world oceans.

Measuring the Pb/Ca ratio of annually banded corals from Bermuda and the Florida Straits, Shen and Boyle [1987, 1988a] estimated an 11-fold increase in anthropogenic lead fluxes to the western North Atlantic from 1884 ($5.2 \text{ nmol mol}^{-1}$) to 1971 ($56.7 \text{ nmol mol}^{-1}$) [Shen and Boyle (1987); Shen and Boyle, (1988a)]. This trend was subsequently interrupted by the introduction and phase out of leaded petrol. Reuer *et al.* [2003] reported recently an extended coral proxy record and seawater times series
Fig. 9 Average inventory of the input of anthropogenic lead over the North Atlantic (taken from [Véron et al. (1987)]).

for the western North Atlantic, showing lead isotope ratios analysed by MC-ICP-MS and using surface coral cores collected from North Rock, Bermuda in 1983 and surface seawater collected at station S [Reuer et al. (2003)]. The results show decreasing $^{206}\text{Pb}/^{207}\text{Pb}$ from 1886 to 1922, diminished $^{206}\text{Pb}/^{207}\text{Pb}$ variability from 1922 to 1968 and $^{206}\text{Pb}/^{207}\text{Pb}$ and $^{207}\text{Pb}/^{206}\text{Pb}$ maxima from 1968 to 1990. The multi decadal reduction of $^{206}\text{Pb}/^{207}\text{Pb}$ is consistent with increased combustion of North American coal and other lead emissions throughout the Industrial Revolution and agrees with historical anthropogenic lead variability [Reuer et al. (2003)].

Significant lead pollution has been documented in surface sediments collected in the north-eastern [van Geen et al. (1997); Véron et al. (1987)] and north-western Atlantic shelf [Hamelin et al. (1997); Hamelin et al. (1990)]. The record of Véron et al. [1987] suggests that about up to half of the atmospheric pollutant lead which was introduced since the beginning of the Industrial Revolution had accumulated in North Atlantic sediments by the 1980s. Figure 9 shows an average inventory of the input of anthropogenic lead into the North Atlantic, derived from sediment concentrations [Véron et al. (1987)]. Lead isotope measurements identified Europe as the dominant source for the northeast and North America for the northwest.

6. Future Steps

Many of the examples given above give credit to the success of phasing out of leaded petrol, so where do we go from here? Is the work done? The answer is that the work is far from done.
At present tetraethyl lead is still used in petrol in the developing world and puts the lives of many people at risk of lead poisoning. This problem is only likely to escalate given that the car population is increasing rapidly. In addition, metal smelting still pose persistent health risks on local to regional levels [Spiro et al. (2004)] and ingestion of leaded paint by children remains a significant health problem [Ahamed et al. (2005)].

Systematic observations of the anthropogenic lead transient have constrained the global nature of atmospheric pollution. Anthropogenic lead will provide many future insights regarding its elemental flux and provenance, and our current knowledge is incomplete at best. The observations shown here are spatially and temporally biased, often focusing on the Northern Hemisphere, given the location of the principal anthropogenic sources during the 20th century. Limited data presently exists from the Southern Hemisphere and regions emerging from economic development despite known hemispheric-scale effluxes. The transient nature of anthropogenic lead will also provide key insights as the passage of time the lead ‘dye’ will be transported to older marine and terrestrial sinks. Future geochemical studies of anthropogenic lead and other elements will address the impact of human activities on the global environment and how the Earth dynamically partitions anthropogenic signals into the atmosphere, continents and oceans.
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The introduction of legislation in the western world over the last 20 years or so requires that poisonous exhaust emissions from cars are reduced. Catalytic converters fitted to exhaust systems make these poisonous gases safer. Now nearly half the world’s annual production of platinum (Pt) and palladium (Pd) is being used in the manufacture of catalytic converters. As cars travel around our cities these converters lose Pt and Pd which are ejected onto roads. This creates artificial concentrations of Pt and Pd in the urban environment that is a new addition to the global distribution. We know very little about such concentrations but we know much more about Pt and Pd concentrations in geological settings. Pt and Pd occur naturally at the Earth’s surface only in a very few rare locations in rocks formed by an unusual combination of geological processes. The major Pt and Pd deposits were formed by crystallisation of magma which concentrated the metals into specific minor rock units within large igneous intrusions. As these precious metals are very rare on the Earth’s surface they are economic at concentrations of only a few parts per million. Recent studies, including those described here, show that values of Pt and Pd accumulating in our cities are approaching values found in natural deposits. Certainly Pt and Pd can be located in road dust at road junctions in the cities in the wealthy western world at levels well above natural background values.

1. Platinum and Palladium Distribution in the Earth

During the formation of the Earth the very dense, high melting point Pt and Pd metals would be expected to concentrate in the metal phase that is in the core of the Earth. So the presence of even small amounts of Pt
H. M. Prichard

and Pd in the Earth’s mantle, which surrounds the core, indicates either an inefficient collection of these elements in the core during its formation so that some remain in the mantle, or transfer of the Pt and Pd from the core into the mantle carried by rising plumes of molten rock [Brandon et al. (1998)] or addition of Pt and Pd by meteorite impact especially during the early history of the Earth [Chou (1978); O’Neill et al. (1995); Palme (1997)].

Today natural Pt and Pd occurrences occur on the Earth’s surface as a result of extraction of these elements from the Earth’s mantle during unusually extensive mantle melting. The melt produced is injected as molten rock or magma into overlying rocks to crystallise and form igneous rocks. There are three main primary geological settings in which Pt and Pd are concentrated in magmas. These are old continental areas into which magma has been intruded or extruded, younger continental rocks that have been rifted at the initial stage of ocean formation and injected by plumes of magma and areas above plate tectonic collision zones where a down-going oceanic plate sinks beneath another oceanic plate or a continental plate. The igneous rocks, in these three settings, that host concentrations of Pt and Pd may be either formed close to the Earth’s surface or exposed by uplift and erosion. If these Pt- and Pd-bearing rocks are eroded by surface processes then sedimentary placer deposits will form where the very dense precious metals accumulate in hollows down stream of the primary source. The tectonic settings of Pt and Pd concentrations world-wide are shown in cartoon form in Fig. 1.

Fig. 1 Sketch (not to scale) showing the tectonic locations of Pt and Pd concentrations.
2. Economic Pt & Pd Concentrations in Natural Deposits

The two major natural economic deposits in the world that produced in 2003 more than 85% of the world’s supply of Pt plus Pd are the Bushveld Complex in the Republic of South Africa and the Noril’sk deposits in northern Siberia [Kendall (2003)]. The Bushveld Complex is a large ancient layered igneous complex formed by magma intruding and crystallising as a large body within ancient continental crust. In contrast the Noril’sk deposits occur in feeder sills to flood basalts that form the Siberian traps. These were erupted as the European plate split away from the Asian plate during the initiation of a new ocean of Permo-Triassic age. The magma that formed the flood basalts at Noril’sk originated deep in the Earth’s mantle and rose in hot jets of molten material, forming a mantle plume. These two giant Pt and Pd deposits were produced in different geological environments and have very different ages. However in both cases the Pt and Pd are the result of concentration processes that took place in large magmatic systems that resulted from great amounts of mantle melting. These melts formed magmas that crystallised to produce mafic and ultramafic igneous rocks rich in ferromagnesium minerals. The Bushveld Complex is 240 km wide and 350 km long [Cawthorn et al. (2002)] and is the largest layered igneous complex exposed on Earth. The Noril’sk sills were the feeder channels for the many cubic km of lava that comprise the largest continental flood basalt system in the world [Wilson (1989)].

In the Bushveld complex Pt and Pd have been concentrated and are extracted from the Merensky Reef which is a coarsely crystalline mafic rock (Fig. 2A) and the UG2 which is a chromitite [Lee (1996)]. Both of these are only 1–2 m thick in a sequence of igneous rocks that is approximately 7–9 km thick and both contain minor Ni-Cu-Fe sulphide minerals. The average values of Pt and Pd in these two reefs are in the order of 5000–10000 parts per billion (ppb or mg/tonne) [Cawthorn et al. (2002)]. They represent very efficient concentration of the precious metals into specific narrow units within the rock sequence during crystallisation of the magma. In Noril’sk Pt and Pd occur in the massive Ni-Cu-Fe-sulphides that efficiently collected the Pt and Pd from the magma as it flowed through feeder sills to the surface where it erupted to form lava flows. The grades of Pt and Pd in the massive sulphides vary considerably from 2000 to 110000 ppb (Kozyrev et al. (2002)]. They are so enriched in some samples that platinum-group minerals can be seen in hand specimen (Fig. 2B).
Fig. 2 Photographs of Pt- and Pd-rich rocks from (A) the Merensky Reef in the Bushveld Complex; Chromite (Ch) forms a sub-horizontal layer cutting across the coarsely crystalline silicate minerals, (S) are Ni-Cu-Fe sulphides, (B) Noril’sk; massive Ni-Cu-Fe sulphide ore containing a white platinum-group mineral (PGM) and (C) Cliff in the Shetland ophiolite; black chromite (Ch) surrounded by Pt- and Pd-bearing green Ni carbonate next to dunite (D). Scale bars represent 1 cm.

Smaller deposits can be economic and one of the best examples of this is the Lac de Isles deposit in Canada which is only 1 km². Here ore is extracted from an open pit with grades of 8000 ppb Pd [Watkinson et al. (2002)]. Some Pt and Pd are extracted from other layered intrusions including the Stillwater complex in Montana, USA [McCullum (1996)], the Great Dyke in Zimbabwe [Wilson (1996)] and from massive Ni-Cu-Fe-sulphides in the Sudbury igneous complex in Canada that formed after a meteorite impact.
Pt and Pd also can be concentrated in ultramafic magma that erupted to form lava flows and assimilated sulphides from the adjacent sediments. Examples include the Pt and Pd enrichments at Kambalda in Western Australia and Raglan in Cape Smith in Canada [Lesher and Keays (2002)].

Economic concentrations of Pt and Pd sometimes occur in laterites overlying Pt- and Pd-bearing igneous complexes or in placer deposits. Examples of placers include those associated with giant deposits such as the Merensky Reef and smaller but enriched deposits such as in eastern Siberia, the Urals and Columbia [Weiser (2002)].

3. Non-Economic Pt and Pd Concentrations in Natural Occurrences

There are many minor occurrences of Pt and Pd that are not at present economic to extract including concentrations in several layered igneous complexes. Examples include Skaergaard in Greenland and Rum in Scotland, both of which are layered complexes associated with plumes of magma that rose during the opening of the Atlantic Ocean [Andersen et al. (2002)].

Oceanic rocks can be created above down-going plates of older oceanic rocks sinking as part of the plate tectonic process. These oceanic rocks are formed by unusually great degrees of mantle melting caused by water driven off the sinking oceanic rocks. This water lowers the melting point of the mantle and the greater degree of melting extracts Pt and Pd which then concentrates in the oceanic rocks during crystallisation of the extracted magma [Prichard et al. (1996)]. Slices of fossilised ocean crust that have been emplaced on land by mountain building are known as ophiolite complexes and Pt and Pd concentrations often occur in the ophiolite complexes formed above down going oceanic plates. Magmatic concentrations in ophiolite complexes can reach values of 4000–5000 ppb (e.g. in the Shetland ophiolite complex) but tonnages are insufficient to be economic [Prichard et al. (1996)] (Fig. 2C).

Similarly magmas produced above oceanic plates going down below continents are Pt enriched [Johan (2002)]. These magmas crystallise to form Pt-rich intrusions that are exposed at the Earth’s surface in a number of mountain ranges that formed as ocean plates sank beneath continents. These intrusions are especially well preserved in Alaska and so they are known as Alaskan type complexes.

Away from these geologically rare concentrations the abundances of Pt and Pd are very low. Pt and Pd values in the Earth’s mantle are low. Barnes et al. [1988] averaged 114 source mantle analyses to produce average modern
mantle values of 9.2 parts per billion (ppb or µg/kg or mg/tonne) Pt and 4.4 ppb Pd and similar values are given by Morgan [1986]. The Pt and Pd content of igneous rocks decreases sharply as the silicate content increases. Reliable data is somewhat sparse but generally Pt ranges from 10–20 ppb for ultramafic rocks and 5–10 ppb for mafic rocks. Felsic and intermediate rocks contain ranges of Pd of 0.1–6 ppb [Crocket (1981)]. Sedimentary rocks may contain placers but these are very rare and the vast majority of sedimentary rocks have very low concentrations of these elements. A recent study of 281 sediments resulted in average values of 2.7 ppb Pt and 1.9 ppb Pd and the sediments included lake sediments, marine sediments derived from nearby land and marine shale formed far from land [Terashima et al. (2002)].

4. Magmatic Processes that Collect Pt and Pd

The six platinum-group elements (PGE), Os (osmium), Ir (iridium), Ru (ruthenium), Rh (rhodium), Pt and Pd tend to occur together as they share affinities with iron and sulphur. Sulphur saturation and the crystallisation of sulphides from magma are caused by a number of factors. These include cooling and change in composition of the magma during crystallisation and commonly by crystallisation of Fe-rich oxides such as chromite (FeCr$_2$O$_4$) and magnetite (Fe$_3$O$_4$) or by contamination or mixing of magmas [Naldrett (1989)].

The magmatic processes that concentrate PGE tend to be similar in a variety of geological settings from layered intrusions in stable continental areas to ophiolite complexes formed in tectonically active regions. Thus in whatever tectonic setting the magma is generated, Os, Ir and Ru are particularly concentrated with chromitites whereas Pt and Pd are associated with Ni-Cu-Fe-sulphides. If sulphur-saturation was not coincident with chromite crystallisation then there is usually a separation of the Os, Ir and Ru from Pt and Pd [Prendergast (1991); Andersen et al. (1998); Auge (1998); Moreno et al. (1999)]. If sulphide-saturation of the magma and chromite crystallisation took place at the same time, then all six PGE are concentrated together [Prichard and Lord (1993); Lee (1996)]. Even in this case, it sometimes can be demonstrated mineralogically that Os-, Ir- and Ru-bearing minerals are enclosed in chromite and so started to crystallise early whereas Pt-, Pd- and Rh-bearing minerals are associated with sulphides and are situated in late crystallising silicates that formed between the earlier chromite [Prichard and Tarkian (1988)].
In Ni-Cu-Fe-sulphide-rich magmas Pt and Pd are concentrated in molten sulphide-rich droplets that separate from the silicate magmas in a similar way to oil droplets in water [Naldrett et al. (1996); Crocket et al. (1997)]. The sulphide droplets may be small (1 cm in diameter) or they may coalesce to form large units that can crystallise to form massive metal-rich ore deposits metres to 10 s of metres across such as at Noril’sk. The result is that Pt and Pd are often associated with Ni-Cu-Fe-sulphides in mafic and ultramafic igneous complexes even if there is only 1–2% Ni-Cu-Fe-sulphide in the rock. The first sulphide liquid to separate from the silicate magma and crystallise tends to concentrate the Pt and Pd and subsequent sulphides are Pt- and Pd-poor.

Once separated from the silicate melt, Pt- and Pd-bearing sulphide liquids crystallise high temperature minerals first. The composition of the remaining liquid sulphide changes, or fractionates because of the separation of a solid of differing composition. Volatile elements such as bismuth (Bi), tellurium (Te), antimony (Sb) and arsenic (As) tend to concentrate in the last sulphide liquid as early crystals contain no volatile elements. PGE often also concentrate in these last sulphide liquids with Bi, Te, Sb and As [Prichard et al. (2004a)]. Sometimes, as in the Merensky Reef, Pt and Pd bismuth tellurides occur interstitially with minerals such as quartz that crystallised late from fractionated silicate magma [Prichard et al. (2004b)]. Similarly in the Pt- and Pd-enriched horizons in the Freetown layered complex in Sierra Leone Pt-sulphides occur as droplet shaped minerals with magnetite enclosed by amphibole (a mineral that contains hydroxyl ions) that lies between earlier crystallised silicate minerals [Bowles et al. (2002)]. Both these examples indicate that the Pt and Pd crystallised late in the silicate crystallisation sequence, with volatile-rich sulphide liquid.

5. Platinum-Group Minerals

Platinum-group elements form a great variety of platinum-group minerals (PGM). Different PGM are often produced by different processes. Therefore the type of PGM found may indicate its origin as, for example, formation during early or late magmatic crystallisation and often the primary PGM have been replaced during subsequent low temperature alteration and/or surface weathering.

Despite its great age the Bushveld Complex is relatively unaltered and undeformed because of its size. Even here the PGE that were magmatically concentrated in Ni-Cu-Fe-sulphide in the Merensky reef are now contained
in secondary minerals. These include discrete PGM sulphides enclosed by PGE-poor Ni-Cu-Fe-sulphides that are themselves associated with chromite layers. These PGM were produced by re-equilibration during cooling with PGE being expelled (or exsolved) from the crystal structure of their Ni-Cu-Fe-sulphide hosts during cooling after all the magma has crystallised (Fig. 3A) [Prichard et al. (2004b)]. Bi-, Te-, Sb- and As-bearing PGM may have formed either directly by crystallisation from a fractionated sulphide liquid or are the result of later exsolution. In the Shetland ophiolite it is clear that Bi, Te, Sb and As were introduced during low temperature regional metamorphism. The PGE came originally from a magmatic source but have been mobilised to form Pt-, Pd- and Rh-bearing bismuthides, tellurides, antimonides and arsenides and they are surrounded now by low temperature alteration minerals such as serpentine and chlorite [Prichard et al. (1994)].

The association of PGM with low temperature carbonate has been described from a number of localities including the Raglan PGE-bearing massive sulphide deposit in ultramafic lavas in Cape Smith northern Canada. Here Pt and Pd tellurides, antimonides and arsenides occur in carbonates [Seabrook et al. (2004)]. In the Shetland ophiolite, at the very Pt- and Pd-rich locality at Cliff, PGM occur surrounded by Ni carbonate associated with chromite (Fig. 1C). In Jinchuan, a major nickel and PGE deposit in China, Se has been introduced during low temperature alteration
to replace palladium-bismuthides by palladium selenides [Prichard et al. (2004c)].

The alteration of PGM sulphides, bismuthides, tellurides, arsenides and antimonides to PGE-alloys appears to be the next stage in the alteration sequence. This can be observed where PGM are in contact with secondary minerals such as amphibole and chlorite. Other alloys may also form at this stage including combinations of Au, Ni, Cu, Fe with or without PGE. For example, in the Freetown complex Pt-sulphides alter directly to Pt-Fe alloys [Bowles et al. (2002)].

A final stage of alteration, probably caused by surface weathering and oxidation, is the production of PGE oxides (Fig. 3B). Often these are located around other PGM. Now PGE oxides are being described much more commonly [Augé and Legendre (1994); Moreno et al. (1999); Ortega et al. (2004)] but the processes of their formation are not understood. PGE oxides that have been described so far tend to be poorly crystalline amorphous minerals that may replace earlier minerals.

6. Pt and Pd Mobility at the Earth’s Surface

The platinum-group elements were traditionally thought of as inert. However when subjected to alteration and surface processes they are clearly far from inert and show different solubility and mobility in different pH and Eh conditions. The Bacuri complex in the Amazon in Brazil is deformed, altered and has been exposed to tropical weathering. PGE were initially concentrated into Ni-Cu-Fe-sulphides with the chromite during magmatic crystallisation. They were then exsolved to form PGM including, for example, Pd bismuthides. In these rocks PGM occur in veins in the chromite showing that the PGM are being locally remobilised. In the tropically weathered lateritic soils that overlie the complex the Pd has been removed but the Pt remains producing very high Pt/Pd ratios in the laterite (Fig. 4A) [Prichard et al. (2001)]. Similarly in the Shetland ophiolite soil pits over the mineralised area revealed that Pt/Pd ratios increase upwards indicating that Pd is being removed from the soil by weathering [Prichard and Lord (1994)]. These two examples from Brazil and Shetland with high rainfall in tropical Brazil and temperate Shetland agree with conventional ideas that suggest that Pd is more mobile during surface alteration with Pt/Pd ratios increasing from fresh mineralised rock into overlying soils [Fuchs and Rose (1974)]. However theory suggests that Pt is more mobile than Pd [Wood (2002)] and analysis of samples from the desert in
Nevada, USA, suggests that in very dry conditions Pt is more mobile than Pd with Pt/Pd ratios decreasing in the weathered horizons above the PGE mineralisation in the rock (Fig. 4B). It is possible that the type of weathering is critical in determining the relative solubility of the PGE.

Erosion of natural Pt and Pd concentrations may produce placers and these may be forming today as in Yubdo in Ethiopia [Johan (2002)] or they may occur as fossil placers derived from sources long since completely eroded away. In Brazil fossil Pt and Pd placers are present sporadically in the Espinhaço quartzites which extend for 100 s of Km from Bahia in the north to Minas Gerais in the south. These PGE are likely to have been derived from older greenstone belts that contained PGE concentrations in mafic and ultramafic igneous complexes that have been eroded. Some of these placer grains are well rounded (Fig. 5A) and located in conglomerate suggesting mechanical transport of the grains and collection in traps as a consequence of their very high density. In contrast delicate dendritic and botryoidal shaped grains suggest that other PGM may, at least in part, have grown in situ by precipitation of the PGE from solution (Fig. 5B) [Bowles (1986)]. PGE can dissolve and they have been identified in natural waters in mineralised areas [e.g. Cook and Fletcher (1993)] and their uptake by vegetation has also been recorded [e.g. Hall et al. (1990)].
The balance of weathering versus erosion of the land’s surface varies with climate and relief. Thus in flat tropical areas with high rainfall, deep chemical weathering dominates over erosion. In mountains or hills in temperate zones and deserts rocks are exposed because erosion removes weathered and mechanically dislodged material faster than it can be weathered to form soil. The dispersion and re-concentration of Pt and Pd on the Earth’s surface are controlled by their solubility and the mechanical mobility. These depend on the original mineralogy hosting the Pt and Pd and on surface conditions that exist at a particular Pt and Pd occurrence.

7. Pt and Pd in the Urban Environment

Pt and Pd are extremely rare metals. Almost half the world’s annual production is being used in catalytic converters fitted to cars to reduce the emissions of poisonous gasses from car exhaust systems. Particles of Pt, Pd and also Rh, are detached from these catalytic converters and land on the roads [Prichard in BA reports (1998); Jarvis et al. (2001); Higney et al. (2002).] A pilot study in 1996 on road dusts swept from six road junctions in Cardiff (Table 1, Fig. 6) showed that at all the localities Pt and Pd are above the normal background values of less than 1–2 ppb. Values at the six sites varied from 16–126 ppb Pt and 7–99 ppb Pd. The higher values correspond to the busiest roundabouts where traffic flow is high.
Table 1A  Cardiff road dust as swept straight from the road.

<table>
<thead>
<tr>
<th>Values in ppb</th>
<th>Rh</th>
<th>Pt</th>
<th>Pd</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 A48, Roath roundabout</td>
<td>22</td>
<td>126</td>
<td>99</td>
</tr>
<tr>
<td>2 A48, Penylan roundabout</td>
<td>16</td>
<td>98</td>
<td>13</td>
</tr>
<tr>
<td>3 M4, Granada services roundabout</td>
<td>11</td>
<td>73</td>
<td>21</td>
</tr>
<tr>
<td>4 Cyneood roundabout</td>
<td>12</td>
<td>72</td>
<td>15</td>
</tr>
<tr>
<td>5 Culverhouse cross BMW entrance</td>
<td>5</td>
<td>34</td>
<td>10</td>
</tr>
<tr>
<td>6 Traffic lights A48</td>
<td>2</td>
<td>16</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 1B  Roath roundabout road dust.
Sieved into coarse and fine fractions and separated by heavy liquids

<table>
<thead>
<tr>
<th>Values in ppb</th>
<th>Rh</th>
<th>Pt</th>
<th>Pd</th>
<th>Au</th>
<th>% of sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse 0.09–1 mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light fraction</td>
<td>4</td>
<td>25</td>
<td>30</td>
<td>3</td>
<td>93</td>
</tr>
<tr>
<td>Heavy fraction</td>
<td>220</td>
<td>1679</td>
<td>284</td>
<td>122</td>
<td>7</td>
</tr>
<tr>
<td>Fine fraction below 0.09 mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light fraction</td>
<td>5</td>
<td>37</td>
<td>6</td>
<td>6</td>
<td>89</td>
</tr>
<tr>
<td>Heavy fraction</td>
<td>111</td>
<td>966</td>
<td>2945</td>
<td>272</td>
<td>11</td>
</tr>
</tbody>
</table>

Fig. 6  (a) A map of Cardiff showing sample locations for road dust collection at major road junctions (squares) and mud samples in the bay (circles); the M4 motorway is shown as a thick black line, and the other roads are shown as thinner black lines. Rivers are shown in dashed lines, Cardiff Bay and the Bristol Channel are filled with horizontal lines and the built up area is shaded grey.
The Cyncoed roundabout was found to have significantly high Pt and Pd values and, although it does not have the high traffic flow associated with the roundabouts on major route ways and motorways, it is in the centre of a wealthy part of Cardiff. Here new cars have catalytic converters that tend to disintegrate due to temperature fluctuation at the beginning of journeys. The sample with the highest Pt and Pd values at Roath, after density separation, yielded total precious metal values of 4294 ppb in the fine grained, heavy fraction.

From the roadsides the PGE are washed down gullies into the complicated network of artificial and natural drainage (Fig. 7) [Laschka and Nachtwey (1997)]. PGE are collecting at points in the urban waste system at concentrations well above normal background levels. The fact that these accumulations of Pt and Pd are being moved through the urban environment is demonstrated by their presence in mud from Cardiff Bay. Here values of 20 ppb Pt plus Pd must have come from artificial sources as there are no nearby natural sources of Pt and Pd. Another example of the mobility of PGE in the urban environment comes from Os isotope evidence in sediments in Massachusetts and Cape Cod bays [e.g. Ravizza and Bothner (1996)]. Traces of Pt and Pd contamination have been recorded even in the Greenland ice sheet [Barbante et al. (2001)].
Precious metals in catalytic converters fitted to car exhaust systems

Precious metals expelled onto roads especially at roundabouts

Precious metals enter natural drainage

Precious metals enter drains/gullies

Precious metals enter the sewage system

Precious metals go to land fill

Precious metals go into estuaries

Fig. 7 Diagram showing possible pathways for the Pt and Pd as they pass through the urban environment.

8. Knowledge from Natural Pt and Pd Occurrences
   Applied to the Man-Made Situation

Geological exploration for Pt and Pd in the natural environment includes mineralogical and geochemical analysis of weathered and altered Pt and Pd occurrences exposed on the Earth’s surface. Knowledge of the original mineralogy of natural Pt and Pd concentrations and the alteration processes affecting them should be applied to understand the mobility of Pt and Pd in the urban environment. The mineralogy of Pt and Pd in natural occurrences influences the way the different physical and chemical surface processes mobilise Pt and Pd. This also will be the case for Pt and Pd in the urban environment where they will be moved by mechanical processes causing collection by gravity as in placer deposits and by dissolution in acidic conditions and subsequent precipitation. If Pt- and Pd-rich particles from catalytic converters oxidise and disintegrate during surface weathering then they may become less stable and prone to dissolution. An understanding of the Pt and Pd mineralogy, and Eh and pH conditions to which they are subjected, should make it possible to predict where Pt and Pd will concentrate in the urban environment. Little is known about the distribution of Pt and Pd in the urban environment, or the mineralogy of these elements or how they are transported, through our cities in the complicated network of artificial and natural urban drainage systems and further work is necessary. What is clear is that the use of catalytic converters in cars is redistributing...
Pt and Pd from the relatively rare natural geological occurrences near the Earth’s surface onto road-sides and then into urban drainage systems in many cities world wide.
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This chapter describes a vision for a future objectively optimised earth observation system with integrated scientific analysis. The system envisioned will dynamically adapt the what, where, and when of the observations made in an online fashion to maximise information content, minimise uncertainty in characterising the systems state vector, and minimise both the required storage and data processing time for a given observation capability. Higher level goals could also be specified such as the remote identification of sites of likely malaria outbreaks. By facilitating the early identification of potential breeding sites of major vector species before a disease outbreak occurs and identifying the locations for larvicide and insecticide applications. This would reduce costs, lessen the chance of developing pesticide resistance, and minimise the damage to the environment. Here we describe a prototype system applied to atmospheric chemistry with two relatively mature symbiotic components that seeks to achieve this goal. One component is the science goal monitor (SGM), the other is an Automatic code generation system for chemical modeling and assimilation (AutoChem) described online at www.AutoChem.info/. The Science Goal Monitor (SGM) is a prototype software tool to determine the best strategies for implementing science goal driven automation in missions. The tools being developed in SGM improve the ability to monitor and react to the changing status of scientific events. The SGM system enables scientists to specify what to look for and how to react in descriptive rather than technical terms. The system monitors streams of science data to identify occurrences of key events previously specified by the scientist. When an event occurs, the system autonomously coordinates the execution of the scientist’s desired goals. The data assimilation system can feed multivariate objective measures to the SGM such as information content and system uncertainty so
that SGM can schedule suitable observations given the observing system constraints. The observing system may of course be a sensor web suite of assets including orbital and suborbital platforms. Once the observations are made an integrated scientific analysis is performed which automatically produces a cross-linked web site for easy dissemination and to facilitate investigation of the scientific issues. A prototype is available at www.CDACentral.info/.

1. Introduction

This year, 2004, is the fortieth anniversary of the NASA Nimbus program. The Nimbus satellites, first launched in 1964, carried a number of instruments: Microwave radiometers, atmospheric sounders, ozone mappers, the Coastal Zone Color Scanner (CZCS), infrared radiometers, etc. Nimbus-7, the last in the series, provided significant global data on sea-ice coverage, atmospheric temperature, atmospheric chemistry (i.e. ozone distribution), the Earth’s radiation budget, and sea-surface temperature.

What will the earth observing systems of the future look like? Will they be autonomous? This chapter describes one vision for future earth observing systems. New in this vision is the desire for symbiotic communication to dynamically guide an earth observation system. An earth observation system which is not just a single satellite acting on its own but a constellation of satellites, and sub-orbital platforms such as unmanned aerial vehicles [Trego (1994); Zelenka et al. (1997); Sujit and Ghose (2004)] (http://uav.wff.nasa.gov/), and ground observations interacting with computer systems used for modeling, data analysis and dynamic observation guidance. Automatic code generation (www.AutoChem.info/) and automatic parallelisation will greatly facilitate the implementation and automatic adaption of the system for different problems and its possible use on a variety of hardware. Automatic documentation of both software and data products facilitate both code maintenance, and the production and quality monitoring of self-consistent analyses. These analyses can be used by scientists to understand and answer major scientific questions, and by policy makers to establish sound policy decisions, thus increasing the accessibility and utility of Earth Science data. Automatic compression minimises both the required cost of storage and dissemination, and the required time for electronic product transfer/download.

Most of the key questions in earth science involve the tracking of dynamically evolving geophysical fields. So it is desirable to make the best use of a given earth observation capability by using an objective dynamic data
Fig. 1  It would be very useful for an earth observing system to dynamically track evolving features. For example, on the left the sharp gradient in NO (nitric-oxide) at the terminator can be seen. On the right a visualization of both the tropopause and the polar vortex can be seen, both are important mixing barriers.

retrieval control system that dynamically adapts the observations made in an online fashion. This facilitates the dynamic tracking of time-evolving sharp gradients, one example would be those in chemical tracer fields often located at the polar vortex edge, the tropopause and the day-night division. An example of this is shown in Fig. 1. On the left the sharp gradient in NO (nitric-oxide) at the terminator can be seen. On the right a visualisation of both the tropopause and the polar vortex can be seen, both are important mixing barriers.

This approach fits in well with the Sensor Web Concept (http://sensorwebs.jpl.nasa.gov/). A Sensor Web consists of a group of sensors (satellites, UAVs, aircraft, ground stations) set up to collect various kinds of information, communicate with other sensors in the web. NASA is already taking the first steps toward Internet-like connectivity among its Earth sensing satellites. A system composed of multiple science instrument/processor platforms that are interconnected by means of a communications fabric for the purpose of collecting measurements and processing data for Earth or Space Science objectives. An example how these ideas have
already been used to track fires is available online at http://earthobservatory.nasa.gov/Newsroom/NasaNews/2003/2003072215047.html. Imagine, for example, if all the NASA earth science satellites currently in orbit (Fig. 2) had active communication with each other and with an intelligent observation direction system and global modelling tools. Such an arrangement would allow a much greater synergy than is currently possible and thus allow for an objectively optimised approach to earth observation.

NASA and ESA science missions have traditionally operated on the assumption that we can only manage scheduling priorities and scientific processing on the ground with significant human interaction, and that all scientific data must be downloaded and archived regardless of its scientific value. However, increases in onboard processing and storage capabilities of spacecraft, as well as increases in rates of data accumulation will soon force NASA operations staff and scientists to re-evaluate the assumption that all science must be done on the ground. In order to take advantage of these new in-flight capabilities, improve science return and contain costs, we must develop strategies that will help reduce the perceived risk associated with increased use of automation in all aspects of spacecraft operations. An
important aspect of science operations is the ability to respond to science driven events in a timely manner. For such investigations, we must teach our observing platforms to intelligently achieve the scientists goals. The principles presented here are generic but a specific example will be taken from atmospheric chemistry. The assimilation system described is being used in the NASA Global Modeling and Assimilation Office to assist with EOS Aura data validation.

Throughout this chapter a central concept is that of state vectors. The first step in the mathematical formalisation of the system is the definition of the work space. The collection of numbers needed to represent the state of the system being studied is collected as a column matrix called the state vector, $x$.

2. Dynamic Data

The first and most important element is the concept of dynamic data. The dynamic data retrieval control system envisioned here dynamically adapts what measurements are made, where they are made, and when they are made. The dynamic adaption is performed online to maximise the information content, minimise the uncertainty in characterising the systems state vector, and minimise both the required storage and data processing time, and minimise the data heterogeneity minimisation within analysis grid cells. (It is conceivable that these ideas could be used in future to direct additional observations from unmanned automated sub-orbital platforms.)

The ability to develop a dynamic data retrieval control system for an objectively optimised earth observation system depends in large part on products made available when data assimilation is an integrated part of the earth observation system. Making data assimilation an integral part of the earth observation system is a prudent step since assimilation seeks to bring together heterogeneous information together with its associated uncertainty from a variety of sources (both observational and theoretical) in a self-consistent mathematical framework.

3. Science Goal Monitor

At the heart of the dynamic data retrieval control system is the Science Goal Monitor. The Science Goal Monitor (SGM; http://aaa.gsfc.nasa.gov/SGM) is a prototype software tool to explore strategies for implementing science goal driven operations for multiple sensors/platforms.
A space science SGM is being prototyped for dynamic automated reactions to intrinsically varying astronomical phenomenon using one of the Small and Moderate Aperture Research Telescope System (SMARTS) telescopes. An earth science prototype has been built for Earth Observing 1 (EO-1) to evaluate how multiple sensors can react dynamically to obtain rapid observations of evolving earth science events. Here we envision extending these previous prototypes to use objective metrics such as information content and system uncertainty so that SGM can schedule suitable observations that objectively optimise the use of our assets.

Higher level goals could also be specified. For example, malaria is a major international public health problem, causing 300–500 million infections worldwide and approximately 1 million deaths annually. If we have developed a risk model to predict the occurrence of malaria and its transmission intensity and its mapping to satellite-derived and meteorological data we could ensure that our earth observing system makes observing such conditions a priority. This would then facilitate the early identification of potential breeding sites of major vector species before a disease outbreak occurs and identify the locations for larvicidal and insecticidal applications in order to reduce costs, lessen the chance of developing pesticide resistance, and minimise the damage to the environment. Such projects already exist, for example, the NASA healthy planet project on Mekong Malaria and Filariasis, http://healthyplanet.gsfc.nasa.gov/project3.html.

4. Information Content and State Vector Uncertainty

As a dynamic system evolves with time not all of the state variables within the state vector contain equal amounts of information (information content), and not all state variables are known to the same precision. It is therefore clearly desirable that the observations made both contain the maximum information content possible with a given observing platform capability and allow the systems state to be characterised with a minimum uncertainty.

Information content is a broad term that could be quantified in any number of ways depending on the system or problem being studied. Therefore, although we propose to use a specific measure of information content for the atmospheric chemistry system, these measures could easily be substituted with alternative measures that may be more suitable depending on the given objectives of an investigation. Although we describe a specific
example from atmospheric chemistry, the principle is clearly more general. The key new concept in this approach is that information content and system uncertainty are used in determining: What should be measured, when and where, thus providing a cost effective strategy for using resources and minimising the data storage required to characterise a system with a given level of precision.

One measure of information content/ranking that could be used is described by [Khattatov et al. (1999)] coupled with the so-called goal attainment algorithm to provide the information content ranking. The chemical assimilation system will provide analyses of the state vector together with an associated uncertainty. The information content/ranking software uses the analyzed state vector to provide the information content ranking. This information is then passed to the SGM to allow it to objectively determine the following days observation schedule.

5. Automatic Code Generation

The complexity of atmospheric chemistry varies tremendously with location: From the relatively simple chemistry of the mesosphere involving primarily oxygen, hydrogen, and nitrogen containing species, to the more complex chemistry of the stratosphere also involving chlorine, bromine, iodine, and sulphur containing species and simple hydrocarbons such as CH\textsubscript{4} and other greenhouse gasses, to the very complex chemistry of the troposphere, which also involves volatile organic hydrocarbons (VOCs) and their host of oxidation products. Therefore, any tool that is going to be involved in implementing a dynamic objectively optimised earth observation strategy must be capable of dealing with these very different chemical regimes. Consequently, it is most desirable to have an automatic code generator that is capable of creating and reusing code for the deterministic models required to describe the chemistry of these different regimes together with the entire data assimilation infrastructure required (i.e. time derivatives, Jacobians, Hessians, adjoints, and information content). The AutoChem code generation and modeling/assimilation system has these capabilities and has already been validated in a range of studies (www.AutoChem.info/). Code validation is an important part of this process. The AutoChem system has been extensively validated against a wide variety of data from aircraft, balloons, space shuttle borne instruments such as ATMOS and CRISTA and satellite based observations.
6. Data Assimilation

The information content metrics and uncertainty characterisation will be supplied by the chemical assimilation system, AutoChem. AutoChem (www.AutoChem.info/) is an automatic code generation system, documenter and symbolic differentiator for atmospheric chemical modeling and data assimilation [Fisher and Lary (1995); Lary et al. (2003)]. An advantage of assimilation is that it propagates information from data-rich regions to data-poor regions. Data assimilation also offers a mathematical framework to check and quantify the chemical consistency of multispecies observations with one another and with photochemical theory through the use of objective skill scores. That is, the analysis can examine both the consistency between different instruments observing the same constituent, and the photochemical self-consistency between multiconstituent observations and photochemical theory.

7. Automatic Data Compression

After the raw radiance data observed by a satellite is processed higher-level one and two datasets are generated. These higher-level datasets are usually stored at a uniform precision, where the stored precision is usually significantly greater than the certainty with which the level one and two data are known. For example, the data may be stored with eight significant figures when we are only confident in the first three or four. If the total data volume is small then this does not have significant cost implication. However, when we are dealing with very high data volumes this does have a significant cost implication for storage and/or data transfer. For many years now a variety of data compression techniques have been used that could be adapted to reduce the amount of space required for data storage and time for data transmission. The degree of data compression can be chosen to make the compression non-lossy for the accuracy characterised by the assimilation system, i.e. to three significant figures if that is how well we know the variable instead of eight or sixteen significant figures if we do not know the variable to that precision. If it is found at a later date that reprocessing is required then this can still be done as the raw radiance data is stored to the full machine precision. Automatic data compression uses the dynamic data concept in the addition of value added products without incurring prohibitive space requirements.
8. Machine Learning

The whole approach described depends in large part on the integration of a data assimilation system. When considering data assimilation of atmospheric chemistry, one of the computationally most expensive tasks is the time integration of a large and stiff set of ordinary differential equations (ODEs). However, very similar sets of ODEs are solved at adjacent grid points and on successive days, so similar calculations are repeated many thousands of times. This is the type of application that benefits from adaptive, error monitored, machine-learning technology. Our ODE solver already employs adaptive time stepping with error monitoring, if this is extended to an adaptive use of machine learning then there are literally massive potential savings in computational expense. A prototype code has been developed that we would like to extend here for use within the ODE solver. Early work seems promising that such an approach would work [Lary et al. (2004); Lary and Mussa (2004)]. A success in this area would mean a dramatic reduction in the computational cost of assimilation and hence of the entire dynamic data retrieval control system.

9. Automatic Analysis and Web Site Creation

To facilitate the analysis and scientific usefulness of the modeling and assimilation system and the dissemination of the data products the system includes an automatic web site generator called CDACentral (for Chemical Data Assimilation Central). An example is available online at www.CDACentral.info/. CDACentral creates a full cross-linked web site that presents not only the assimilated analyses, the associated uncertainties, detailed analysis of the uncertainties, assimilation skill scores, but also a break down of all the continuity equations and the contribution of each individual term to the overall continuity equation. It is easy to navigate to a given time period or constituent by using the site’s javascript navigation bars. This allows detailed mechanistic studies to be performed. For example, the next subsection describes how the system has been recently used to show the often unrecognised role of halogen chemistry in the free troposphere.

9.1. A case study: Chlorine oxidation of methane in the free troposphere

Atmospheric methane is a key greenhouse gas. Methane and hydrocarbon oxidation are some of the most significant atmospheric chemical processes.
The hydroxyl radical (OH) is an important cleansing agent of the lower atmosphere, in particular, it provides the dominant sink for CH$_4$ and HFCs as well as the pollutants NO$_x$, CO and VOCs. Once formed, tropospheric OH reacts with CH$_4$ or CO within seconds. It is generally accepted that the local abundance of OH is controlled by the local abundances of NO$_x$, CO, VOCs, CH$_4$, O$_3$, and H$_2$O as well as the intensity of solar UV; and thus it varies greatly with time of day, season, and geographic location [Houghton and Ding (2001)].

Methane oxidation is usually initiated by hydrogen abstraction reactions such as

\[ \text{OH} + \text{CH}_4 \rightarrow \text{CH}_3 + \text{H}_2\text{O}, \]
\[ \text{O}(^1\text{D}) + \text{CH}_4 \rightarrow \text{CH}_3 + \text{OH}, \]
\[ \text{Cl} + \text{CH}_4 \rightarrow \text{CH}_3 + \text{HCl}, \]
\[ \text{Br} + \text{CH}_4 \rightarrow \text{CH}_3 + \text{HBr}. \]

However, the halogen initiation and catalysis of hydrocarbons is not usually considered in global chemistry models. This is not due to a lack of kinetic knowledge but rather an assumption that halogens play a minor role outside of the boundary layer [Vogt et al. (1996); Sander and Crutzen (1996); Richter et al. (1998); Dickerson et al. (1999); Sander et al. (2003); von Glasow and Crutzen (2004)] and stratosphere [Johnston and Podolske (1978); Cicerone et al. (1983); Farman et al. (1985)]. Figure 4(b) shows that in the lower stratosphere and even in the free troposphere, halogen-catalysed, and halogen-initiated, methane oxidation can be important. Halogen-catalysed methane oxidation can play a significant role in the production of HO$_x$ (= H + OH + HO$_2$) radicals [Lary and Toumi (1997)] in just the region where it is usually accepted that nitrogen-catalysed methane oxidation is one of the main sources of ozone [Houghton and Ding (2001)]. Aspects of methane oxidation by halogens has been previously mentioned by [Crutzen et al. (1992); Burnett and Burnett (1995)] and the mechanism specifically described by [Lary and Toumi (1997)].

Figure 4(a) shows the fraction of CH$_3$ production due to the reaction of methane with OH as a height time series at an equivalent PV latitude of 74°S, i.e. in the polar vortex edge region. The analyses was produced using the AutoChem chemical data assimilation package and observations of methane, ozone, nitric acid, and hydrochloric acid from the NASA upper atmosphere research satellite (UARS). The overlaid dashed red line shows the tropopause as diagnosed by the WMO lapse rate definition, the
solid line shows the temperature minimum. Although the contribution to \( \text{CH}_3 \) production by the reaction of Cl atoms with methane in the troposphere (below the dashed red line) is usually considered to be unimportant the analysis produced by data assimilation shows that this is not true (panel b). Every spring the production of \( \text{CH}_3 \) due to the reaction of Cl with methane can contribute up to 80% of the total rate of \( \text{CH}_3 \) production. Likewise, the hydrolysis of BrONO\(_2\) alone can contribute more than 35% of the HNO\(_3\) production rate in the free-troposphere [Lary (2004)]. Comprehensive results from the chemical assimilation are available online at www.CDACentral.info/. Reaction (2) is most significant in the tropical upper-troposphere where it contributes up to 7% to the initiation of methane oxidation for much of the year as can be seen in the analysis presented in the CDACentral website. Reaction (4) plays a negligible role and is just included for the sake of completeness.

Atmospheric methane is a key greenhouse gas. The main loss of methane occurs through the reaction of methane with OH to produce CH$_3$. Panel (a) shows the fraction of CH$_3$ production due to the reaction of methane with OH as a height time series at an equivalent PV latitude of 74°S, i.e. in the polar vortex edge region. The analyses was produced using the AutoChem chemical data assimilation package and observations of methane, ozone, nitric acid, and hydrochloric acid from the NASA upper atmosphere research satellite (UARS). The overlaid dashed red line shows the tropopause as diagnosed by the WMO lapse rate definition, the solid line shows the temperature minimum. Although the contribution to CH$_3$ production by the reaction of Cl atoms with methane in the troposphere (below the dashed red line) is usually considered to be unimportant the analysis produced by data assimilation shows that this is not true (panel b). Every spring the production of CH$_3$ due to the reaction of Cl with methane can contribute up to 80% of the total rate of CH$_3$ production. It can be seen that the active synergy between observations and modeling via data assimilation can facilitate scientific insights. If this synergy is extended to include a dynamic direction of observations based on objective measures routinely produced by data assimilation it can be seen how we have a sound strategy for focusing on the key scientific issues.

were used, ozone observations from UARS [Reber et al. (1993)] MLS v6 [Froidevaux et al. (1996); Waters (1998)], HALOE v19 [Russell et al. (1993)], POAM, ozone sondes and LIDAR, nitric acid observations from UARS MLS v6 [Santee et al. (1997, 1999)], CLAES, ATMOS, CRISTA [Offermann and Conway (1999)], ILAS [Wood et al. (2002)] and MOZAIC aircraft [Marenco et al. (1998)], hydrochloric acid observations from UARS HALOE and ATMOS, water observations from UARS MLS v6, HALOE v19, and ATMOS, methane observations from UARS HALOE v19, ATMOS and CRISTA were used. All though the bulk of these observations were in the stratosphere a significant number of satellite observations were available for the free troposphere down to 5 km, and from sondes and aircraft data is also available below 5 km.
The major uncertainty in the calculations just presented is the exact chlorine loading of the free-troposphere. UARS/HALOE did not make a significant number of measurements in the free-troposphere, and even when it did the altitude resolution is only 3 km. In the type of objectively optimised earth observations system envisioned here this type of information can be fed back to the earth observing system via the SGM to direct further observations to be made, for example by sub-orbital platforms such as the UAVs (unmanned aerial vehicles). It can be seen that the active synergy between observations and modelling via data assimilation can facilitate scientific insights. If this synergy is extended to include a dynamic direction of observations based on objective measures routinely produced by data assimilation it can be seen how we have a sound strategy for focussing on the key scientific issues.

The example we have chosen is deliberately a little controversial. The point being that ‘conventional wisdom’ can make assumptions that do not square against a large body of observations. The example chosen was from earth observation but aircraft data and the beautiful ATMOS data set show exactly the same thing. In addition, one of the purposes of using assimilation is to validate the model, especially when using high quality in-situ data such as from aircraft. For example, one cannot explain the precise shape of the OH and HO$_2$ diurnal cycles observed from aircraft in the upper troposphere and lower stratosphere if halogen chemistry is not used. ATMOS and satellite data also strongly point to the same end. In other words observations from aircraft, ATMOS, and more than a decade of earth observation agree with the model used based on well established laboratory kinetics and disagree with the conventional wisdom that says halogens do not play a role in the free troposphere. The data speaks strongly against this ‘conventional wisdom’.

10. Conclusion

A schematic overview of the objectively optimised earth observation system envisioned is shown in Fig. 3. The elements of the dynamic data retrieval control system can help in objectively planning mission goals, in the cost effective operation of future optimised earth observing systems, and for scientific analysis and dissemination. During the planning stage the objective measures of information content are invaluable in determining what the instrument capabilities should be. During the operation of future earth
observing systems the dynamic data retrieval control system could dynamically adapt what measurements are made, where they are made, and when they are made, in an online fashion to maximise the information content, minimise the uncertainty in characterising the systems state vector, and minimise both the required storage and data processing time.

The same technology could be applied to the analyses and design of ground based pollution monitoring networks to provide regular pollution analyses. These could then be used for epidemiological studies in the precise quantification on the impacts of pollution on human health. For example, it was noted by Shallcross (personal communication) that high levels of benzene were associated with high hospital admissions of cardiovascular conditions.

At a more basic level the idea of symbiotic communication and dynamic data could be used in many applications to optimise monitoring and observing systems. The ideas of automatic code generation and automatic documentation to facilitate system implementation on a variety of hardware is also of quite general applicability. As is the concept of automatic data compression to minimise the required cost of both storage and dissemination.

Higher level goals could also be specified such as the remote identification of sites of likely malaria outbreaks. By facilitating the early identification of potential breeding sites of major vector species before a disease outbreak occurs and identifying the locations for larvicide and insecticide applications. This would reduce costs, lessen the chance of developing pesticide resistance, and minimise the damage to the environment.

Acknowledgements

It is a pleasure to acknowledge: NASA for a distinguished Goddard Fellowship in Earth Science and for research support; The Royal Society for a Royal Society University Research Fellowship; The government of Israel for an Alon Fellowship; NASA, NERC, EU, and ESA for research support.

References


Crutzen, P. J., Müller, C., Brühl, R. & Peter, T. (1992) On the potential importance of the gas-phase reaction CH\textsubscript{3}OO + ClO \rightarrow ClO\textsubscript{2} + CH\textsubscript{3}O and the heterogeneous reaction HOCl + HCl \rightarrow H\textsubscript{2}O + Cl\textsubscript{2} in ozone hole chemistry. *Geophys. Res. Lett.* 19(11), 1113–1116.


Afterword

There can be little doubt that these are exciting times for the earth sciences, and in many ways contemporary research in the field can be considered as marking a golden age in the history of the science. The Earth Sciences currently occupy a position firmly at the heart of today’s critical issues; tackling climate change, managing and mitigating natural hazards, prospecting for essential new resources and addressing future energy needs. At the same time, earth scientists find themselves at the cutting-edge of discovery and exploration; within the Earth’s interior, in the abyssal depths of the oceans, and on the surfaces of our sibling planets and their satellites.

Without question the new millennium has brought with it a range of problems that the earth sciences are perfectly placed to address, and many of which are examined by contributors to this volume. In relation to increasing vulnerability and exposure to natural hazards, a growing role for satellite monitoring is critical for disaster risk reduction, using radar interferometry and other means to monitor and forecast hazards such as landslides, earthquakes and volcanic eruptions. Combined with this, improving our understanding of the mechanisms that underpin landslide and earthquake formation, enable better predictions to be made about future hazards and the threats they pose to life and property. With both observation and modelling highlighting an acceleration in the rate of climate change this century and beyond, learning more about the atmospheric carbon budget and the effects of particulate loading, and about how we can cost mitigation policies to ensure we tackle rising greenhouse gas emissions in the most effective manner, is critical. While clearly disturbing, taking a retrospective look at the causes of past extinction level events (ELEs) is also vital if we are to start to understand how abrupt climate change might affect our planet’s complex ecosystems.

Inevitably, as our population expands and more and more nations strive for industrial economies to raise living standards, there is increasing demand for ever more resources, both in the form of hydrocarbons and metallic and non-metallic ores. At the same time, increasing pollution arising directly
from enhanced resource usage is creating problems of environmental pollution and contamination that must be addressed.

While there has never been a time when the application of the earth sciences to contemporary economic and social issues has been so great, the purer aspects of the field are also prospering. New data are providing us with a greater knowledge of the near-earth environment, the cryptic processes that operate deep within and beneath volcanoes — and even deeper, at the Earth’s core — and the mechanisms that underpin the slow dance of the tectonic plates across our planet’s surface.

We are perhaps at a crossroads in the growth and development of our civilisation, providing options that may see our race and our civilisation bloom or suffer a knock-back as climate change and a potential energy crisis conspire to make life increasingly difficult for our children and grandchildren. The buoyant field of Earth Sciences may, however, help to provide some of the answers to the problems we undoubtedly face, ensuring for future generations a better life, rather than one fraught with danger and difficulty.

Bill McGuire

_Benfield Professor of Geophysical Hazards and Director of the Benfield Hazard Research Centre_  
_University College London, London, England_
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