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Preface

One of the initial landmarks in human civilization is mineral resources 
 production. From the Stone Age to the Bronze Age and the Iron Age, our 
ability to innovate in our extraction processes for the most useful elements 
has been developed. It is becoming increasingly difficult to access and extract 
minerals. Mining costs increase due to rising labor costs and energy prices. 
To have a sustainable and affordable industry, there is no other way but 
to use new technologies. In order to reduce time and energy consumption 
and manual efforts to finalize mining projects effectively, computers and 
machines have been developed. Although the use of computer software in 
increasing the quality and reducing production costs in mines is widespread 
today, achieving better results requires the use of Artificial Intelligence (AI) 
and Machine Learning (ML) in this industry. Although today, all manag-
ers in the mining industry believe that they should use AI and ML, most of 
them do not know the correct way to use this science. Other than that mere 
AI scientists at universities do not have full access to the industry problems 
as well as the related data. This book potentially can make a bridge between 
developed knowledge by scientists at universities and research centers and 
industrial researchers at mining companies. The ultimate objective of mak-
ing the relationship between scientific knowledge and industrial experi-
ence is to make the machines learn intelligently to think and evaluate the 
same thing as humans in different situations in mining operations. In the 
past, computers were doing as expected, but the systems now can think and 
behave like human beings with AI. High-tech giants are highly involved in 
research to develop the knowledge which has started bringing an innovative 
transformation. Although it is going to form the future mining industry, we 
need to know how it is affecting the mining workstyle. This book has been 
completed in order to give a glimpse of the application and advanced analyt-
ics and AI and ML in the mining industry.

Structure of the Book

Ten chapters have been designed for this book aimed to transfer the main 
part of practical advanced analytics knowledge to the researchers who are 
studying and working in the mining industry. All the presented information 
is supported by practical examples and scientific details. The chapters contain 
enough information for beginners to get familiar with the high technology 
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and science application to solve mining business problems and more detailed 
technical information for advanced readers.

In Chapter 1, an initial review briefly gives a background of the digital 
transformation of mining. Modern technology is growing very fast, and 
businesses must adjust to new changes. In helping companies to this indus-
trial revolution, digital transformation plays an essential role. The develop-
ment of digital technology such as automation, sensors, advanced analytics, 
smart systems, etc., has compelled companies to consider new technologies 
that are more productive and efficient. As one of the leading industries in 
many countries, the mining industry faces a significant challenge when the 
sophistication of human, technical, and management systems is inadequate 
to open the doors to the old industry of the modern world. Digital trans-
formation is a significant challenge. In order to address this challenge, the 
mining companies should work hard to meet this goal, as well as the uni-
versities, to develop the learning and research programs for potential min-
ing engineers in the mining department. This chapter considers the mining 
industry’s need for digital transformation and presents a three-part review 
of the principal elements of digital transformation, including data, connec-
tivity, and decision-making. At the end of this chapter, there is a summary 
of both the mining industry and academic research perspectives on digital 
transformation to benefit mining firms.

Chapter 2 is about using advanced data analytics in the mining industry. 
The mining industry faces massive amounts of data that have hidden layers 
of information and knowledge. In addition, it is difficult for the industries to 
effectively and efficiently implement the data generated by their format, size, 
variety, and speed. Complexity in data processing and interpretation allows 
enterprises to use advanced technologies to solve raw data management prob-
lems. Big data analytics is a ground-breaking approach to data management. 
It uses machine learning (ML) and artificial intelligence (AI) methods to take 
advantage of the data that are collected. Chapter 2 consists of technical dis-
cussions regarding some mostly used ML and AI techniques in the mining 
industry. The presented discussions in Chapter 2 cover big data analytics, deep 
learning, and also machine learning application in the internet of things (IoT).

The realistic data collection, storage, and recovery technique in mining com-
panies will be discussed in Chapter 3. To explore all the big data’s potential 
and relevant technologies, basic data principles need to be thoroughly under-
stood. The multiple available data sources and interdependencies between 
them need to be understood before any process of data analysis begins. In the 
composition of the business context and, therefore, the aims of the analysis 
program, different types, formats, and magnitudes of data are essential fac-
tors. This chapter opens a door in front of mining researchers to think deeply 
about the type of data, source of data, critical performance parameters, data 
quality (assessment, strategies, and improvement), data acquisition, data stor-
age, and data retrieval in the mining industry. This chapter covers geological, 
operational, geotechnical, and mineral processing data.
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The objective of Chapter 4 (making sense of data) is to create a data 
 preparation framework to be used as a guide and best practices supporter 
for the adoption of data mining in the mining industry. Part I reviews essen-
tial aspects of data collection transition to data preparation and provides a 
summary of sources of data in the mining industry; Part II outlines steps, 
techniques, and issues to prepare data before analysis and modeling; finally, 
Part III provides extended data preparation considerations and applications 
for specific cases. Data analysis might seem a very technical activity at first 
glance, but with little guidance, every analyst and decision-maker can become 
a “data literate” and start mining datasets. Precisely, this chapter intends to 
play this role of guidance. However, it is essential to say that the chapter does 
not explore all the possibilities of data preparation; instead, the main goal is 
to generate initial interest in exploring data; for those readers who are inter-
ested in excavating their information and knowledge, a universe of material, 
articles, and references are yet to be explored in this (data) mining journey.

Chapter 5 presents the most used analytics tools in the mining industry. 
Presently, advanced analytics is a critical component of successful businesses 
in various industries. Mining plays a leading role in the development of the 
other industries and is rapidly developing in this industry with the help of 
the analytical tool. Many kinds of analytics have been discussed in theory. 
Nonetheless, choosing a practical instrument requires industrial experience 
and adequate competence in the knowledge involved. This chapter attempts to 
explain some practical analytical tools that address the problems of the min-
ing industry. An introduction discusses the concept of each method, and the 
appropriate usage is discussed separately. The toolkits included in this chapter 
cover statistical and predictive approaches. The investigated predictive models 
in this chapter include the regression, time series, and machine learning meth-
ods. This chapter attempts to provide clear insights into the selection of the 
best analytical instruments for researchers to have better thoughts.

Process analytics is an essential practice for companies in order to deliver 
high-standard services or products to their customers. These technical 
analytics play the primary role in the mining industry, and the quality of 
data analytics is directly related to the accuracy of mining processes ana-
lytics. Chapter 6 explains more details about mining operational analytics 
and the importance of analytics to improve prediction, optimization, and 
making decisions. Traditional analytics approaches that are fundamentally 
developed around process data, such as Lean Six Sigma and business pro-
cess analytics, are facing several limitations when confronted with the chal-
lenges of the big data era, characterized by real-time, high speed, dynamic 
changing, and multivariate requirements. Those methodologies can reach 
the next level by incorporating modern big data analytics techniques and 
technologies to boost their analytical power. Both literature and industry are 
full of  real-case applications that support the introduction of big data analyt-
ics as game-changing technology in the process analytics – and improve-
ment cycle. Studying this chapter is recommended to the mining researchers 
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who are interested in applying advanced data analytics method to solve the 
 practical mining business problems.

The authors technically discuss the predictive maintenance of mining 
machines by using advanced data analytics in Chapter 7. The way mining 
machines operate is dependent on the production of mines. It is, therefore, 
essential to maintain them. For an extensive mining transport system, the 
maintenance process is extremely demanding because it consists of many 
components. Maintenance techniques in mine sites exist in different forms. 
Prevention, failure, and predictive groups may identify mining maintenance 
strategies.  Since the machines’ reliability depends on several variables, it is 
not possible to fix the repair time for each component beforehand. Therefore, 
predictive maintenance is the most appropriate method. This approach pro-
vides continuous information on the state of the analyzed unit, thus moni-
toring the deterioration process and allowing the most appropriate duration 
of repairs to be scheduled. In the mining industry, development in online 
and standard acquisition systems is currently popular. The predictive main-
tenance today relies on the use of data fusion to continuously analyze data 
obtained from various machines in real time. It is necessary to suggest a set 
of time series indicators for the management and maintenance purposes that 
allow for a full and objective evaluation of the artifacts in terms of technology, 
economics, and organization, as well as an estimation of the remaining life of 
the artifacts. This type of analysis is a big data solution on an industrial scale. 
Consequently, the appropriate techniques for data analysis must be applied.

Fuel consumption and greenhouse gas emissions are two primary criti-
cal challenges in front of mining companies. The application of advanced 
data analytics to increase energy efficiency, reduce fossil fuel consumption, 
and consequently decrease the gas emissions in mines are the main subjects 
that will be discussed in Chapter 8. Different activities like drilling, manu-
facturing, transport, research and processing, and coal mining use much 
energy and release greenhouse gases. A better control of processes can sub-
stantially reduce the fuel consumption and gas emissions. The mining tech-
nique and the equipment used to determine the kind of source of energy in 
any mining activities are discussed. Mines and machinery for deciding the 
type of power source in any mining operation are studied. These machines, 
according to the production capacity and site layout, are haul truck excava-
tors, diggers, and loaders, and use considerable amounts of fuel to oper-
ate in surface mining; therefore, mining is encouraged to conduct specific 
research projects on the energy efficiency of mobile equipment. Classical 
approaches widely used for energy efficiency and gas emission reduction 
are inadequate. The application of deep learning models and artificial intel-
ligence is expanding in different industries and is a new revolution in the 
mining industry. This chapter gives an overview of the use of artificial intel-
ligence technologies to predict and reduce the use of energy and greenhouse 
gas emissions in mines.
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Decision-making is the last level of maturity in data analysis, and it will be 
discussed in detail in Chapter 9. This phase completes the analytics process 
that starts by gathering the data. Improving the quality of decisions affects 
the efficiency in the mining industry. Making the decision is one of the criti-
cal skills that mine managers need to lead the operation and maintenance 
teams effectively. Data analytics can also potentially help the managers 
to make better decisions related to safety, energy efficiency, final product 
cost, etc. This chapter explains in detail the effect of advanced analytics to 
improve the quality of managers’ decisions in different situations. After a 
short introduction, the organization design and KPIs are explained, and 
then, the advanced analytics role in making practical solutions is clarified. 
At the end of this chapter, the expert systems components, types, and meth-
odologies, especially in mining, are explained.

Chapter 10 presents a useful discussion regarding the future skills that the 
mining industry needs. The science and technology are growing very fast, and 
industry leaders must make comprehensive plans to transfer new knowledge 
and updated technology into their companies. This approach not only can 
help the industry to increase the efficiency in different areas but also poten-
tially can help societies to have a sustainable environment. The application of 
advanced analytics and using innovative methods such as machine learning, 
artificial intelligence, and deep learning algorithms are pioneer technologies 
to the current industrial revolution. If we are interested in having a success-
ful digital transformation plan in the mining industry, it is essential to make 
sure we not only can update the employees but also we have an acceptable 
training system to prepare the new workers, managers, and decision-making 
people for the future. This dream will be made real when there is a functional 
relationship between universities and companies. The mining industry, as a 
critical industry, plays a critical role in training the new miners for the future 
mining projects globally. The chapter presents some new requirements, skills, 
and related training programs in the mining industry.

This book tries to help readers to have a better vision of advanced analyt-
ics in the mining industry, and the authors hope that this volume will be a 
valuable resource for industry professionals and researchers. The presented 
chapters in this volume signify state-of-the-art regarding critical topics in 
advanced analytics, machine learning, and artificial intelligence. The breadth 
of coverage and the depth in each of the sections make it a useful resource for 
all mine managers and engineers interested in the new generation of a data 
analytics application. Above all, the author hopes that this volume will spur 
on further discussions on all aspects of advanced data analytics applications 
in the mining industry. 

Dr. Ali Soofastaei
Global Projects Leader, Artificial Intelligence Center, Vale

Australia 
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1
Digital Transformation of Mining

Ali Soofastaei

Introduction

Adapting the mining industry with the technological changes is an exciting 
research subject [1,2]. Studied research about sociotechnical theory in an 
Australian mine site shows one of the first experiences to transition from 
hand-got mining to longwall methods. As a practical experience, this study 
illustrates a successful transition from a traditional mining method to an 
advanced process when socio-psychological and production influences grew 
over this technology transition [1].

The fourth industrial revolution was happening when the world is facing 
with the digital decade [3]. In mining, a massive amount of data is collected 
from many equipment and machines working in the sites that are much more 
than ever before [4]. These data can potentially make excellent opportunities 
for mining innovation to find new solutions for business problems through 
digital transformation (DT) in this industry [5]. The main goal of DT pro-
grams in mining has come to describe how companies become accustomed 
to digital modifications [6–13]. Moreover, there is not the same definition of 
digital mining transformation [13]. Figure 1.1 demonstrates a technology-
driven process consists of three main components of DT: data, connectivity, 
and decision-making [9].

A successful DT plan can increase the digital capabilities and develop 
the sociotechnical capacity in a mining company [2,14]. DT can also 
change all aspects of the business to improve the mining operation and 
maintenance [15]. However, mining companies are struggling to start the 
DT plans based on their technical and management challenges they are 
practically facing.

The pressure on mining companies to adopt themselves with digital 
technologies is on both sides: supply and demand. In general, the trouble 
starts on the side of the consumers. Some examples of this pressure are 
explained as follows:

Influential factors on demand:
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• Consumers are more connected and are more significant
decision-makers.

The digital economy produced a cultural transformation that has
set a higher level of expectation and user experiences from consum-
ers. This change redirected the decision-making from the mining
companies to the final consumers.

• Consumers are more focused on user experience than with the pos-
session of the property itself.

New business models developed by the digital economy lead a trans-
formation in the consumers’ preferences mainly among the young gen-
eration, migrating the focus more and more from owning to using.

• Liquid expectations.
The more developed a digital economy is, the more consumers

extrapolate the consuming experience of a determined category of
mining product to other markets, thus significantly amplifying what

FIGURE 1.1
DT components.
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the market traditionally defines as “competitor.” Currently, competitors 
are not necessarily inside the mining industry.

• Faster adoption cycles of new ideas and technologies have made
markets quickly disappear.

The classic curve of mining innovation diffusion is facing a sig-
nificant change. The process of transmission that once slowly flowed
between the social systems participants nowadays quickly converges 
between the winner solutions.

Influential factors on supply:

• They are unbundling phenomena by the start-ups.
The entire process of a productive chain, which was executed

before for a big mining company, currently can be achieved by hun-
dreds of small companies that perform each one of the small steps of
the whole process in a more efficient way.

• Exponential cost reduction of the technological process.
This pattern, which has been observed since the end of the fifty

decades, has become economically feasible in a series of projects that
previously did not leave the drawing board.

• New competitors being created every day.
It is essential to plan a DT plan to predict the effect of market con-

ditions on the mine value chain. The companies that do not review
their operational models and especially their business models will
not have space in this dynamic competitive environment. This DT
plan can be reached through three strategical drivers:
• Digital Business Transformation

Attending the new demands of business models. The primary
investment area to implement this strategical approach is a junc-
tion of the technological parks with the relevant set of new and
existing data to foster the use of machine learning and artificial
intelligence (AI). This approach can help to identify new trends
and market demands.

• Digital Clients Transformation
Revision of the client experience B2C or B2B. The integration of

different platforms to guarantee clients information unification,
jointly with the DT of the marketing function, is the necessary con-
dition to implement this strategical driver. The application of AI
unitedly with mobile technologies and social media is essential to
customizing the offerings to guarantee higher client engagement.

• Digital Company Transformation
Operational excellence of production process and techno-

logical park. Each productive process automation is required
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to implement this part of the strategy, which ranges from the 
operation itself to the system for decision-making. The use of IoT, 
robotics, and AI are some of the elements that allow automation 
and identification of opportunities for an improved efficiency.

To maximize the return of investment in digital is required to focus on some 
leveraged strategies; on the contrary, the train of DT takes the risk of stopping 
at proof of concepts and the first results never turning out to be sustainable.

• Agile leadership
Strategic view and fast-paced in the decision-making process.

• Workforce focused on innovation
Digital mindset infused in the workforce

• Network
Keeping the mindset of ecosystem collaborating inside the value

chain (e.g., suppliers, logistics, clients) and outside (e.g., start-ups,
universities).

• Access, management, and usage of data
The capacity for creating knowledge to improve the decision-mak-

ing process.
• Appropriate technological infrastructure

Guaranteeing processing capacities, data and business security,
and interoperability among systems.

In the past, the mining companies could choose to be later/early adopters 
regarding the new technologies. However, this is no longer the reality nowa-
days, considering what is highlighted above, and the journey on DT becomes 
an essential plan for all companies working in the mining industry.

Overall, there are four highlighted summaries for DT in the mining indus-
try as follows:

There are some suggestions to have a successful progress in the DT journey 
in the mining industry. First, it is essential to define a clear responsibility for 

1. Mining companies should start DT program as an essential revolu-
tion in this industry.

2. There are three foundational components of the digital mining
transformation process. These components are information, intranet
and internet connectivity, and decision support.

3. DT delivers a conversation on how it will be an essential part of the
achievements of mining businesses into the future era.

4. DT recognizes the strategic fields in which organizations of higher
learning can supply the required resources to support the mining
industry.
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digital investments. Second, companies should invest in use cases, not just 
in technologies. Third, it is necessary to use the result-based actions accord-
ing to the theoretically designed approach. Fourth, the companies take full 
advantage of the low-hanging fruits, i.e., low cost and fast, successful oppor-
tunities, which will help the company to create a digital culture. Fifth, take 
risks in assessments that identify common problems of several company sec-
tors. Therefore, it will be easier to scale and reuse the lessons learned. Sixth 
and on a final note, the suggestion to have a successful DT plan in mining is 
thinking about a multidisciplinary concept, and this approach needs innova-
tive discoveries in all company sectors.

DT in the Mining Industry

A short industry review shows the need for DT and challenges. The mining 
industry needs to critically use DT to increase the safety, productivity, and 
efficiency. However, this industry is behind most other industries, as shown 
in Figure 1.2.

A completed review of the yearly published documents from the indus-
tries' top ten mining companies shows that six out of ten stated that DT is a 
part of its policy, three out of ten corporations list qualitative consequences 
from digitalization programs, and only one out of ten might provide quanti-
tative value for the benefits of DT [17]. However, this story has been changed, 
and currently, there are many other completed successful DT plans in big 
mining companies globally.

Just as in cases where mining businesses are running to have achieve-
ments from DT programs, there stays a substantial need for employees 
with the essential unconventional skills to execute them [18]. Technically, 
it is difficult to assess what precisely every mining business is performing 

FIGURE 1.2
Relative digitalization by industries [16].
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for DT. However, the overall developments for the industry may be created 
by exploring the regularity of related terms as they publish in annual busi-
nesses’ statements. Yearly reports for forty-one of the biggest global mining 
companies were investigated for some general conditions concerning infor-
mation, analytics, people, and technology (see Figure 1.3).

Figure 1.3 demonstrates the number of cited terms related to the DT in 
some published annual reports by top mining global companies. The terms 
technology and data exist for the most part in the reviewed documents.

Nevertheless, these phrases were frequently cited out of the perspective of 
DT. Creativity and Innovation were cited very regularly and ordinarily close 
related to the term technology, which indicates that technology and innova-
tion are the foremost popular concern through top mining businesses. In this 
investigation, the term cyber has been mentioned 132 times, and generally 
from the perspective of cybersecurity, it is becoming important for approxi-
mately half of the businesses. Autonomous and automation and merged 
were cited about as much as cyber. More than half of the mining companies 
mentioned information technology. However, operations technology has 
been stated just once by one business. After All, DT has been cited by three 
businesses for a full amount of eleven times. The small number of companies 
quoted from DT may mean that companies, which do not know what DT is, 
choose to use different stages in order to convey a similar concept or do not 
regard DT as something worthy of its shareholders.

FIGURE 1.3
Regularity of DT-associated terms in mining companies’ annually published reports [18–24].
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A completed assessment across all business sections in mining operations 
shows that over 80% of them have essential DT initiatives in their minimum 
and long-term plans [25]. Besides, 40% more companies with practical digi-
tization approaches are expected to find new, unexpected ways to improve 
the effectiveness of their businesses. The new digital funds for mining are 
eight times larger than in the industry five years ago, and projects are com-
pleted in 50% of the time, for these companies in contrast to their peers [11]. 
In several other mining fields, DT derives profits from the production of 
consumer-focused goods and that increases customer understanding [13,26]. 
However, other mining companies have many customers, and the products 
of mining provide many additional benefits before reaching the end user. 
This is a financial opportunity to improve customer engagement for mining 
companies. For the sake of a broader section of the mining community, diver-
sity, geotechnology, and digital awareness are directly related to the mining 
company’s ability to implement the DT programs [27–30]. Around 32% of the 
working population in mining were suppliers [31], digital governance (DGs) 
only confuse as mining companies have less influence than their staff over 
providers. This means a few years’ retirements, workforce reduction, lack 
of skills, and also has a significant impact on the ability of the industry to 
respond to the changing technological transformations [32].

Diverse mining companies rely on the techniques of enterprise resource 
planning (ERP) as an alternative to the implementation of DT strategies [33–
35]. ERPs are essential to set procedural standards, but they do not establish 
organizational comprehension or competitive advantages [35–38].

In addition, ERPs allow multiple companies to acquire DT solutions off-
the-shelf. These systems and software products, however, will necessarily 
not adhere to the DT design, including introducing innovation models and 
a new culture of management of information management [6,8,13,18,25,39].

Data Sources

The difference between Information Technology (IT) and Operations 
Technology (OT) needs to be clarified in the mining industry. Data are con-
sidered an asset, and today, having access to the massive data quickly makes 
a new challenge named big data [40–47]. Big data are a challenge, but it can 
be a great opportunity to develop new know-how to deal with business prob-
lems. High-quality electronic circuits with integrated self-observation and 
intelligent methods are economically low and result in an extensive exchange 
of information in mining [48]. Big data are shown that suit variety, speed, 
volume, and accuracy [45]. Variety means multiple ways of producing data. 
Speed means that the information is evolving in a dynamic environment. 
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A large volume implies a large amount of data. Veracity reveals significant 
numerical and noise errors. Most knowledge on my web is obtained from OT 
and often set as logged data. The relational database management (RDBM) 
periodically handled structured information and the application query lan-
guage (SQL) and similar database management systems [49–52]. In addi-
tion, organized information can be time-series data, often from signal-based 
data, and managed by data historians [53,54]. Similarly, standardized infor-
mation for one-time encounters in preliminary information is also differ-
ent; for example, the specifics of the fleet management system (FMS) [55,56] 
may want to have outliers eliminated during cycle times as a result of FMS 
errors. Unstructured information is available in various ways, and without 
alternatives or multilateral channels, it is very difficult to operate [57]. Useful 
information in any system depends on robust data structures to guarantee its 
speed, accuracy, and testability [40].

IT is generally all about computer technology, including networking, hard-
ware, software, and the Internet. OT usually refers to software and hardware 
that regulate and control physical objects, procedures, and measures within 
a business [18,58]. In addition, the OT methods used by an institute in its 
workflow movements are characterized [59]. There are strong ties between 
an association’s implementation of new information and subsequent struc-
tural adjustment [8]. Also, OT frequently includes the department or team 
within the company responsible for OT study, maintenance, development, 
performance, and management [60].

DTs have merged the OT core with the enhancement of software and intro-
duced operational prototypes both for the operator and for the business. 
Strictly regulated and significant worldwide operations pose many risks [61], 
and risk minimization includes the acquisition of skills between OT and IT 
expertise [8,62].

The IT framework is not intended to include proven expertise that creates 
information primarily for mining companies [18]. OT and IT typically played 
individual roles in mining companies. A wide range of emerging technolo-
gies such as engine to the machine, networked sensors, neural networks, 
cloud machines, machine learning (ML), predictive analysis, optimization 
technologies, policy maps, edge computing, wireless networking, and the 
development of Internet-capable applications, including monitoring systems, 
has been integrated into the connected architecture of OT and IT [62,63].

Figure 1.4 displays the results of finished inquiries into the performance of 
OT and IT cooperation [62]. The research included 151 people who worked 
for energy companies using the industrial management techniques.

The results shown in Figure 1.4 indicate that the OT-IT relationship is both 
in quantity and in improving efficiency. The survey found that 73% of the 
respondents now accepted a more reliable and more effective relation; 19% 
of the IT sectors surveyed believe it is currently weaker than in the previous 
survey [62]. The survey also found that it was challenging to discover new 
talent in both the OT and IT industries.
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DT also has increased access to human-generated information in mining, 
such as preshift risk assessment records, ear charts, explosive management 
reports, pit plans, block models, and maintenance task orders. Workers may 
also receive information at mines to verify, for example, whether their eyes 
are opened by the facial features of mobile equipment drivers [64]. Already, 
heat stress data for miners are available in the dry underground environ-
ments [65]. New technologies have many opportunities in this field to 
enhance information collection [65].

Currently, there are new data sources in the mining industry. Uncrewed 
aerial vehicles (UAVs), self-directed processes, smart equipment, robots, 
metadata (information generated as a consequence of information analysis 
and exchange), and wearables are including the new information resources 
which will need mining processes to adopt better DT approaches [66–68]. OT’s 
advance in mining companies raises information quality and quantity. Having 
access to the latest datasets include photogrammetric information from UAV 
surveys, wearable in-house staff in real-time, on-belt sensor ore feed quality, 
or equipment performance information with an incomparable granularity 
[47,52,69]. Modern mining also has real-time mining environment monitoring 
sensors such as moisture, temperature, and gasses for underground or slop-
ing mines, weather patterns, seismic, and boiling controls for surface mining, 
remote machine safety, repair, and substantive operation of equipment [70].

Connectivity

Connectivity is one of the essential components of the DT. Connectivity is 
broken down into six subjects, involving data knowledge exchange, the IoT, 
cybersecurity, integrated platforms, wireless communications, remote opera-
tion centers, and 5G technology.

FIGURE 1.4
IT and OT teams work [62].
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Information of Things (IoT)

The enormous network of connected physical devices is generally mentioned 
as the IoT. Figure 1.5 displays the IoT mining landscape.

Commercial IoT reflects IoT (IIoT) in the commercial domain. However, 
the IoT and IIoT words are utilized exchangeable regularly [71]. IoT is gener-
ated by a managed information flow process from the built-in machines and 
OTs to data storage facilities and analytical platforms, where data flow to 
users [48]. As shown in Figure 1.5, mining companies can attach processing 
machinery, heavy equipment, staff, and sensors to connected platforms by 
using IoT. Such integrated frameworks contribute to better decision-making 
through data/information analyses.

Data Exchange

Collecting enormous information is not helpful [51]. A database can be devel-
oped, organized, grouped, and defined to support business analysis and 
decision-making processes, including information from multiple sources 
[7,37,50,72–75]. Data storage systems act as organizational repositories of 
information that can be commonly used by an entity to test and analyze 
a variety of parameters of interest, such as the performance of motor com-
ponents shortly before failure. Data for the engine components could be 
generated from an unconnected and remote part of the company. However, 

FIGURE 1.5
IoT in mining IoT landscape [38].
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they could be transmitted into a database where a valuable analytical tool 
could be created, used anywhere within the company, possibly far beyond 
where the engine is connected [76]. Instead of lying on a file, information 
gathered can be of interest by supplying the consumer with real-time data 
about the demands of the saleable commodity before it reaches its destina-
tion. The extract, transform, and load (ETL) procedure represents up to 80% 
of the work required for the generation of a data store [50]. ETL includes the 
following subjects.

• detecting data from its primary resource,
• generating applications to obtain, fill, and adapt the information to a

general structure, and
• inserting it into the data store.

Different companies use martial data as a reduced method for data storage, 
depending on the nature of data in data stores. Data marts are small data 
warehouses that provide decision support systems (DSS) for a limited num-
ber of operators [77].

Safety of the Cybers

Approximately 18 billion IoT machines are expected to be available in vari-
ous industries in 2022 []. IoT devices are being populated and used so rap-
idly that the issue of how they affect cybersecurity is becoming more and 
more apparent [61]. In general, given the potential cybersecurity risks, these 
devices are supplemented because it can minimize mining companies’ oper-
ational and maintenance costs. This is true, especially with small embedded 
devices, which are only newly built to be smart. For these machines, safety is 
frequently different from the traditional ones, which follow more predefined 
protocols of communication. Cloud services complicate the security problem 
of those industries that have previously been restricted to a company's net-
work and have internet connections [78].

Remote Operations Centers (ROCs)

The remote operating centers (ROCs) promptly develop essential mining 
tools for synthesizing, managing resources, and relying on vast numbers of 
inputs. Conventional techniques such as simple reports and tablets are not 
enough for implementing and analyzing information.

ROCs use long-term technology, such as data visualization and cloud com-
puting, by companies outside the mining industry to ensure a realistic and 
practical approach to fast and impactful critical decisions [79].

Also, ROCs reduce the risk and boost the work experience of workers. 
Staff will be removed from risk by using semiautonomous equipment, thus 
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eliminating the need for cost-effective and less reliable security systems, such 
as personal protective equipment (PPE), engineering controls, etc. The NIOSH 
hierarchy of controls offers the most effective and acceptable approach to the 
eradication of risk by employees who are exposed to hazards [80]. In ROCs, 
employees generally operate in secure, climate-controlled rooms and can 
monitor other equipment at the same time, thus significantly improving pro-
ductivity, protection, and energy efficiency.

Platforms Incorporated

By integrating various OT and IT technologies, mining companies are turn-
ing their operations into information systems (ISs). Experiences with mining 
projects show that scalability is essential in every integrated platform.

Programmable application interfaces (APIs) provide a suitable and scalable 
solution for incorporating a variety of functional groups and information 
sources with a unique system in mining companies [81]. An API provides a 
protocol to ask for resources from an application for a developer or an external 
system [77]. An alternative can be linked, and data can be shared using the 
APIs as a multiplatform program. The field of information systems manage-
ment, which generally had nothing to do with computers [82], experiments on 
the implementation and acceptance of IS by operators are currently underway 
[83]. The complicated environment of mining requires building recognition, 
labor problems, plant operations, data quality, the complexity of the work-
place, inclusive knowledge components, and ongoing technical training for IS 
mining specialists to be successfully integrated.

By using the Internet Protocol, IoT turns the physical world into a kind of 
IS. By linking goods to information, this revolution removes the gap between 
data and materials. What is left is a complete restructuring of machinery and 
process management. Figure 1.6 demonstrates such a scenario as an intercon-
nected network.

Since many mining companies still have an integrated platform, the term 
indicates and implies that integrated systems, equipment, machinery, and 
workflows merge into one unit.

Wireless Communications

Generally, mining sites are in remote areas, and their environment is extremely 
harsh. Furthermore, the mining operations are continually changing [61,84]. 
There are significant obstacles to large mobile devices’ wireless intercon-
nections at mining sites. These mobile tools have been used extensively for 
decades, but only for many years are network hardware companies support-
ing their devices until they become obsolete [61]. Miners need cable systems 
that can meet the different and versatile needs of their company over time. 
Besides, the risks to cybersecurity increase when data transmission volume 
[61,85] and networking specifications increase [86].
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Optimization Algorithms

Decision-Making

Decision-making is the last component of DT. Decision-making is a pro-
cess of creativity involving both people and technology. Such decisions are 
defined as a support for data-driven decisions [74,75] or decision-making 
[7,72,73,75].

There is not any doubt that managing the data is critical for all businesses. 
However, there is considerable that turning the data into action is more 
important [41]. According to Harvard Business competition reports, OT is 
only appropriate for the business processes because it provides businesses 
with the “capability to act” [88]. Comprehension of data leads to practice. 
Historically, talent and experience have been a significant factor in mining 
decisions [73,87]. However, skill- or experience-based judgments are no lon-
ger satisfactory. It is critical for coordinating decisions based on knowledge 
and thinking directly and indirectly [88,89]. Consequently, the real benefit 
of DT is the determinations based on data. That is because small choices 
for an automatic system can be made automatically, but even these systems 
should optimize their extra benefit [90]. Much work has been carried out to 
ensure that machine technology is synergized with the intellectual abilities 
of people in operations, like human-computer interaction [83].

FIGURE 1.6
Integrated platform for mining.
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Advanced Analytics

Mathematical analytics can be categorized into three different groups. These 
classes provide analyses that can define, predict, or prescribe. Data are used 
by concise analysis to solve the problem [91]. Predictive modeling uses his-
torical data to predict what will occur in the future. Prescriptive analysis 
generates methods for solving the problem of what should happen from both 
descriptive and predictive analyses. Segmentation, reportage, and predic-
tive modeling are rising advanced research models [36]. Advanced analytics 
are most effective if the difference between business processes and raw data 
was removed. Many analytical attempts fail without this, and there is no 
point in trying to produce, store, and compile the data [41]. Advanced analy-
sis preserves planned growth, offers a competitive advantage, and supports 
enterprises. Table 1.1 outlines how advanced analytics maintains planned 
development. Although advanced research affects the whole business, much 
like a whole project is used by a data warehouse, the functional analysis uses 
different silos in a commercial, such as data marts.

The practical advanced analytics companies’ standard of the mining indus-
try is presented in Table 1.2. These practical advanced analytics companies 
regularly assess various scenarios, involving investments, cash flow, reliabil-
ity, probability, and maintenance [73].

Individuals

DT produces a collaboration of business analysts and data analysts in the 
process of the merger between IT and OT. The business analysts who have 
historically analyzed and detailed the rules and procedures of a company 
have traditional roles held by IT people to maintain the same rules and pro-
cesses. The structured investigative response was designed to create a void 
for data scientists in organizations where none were previously developed 
with more constant data sources and more robust business procedures [92]. In 
addition to those changing roles, advanced work requires expertise, mainly 
based on digital learning. Digital learning means that information generated 

TABLE 1.1

Advanced Analytics in Planning

Analytics Approach Description

Wild & Hex’s Delta Model Establish a link with customers through the best invention, 
customer responses, and lock-in approach.

Porter’s Five Forces Planning for new market entrants, performance, financial 
rivalries, contractors, and customers.

SWOT Planning about assets, difficulties, limitations, and 
opportunities.

Company view based on capital Advancement VRIN supplies by valuable, unique, and 
nonsubstitutable
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from a range of websites can be recognized and used in several formats.
Digital learning frees the public from the previous medium constraints and
promotes the form of information generated for the public; it is incorporated
[93]. Digital learning, unlike conventional learning, does not imply an aware-
ness of what topic is ultimately created, but rather the possibility of creating
and collaborating with a user-disposed subject. Digital learning is an expert
group conventionally found among computer science graduates who are tal-
ented in the mining industry [94]. Besides, successful advanced research pro-
grams need to consider what the students need in metallurgy, mining, and
geology. The best response is a team of multiple disciplines. Hackathons are
the tool used by mining companies to recruit new, untraditional talent [95].

 
 
 

 
 

 
 

Process of Analysis

The advanced analysis approach is an iterative and a scalable analysis mech-
anism, as shown in Figure 1.7.

To investigating the industry problem understanding, the advanced ana-
lytics procedure starts by discovering a challenging area of the industry pro-
cedure that is not entirely known. The preparation of data will appear to 
overcome the challenge in handling each portion of the data science devices 
currently available [92]. All of these methods, categorization, regression, 
cause-forming, clusters, correlation, data reduction, cooccurrence, monitor-
ing, link prediction, cross-relation, decision trees, and the identification of 
anomalies, were completed in some references [41,43–47,92,96].

Technology in Advanced Analytics

Some are open source, and some are proprietary technology. Table 1.3 shows 
some of the most common advanced financial data technologies.

Several of the accessible data-advanced analytics technologies utilize 
the Software as A Service (SAAS) business model. SAAS requires a digital 

TABLE 1.2

Advanced Analytics in Mining

Category Benefit

Human resource advanced analytics Human capital management
Staffing and scheduling Employee productivity
Supply chain analytics Better management of supply networks
Commodity market analytics Inventory and stockpile management
Geology and exploration Exploration portfolio management
Mining and processing analytics Reactivity, resilience, and execution of delivery
Safety and risk analytics Risk management
Permitting and environmental analytics Transparency 
Financial analytics Business management
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FIGURE 1.7
Phase of data management and analysis.

TABLE 1.3

The Most Famous Technology of Business and Open-Source Data Analysis

Application Description

Collaborative information visualization and Business 
Intelligence (BI) application

BI platform that discovers information understandings around 
various sources 

Software resolutions to develop and implement analytics and 
flexibility applications

Data-driven documents JavaScript library

Application platform transmuting advanced information 
analytics into intelligence

An open-source information visualization platform

A society for data actors to recognize and share visualization 
methods

A Java-based graph library

A society developing an open-mapping platform

(Continued )
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TABLE 1.3 (Continued )

The Most Famous Technology of Business and Open-Source Data Analysis

Application Description

Analytics and Business Intelligence software

Geographical information system

Geoscientific information management system

3D geological modeling application for the mining industries

Provides multidisciplinary research for repair approaches

Advanced data analytics and decision-making support approach 
to compliance monitoring

Geographical information system

Working® Analytics is a robust BI system for data management 
for businesses.

Intuitive PI System Data Web-Client Visualization (PI System 
connects sensor-based information)

Risk management framework with risk management analysis 
and reporting ability

Visualization and data management software fully customizable

An experimental data analysis application for metallurgical and 
geochemical data

IBM Cognos-incorporated full ERP program

The technology suite for the analysis and review of complex 
geoscience issues

(Continued )
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subscription to software products, which require requested responses, includ-
ing the fact that companies themselves need the installation and maintenance 
of the computer software [44,95]. Therefore, most frameworks and computer 
software systems are reliable.

The ability to manage highly different data and computational load, scal-
ability, additional software flexibility, parallel processing, and economic 
applications is included in data mining [92,94–99]. Dasgupta is a robust 
open-source platform for the storage and management of data generated by 
the Apache Software Foundation (ASF) [44,46]. A lot of programming lan-
guages, including R, Python, Spark, and MATLAB, are available [46]. These 
languages allow data analysts to use ML, and AI techniques that can add 
value to complex business problems through scalability [9].

DT and the Mining Potential

Because of its tempo, size, and complexity, DT is significantly different from 
previous IT transformations [6–13,66,97,98]. The potential benefits also differ 
significantly. Those benefits can be defined in three different categories: indi-
viduals, processes, and technology in the rest of this section.

TABLE 1.3 (Continued )

The Most Famous Technology of Business and Open-Source Data Analysis

Application Description

Technology for GIS-based modeling and presentation

Completely mobile, the cloud-based mobile BI solutions

The Pennsylvania State University data and research kit

Live dashboard and web-based logging and review

OEM agnostic data analysis platform

Information visualization tools from IBM Research

Web devises to generate Interactive Data Visualizations
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The Role of People in Digital Mining Transformation for Future Mining

The latest studies show that roughly 1% of the global population are mining 
employees [99]. The DT, which includes the IS model cantered about human 
principles, will be an essential social obligation going ahead [83]. Learning 
systems have been tailored to digitally educated and very qualified analysts’ 
requirements. According to the newly produced state of the university in the 
USA in 2019, about 90% of the high-ranking higher education institutions 
offer analytical programs. When the rise in analytical education persists, 
analysts will come into the mining business in more significant quantities.

As the IoT sector remains to expand, more analytical learning, IT, and OT 
are expected to be integrated into the university curriculum. Besides, the 
potential mining staff must sustain digital learning as a result of public learn-
ing [100]. Also, women are still entering mining, providing several advan-
tages [27]. Such changes require a change in when, how, how, and the pace of 
decision-making. A further investigation of decision-making techniques and 
their relations with diversity will be necessary because the potential increase 
in the number of different monopolies is one of the most significant risks of 
the new digital approach [97].

Moreover, without access to digital improvements and innovations, people 
and countries can see even better employees and inequities in skills, develop-
ing “digital refugees” [101,102]. Mining companies that overestimate insights 
tend to be more open to digital changes and, therefore, profit [73]. Mining 
companies that overestimate intuitional options may not be as realistic and 
struggle to achieve the advantages of DT [88,89]. It can reveal leading indica-
tors of diversity in an enterprise by examining decision-making approaches. 
Such vital metrics can be used to help measure and achieve diversity and 
inclusiveness. Also, as AI continues to be developed, companies that can 
leverage their potential will benefit, especially when dealing with difficult 
challenges [72,103,104]. AI technology will most often be accomplished, 
including principles, stakeholders, structured research, and an insight into 
the future of AI [72,75].

The Role of Process in Mining Digital Transformation for Future Mining

Given that DT will change the mining industry, the most ground-breaking 
hope in the future maybe that one day, mill and site managers will sit at a 
similar table, not including confusing maintenance and operational details. 
By improving the remoteness, security, and automation of maintenance and 
operations, DT will change the required mining procedures. Short-term 
planning and monitoring of short intervals are the goals of change to DT 
because the decision and planning systems need actual data to be assisted. 
A new study on the short-term planning identified critical concerns and 
potential short-term planning guidelines that are enabled by DT [105]. 
Following the strategies of Mine, Moving, and Mill (M2 M), which removes 
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the bottlenecks to the whole operation, as fuzzy patterns become visible [52]. 
Mining firms will gain better knowledge and employment with local com-
munities through DT, which influences different media platforms.

The implementation of an organizational framework such as agile appli-
cation development will help mining companies that change their struc-
ture. Agile development is based on four key values, namely, interactions 
and individuals on procedures and tools, working through comprehensive 
customer cooperation through contract negotiation, documentation, and 
reaction to subsequent plan changes [106]. The effectiveness of agile devel-
opment in applications depends on twelve core assumptions: work moti-
vated by business value, hand-on business outgoings, direct involvement of 
stakeholders, real estate deadlines, responsive preparation, self-motivation 
management, just-in-time communications, waste management, constantly 
monitored efficiency, mirror revision control, immediate progress tracking, 
and continuous improvement [107].

For example, market competition, resource depletion, and social dynam-
ics can be controlled in an agile framework for the exceedingly complex and 
evolving parameters of the mining industry. Agile methods of production 
not only make it easier for organizations to accept changes but also increase 
the efficiency of repetitive processes [107].

The Role of Technology in Mining Digital 
Transformation for Future Mining

Based on some recent research, nonrelational database management systems, 
including NoSQL, Hadoop, Amazon Redshift, MPP analytics, and Google 
Big Query, now account for over 70% of analytical data. Some platforms are 
scalable and efficient with information analytics demands; there is a risk that 
the growth of certain systems will continue. These knowledge pieces will 
also change and reduce the amount of time it takes to integrate information.

Moreover, the industry has recently made virtual reality (VR) popular. VR 
is a technology with a large mining potential and is especially capable of 
improving remote control and autonomous equipment operation [52]. VR 
mines aid employee performance management by designing incidents that 
would otherwise not happen to workers or in unavoidable circumstances. 
The capacity for accident investigations is immense [108].

In addition, blockchain is another technology that disrupts the mining 
industry potentially. Within mining companies, we have at least nine cases of 
blockchains, including, data integrity, provenance, cradling-to-grave block-
chain properties, IoT-based workflow automation, supply chain optimiza-
tion, tokenized mining, healthcare, and staff management [109].

Blockchain also impacts industry and innovation, which can have indi-
rect and direct implications for mining [110]. Small-to-intermediate mining 
companies must be based on equipment. Such activities constitute a signifi-
cant proportion in terms of the number of transactions of the mining market. 
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Traditional technology in the mining industry is, in some cases, underserved. 
With continuous IoT advances and a decline in networking and sensor prices, 
profitable devices can be used for smaller operations.

Wireless technological innovations such as cellular network infrastruc-
ture with fifth generation (5G) technologies would promote the use of 
device-to-device (D2D) networks and reach wider areas and make digi-
tal capacities easier to access even remote and smaller mines. As secure 
communication networks for underground mining sites continue to be 
established, there will probably be progress in optimizing production and 
decision-making beyond short interval control and in dynamically opti-
mizing the mining process. 5G connectivity will also reduce the risk of 
mining automation because the autonomous equipment is more familiar 
with its environment.

Academy Responsibilities in Mining DT Improvement

Universities and research centers can support the mining industry to have 
more benefit from DT in different ways. Data science and information tech-
nology methods have potential applications, particularly in the future min-
ing engineers and specialists, in all the fields of study defined.

The eleven fields relevant to academic research or curriculum development 
in DT were presented in Table 1.4 and formed as a summary of the digital initia-
tives and current literature. Table 1.4 is not comprehensive; it provides enough 
guidance to concentrate on the future DT research in the mining industry.

Summary

DT is the technology-driven manner in which companies are increasingly 
adjusting to a digital world. Practical DT strategies include the manage-
ment of information, communication, and decision-making. In compara-
tive digitalization, the mining industry is behind many other industries. 
Prestigious multinational mining companies now focus digitally, setting 
the standard for smaller businesses. In the higher education industry, 
advanced data analytics systems are growing, and mining companies are 
finding digitally educated workers with great difficulty. This means that 
the mining engineering curriculum is questioned and a catalyst for the 
development of new fields of research. Universities and research centers 
are in a position to provide the DT for the existing mining companies, such 
as maturity development, education, supply chain management, health 
and accountability, lower impacts on the environment, operational excel-
lence, quality of innovation, increasing challenges to innovation, alterna-
tive investment, and business intelligence.
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2
Advanced Data Analytics

Ali Soofastaei

Introduction

The digital age with its possibilities and uncertainty confounds industries 
and economies, with substantial possible knowledge in each section. A new 
model for the company in this time is being generated by the tendency toward 
the data lake and drawing upon the hidden knowledge. The influence of 
information leads companies to be agile and to achieve their objectives. Big 
data analytics (BDA) allows companies to recognize, evaluate, anticipate, and 
administer covert opportunities for growth to attain commercial value [1]. 
In order to generate information from that data, BDA uses advanced analy-
sis techniques that affect the decision-making process to reduce the com-
plexity of the process [2]. In order for BDA to process, analyze, and perform 
highly precise analysis in real time, it needs a new and advanced algorithm. 
Computer and deep learning (DL) use this tool to distribute their complex 
algorithms and consider the problematic approach [3].

A vast amount of data, profound learning and algorithms, machine learning 
(ML), and similar approaches have been included in this investigation. This 
offers a theoretical model for the algorithm’s relationship, which facilitates the 
implementation of IoT data for BDA by researchers and practitioners.

Figure 2.1 illustrates the process of thinking about DL and ML approaches.

Big Data

The creation of a large number of raw data is one of the major implications 
of the digital world. The manager’s role is concerned with the distribution of 
such important resources in various forms and sizes based on the needs of 
the organizations. Big data have the ability in every part of society to influ-
ence the social aspects of education. The subject of raw data management is 
becoming far more important as data volumes increase, in particular, in the 
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technology-based companies. Through contrast, advanced techniques can 
overcome their complexity, through comparison with raw data features such 
as variety, velocity, and the volume of big data. Therefore, for “experiment,” 
“simulation,” “data analysis,” “monitoring,” BDA were suggested. As one of 
the BDA approaches, ML provides a system that allows predictive analysis 
dependent on supervised and unattended data input. In mutual partner-
ships, the influence of computer science analysis and data entry exists. The 
better and more reliable suggestions, the analyses will be. DL is also used as 
an input of the machine to learn from secret data patterns [3].

Analytics

Big data have been introduced in the digital era of increasing data consump-
tion levels, known for their large volume, variety, veracity, speed, and reliabil-
ity. This gives rise to the uncertainty and massively of different data forms: 
structured, semistructured, and nonstructured. It entitles the company to use 
new approaches and tools in analytical aspects. Big data analysis is, therefore, 

FIGURE 2.1
Big data analysis approaches.
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regarded as a sophisticated method to tackle large volume complexity [4]. Chen 
Chiang (2012) first coined large data analytics, demonstrating the relationship 
between business intelligence and science and creating a secure connection to 
data mining and statistical analysis [5].

BDA encourages innovation productivity and performance organizations 
[6]. BDA has been described as methods that can detect cached models and 
offer insights into interesting relationships through analysis, treatment, dis-
covery, and exhibition of the results in understudies contexts [7]. BDA has 
the benefit of reducing the complexity and control of cognitive pressures in 
the information society. Furthermore, feature identify is the most important 
feature leading BDA to success. It involves the description of the main char-
acteristics that have a major impact on performance. It is accompanied by the 
identification of correlations between input and dynamic levels [7].

Due to the rapid growth of the e-business and deep integration of BDA, the 
global economy has grown stronger. Governments can use BDA to represent 
their people better [7].

Data can be handled and analyzed using BDA as a special application in 
a business environment. Big data can easily be used by social networks to 
analyze large data. It allows users to understand the customer’s conduct and 
to handle five big data features that are identified as length, size, value, diver-
sity, and truthfulness. BDA not only helps businesses to develop a holistic 
understanding of customer behavior but allows firms to adopt new strategies 
[8] further. BDA is used by medium and small firms to collect semistruc-
tured data, which results in improved quality products and website design 
[8]. BDA benefits from using large data to improve firm efficiency with the 
application of technology and technology [9].

Intuition is increasing the importance of BDA, a result of the incorpora-
tion of different information in the decision-making process [8]. This turns 
the decision-making process into a field based on evidence. The detailed 
removal of big data was split into two main methods: data management and 
data analysis; first, technical support for data collection, storage, and study 
planning. Therefore, the large-scale data analysis is regarded as a subpro-
cess of insight. The key methods for analyzing text, audio, video, and social 
media data were included. BDA can be concluded as the main tool for digital 
information collection and understanding [10]. Data storage, data manage-
ment, data analysis, and data visualization also are included [9].

Big data analysis can build an efficient and effective value in the organi-
zation’s organizational and strategic strategies and plays a role as a game-
change tool in increasing productivity [11].

Industry professionals agree that the next “blue ocean” for big data analy-
sis provides companies with opportunities [12], and it is called the “fourth 
scientific model” [13].

In order to deal with BDA, ML and DL have been established. Various areas 
such as “medicine” and “Internet of Things” (IoT) use ML to test the predictive 
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capabilities for big data and Search Engines. In other words, learning patterns 
are generalized for predicting the future outcomes. Two main ML compo-
nents are the feature design and data representation. Also, useful big data 
extraction is why DL is deployed, a technology inspired by the human brain 
to process neural signals as a subproduction of ML [3].

Deep Learning

DL was launched in the 1940s [14]. In 2006, however, the birth of DL algo-
rithms was decided when Hinton implemented a layer-wise-greedy-learning 
approach to resolve the limitation of the neural network (NN) system by trap-
ping in the local optima point to find optimized points. Unregulated learn-
ing before layer training is the idea behind the proposed Hinton Process [15].

DL algorithms remove complex and highly abstract hidden features. When 
volumes of unstructured data are represented, the layered DL algorithm 
architecture works effectively. The goal of DL is to introduce multiple transi-
tion layers, which will display each layer [16]. BDA includes the entire know-
how that has been developed by an in-depth research. The main feature of 
BDA is the extraction of underlying features by a large quantity of data [16].

DL is an ML subfield implemented when conditions have been developed, 
such as increased chip-processing, which leads to vast amounts of data, low-
ering computer hardware costs, and remarkable creation of ML algorithms 
[17]: (1) Sparse Coding, (2) Constricted Boltzmann Robots, (3) Autoencoder, 
and (4) Convolutional Neural Networks (CNN).

CNNs

CNN has a DL algorithm of the convolutional and subsample layer design 
based on the NN model. In case the value of the instances is every data point, 
multiple information is used as a container [18].

Three functions, namely, local layer, subsampling, and weight sharing, 
were known to CNN. The three layers are composed of the input layer, the 
surface layer, and the output layer of the sample. Every convolution layer in 
the hidden layer is after the subsample layer. CNN training is performed 
in two phases of feeding development, during which the previous level 
results are entered, and the backpropagation is conducted through a reverse 
error process and a hierarchical process [19]. The nonlinear transformation 
method is used in a first-level convolution process to transform each case into 
a nonlinear space in various phases of filtering. Instead, in the max-pooling 
layer, which is representative of an instance container, the transformed non-
linear space in this step was taken by looking at every instance’s maximum 
response in the filtering process. The picture gives the maximum answer to 
a large pie to determine the status of individual cases in each class. It results 
in a pattern of classification [18].
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The CNN is an artificial learning process using data with two convolution 
and bundling layers, derived characteristics. The multilayer interpretation 
of the characteristics gained in the classification process is another aspect 
of CNN [20].

Deep Neural Network

A detailed computational architecture of the supervised data developed for 
computer algorithms and methods is called deep neural networks (DNNs) 
[20]. This comes from the shallow neural artificial networks (SANNs) linked 
to artificial intelligence (AI) [21].

DNN uses a dynamic layered architecture to handle complexity and mul-
tiple strata because the hierarchical architecture of the layers collection can 
provide nonlinear knowledge [20].

DNN is one of the leading classification methods [22] due to its exceptional 
implementation in the categorization of complex issues. One of the most dif-
ficult questions in DNN is its output as it attempts to reduce an objective 
function with a high-ranking number of factors in a multilingual search 
area in cases of optimization problems. Therefore, a reasonable DNN opti-
mization algorithm is attracted and trained at a high level. DNN is made 
of a denoising denouncer (SDAE) system [23] which is a lot of cascades and 
SoftMax classifiers for autoencoder layers. The first uses raw data to produce 
new functionality, and SoftMax is used to perform the function classification 
process accurately. The features mentioned above are mutually complemen-
tary and help DNN achieve its central and effective classification perfor-
mance. The gradient descent (GD) optimization algorithm may be used in 
linear problems, in particular not complex goals in DNN training, and its key 
condition is that the quantity of the optimization parameter is similar to the 
optimization solution [24].

Recurrent Neural Network (RNN)

Through the 1980s, RNN, the network of nodes like a neuron, was devel-
oped. Every neuron-like node can be interconnected and divided into input, 
secret, and output neuron categories. In this triple process, the data are 
received, transformed, and produced. The time-limited activation is a func-
tion of every neuron, and each synapse has a justifiable real weight [25]. In 
addition to learning and learning (Yang. F et al. 2016), a classifier for NNs 
performed extremely well in dynamic system modeling using the current 
information approach [26,27]. RNN is slightly different from the artificial 
NN from which it comes with the context of the brain algorithm inspired 
by human. The RNN Research focuses on a variety of fields, including the 
areas of image processing, signal processing, associative recollections, pat-
tern recognition, robotics, and control [1]. RNN can view past knowledge 
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comprehensively and apply it to sudden modifications through input and 
feedback. RNN also can access time-varied data to simplify the NN archi-
tecture. It suits well in real-time problems with its easiness and different 
features [28]. In the hierarchy system, RNN can process temporal data and 
take a multilayer of abstract data to show dynamic features [29]. RNN can 
link signals at different levels, bringing substantial processing power with a 
huge amount of space in the memory [30].

ML

ML was characterized by interpreting data, followed by learning algorithms 
as predictive algorithms in a nonstructured system. Three major ML catego-
ries are supervised, unsupervised, and reinforcement learning (see Figure 2.2) 
[31], which is done in the step of preprocessing data, learning, and evaluation.

Preprocessing is connected to turning the raw information into the cor-
rect structure, which can be implemented during a certain stage of learn-
ing, such as data purification, collecting, transforming, and mixing it. The 
information shall be carefully chosen, and the results, statistical assessments, 
and error estimation or deviation assessments shall be evaluated during the 
assessment process. This can change the selected learning process param-
eters [32]. The first is the analysis of features that are important to identify 
from some training data. For the evaluation of unscored data, the data were 
deployed and trained in the testing algorithm. After the unlabeled data is 
processed, the production will be generated that is able to be categorized if it 
is discrete or regressive.

FIGURE 2.2
Artificial intelligence, machine learning, data science, and deep learning definition and 
integration.
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On the opposite, ML can be used without a period of training in pattern 
recognition, which is called unregulated ML. In that category, additional ML 
forms, which is an organization, will be formed when patterns of features 
are used for grouping data, and if the secret data rules are recognized [33]. 
In other words, natural grouping from data unlabeled is the key mechanism 
of unsupervised ML or clustering. In this method, in many clusters com-
pared which consider relationship measure, in a data set, the K cluster is very 
close. The “Overlapping,” “Hierarchical,” “Partitioned,” techniques are the 
three types of unsupervised ML. Two types of hierarchical approaches are 
“agglomerative” and “divisive.” The first is called an aspect that produces a 
separate cluster with the propensity to participate in a greater cluster; the sec-
ond, however, is a greater cluster that is to be separated into less significant 
ones. The “partitioned” method begins with the development of multiple 
disjoint clusters out of data sets, with no hierarchical structure considered. 
In contrast, the “overlap” method is characterized as a way to find fluid or 
diffused partitions that have been carried out by “relaxation of mutually dis-
jointed restrictions.” “Simplicity” and “efficacy” are the two key unregulated 
technique characteristics [31].

Fuzzy Logic

In many areas, from engineering to data analysis, Lotfi Zadeh (1965) suggested 
fuzzy logic was used. ML also benefits from abstract logic as fluid, inductively 
inductive ML. The changes were made on the grounds of “fuzzy rule-making,” 
“fuzzy decision-making structures,” “substantial neighbor forecasts,” or “fuzzy 
vector support machines” [34].

Classification Techniques

Classification is one of the critical aspects of ML [35]; i.e., the first step in the 
analysis of data [36]. New fields such as face detection and handwriting rec-
ognition have been identified previously in previous studies. The operating 
classification algorithm was split into two offline and online groups [35]. The 
static data set is used for training in an offline approach. After the training 
process is completed, the classifier will stop the training, and no modifica-
tion of the ordered data will be permitted.

The type one pass which learns from various information is, however, spec-
ified by the online category. The key characteristics of the data are retained in 
the memory and processed until the data are removed. Two key strategies for 
the online group are the gradual and evolved processes of data change in an 
unstable environment resulting from an evolutionary system structure and 
constant updates of meta-parameters [35].

In 1995, Cortes and Vapnik proposed the Vector Machine (SVM) to solve 
the MD and regression problems as the excellent learning outcomes [37]. 
SVM generates a hyperplane dividing information into binary categories 
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during this process; the main objective being to find the most significant 
margin in binary categories that takes hyperplane space into account [38]. 
Statistical learning theory is an integral part of the process of SVM growth, 
using the statistical learning method and the kernel method to achieve a suf-
ficient number of students, because of the risk-reduction mechanism [39].

K-nearest neighbor algorithm uses object classification in the nearest train-
ing class and is one of the most common algorithms in data mining and 
extraction classifying issues. The closest neighbors are allocated an entity. 
It works like that. The quality of this technology depends on the weighted 
qualifications. Some of the problems with this approach are as follows:

• Depending heavily on the K value, which is a measure of how the 
area is calculated.

• The method lacks the capacity for the distinction between near and 
distant neighbors.

• In the vicinity of neighbors, overlap or noise may occur [40].

KNN was first introduced as one of the most important data-mining algo-
rithms for classification problems that are broadened to model recognition and 
ML technology. Expert programs are using KNN classification problems. Three 
primary KNN classificatory, which focus on k in any test sample class, are:

• “Nearest neighbor classifier (LMKNN) local mean-based:” Even 
though this approach can overcome a real outer negative influence, 
LMKNN is likely to be misclassified because the single value of k 
takes into account the scale of the district per class and applies this 
in all classes.

• “The nearest neighbor classifier (LMPNN) local medium-based 
pseudo-classifier:” The LMKNN and PNN methods are planned, in 
addition to esthetics. We are considered to be a strong multimodal 
median vector based on the nearest and pseudoneighbor multilocal 
median vectors for each class. Nevertheless, the weight of all classes 
cannot be generally understood as separate data from the next clas-
sification set [41].

• “Classification multilocal k-harmonic (MLMKHNN) nearest neigh-
bor:” For classification decision law, MLMKHNN as an addition 
to KNN will take the middle harmonic range. It uses multilocally 
mean vectors of the closest neighbors by the class of all query sam-
ples, and the result of this phase will be a harmonic mean distance 
[42]. Such approaches are designed to find different decisions about 
classification [41].

In 2006, Huang et al. introduced a classification system for an extreme learn-
ing machine (ELM), which works in a NN using the hidden single-layer 
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feedback. The weight input and deviation are generated randomly in this 
layer, and the lowest square method is used to measure the weight of the 
product [36], which distinguishes from the traditional methods of this 
method. This is where learning takes place, and then, the matrix of trans-
formation is located. It is used to reduce the number of error squares. The 
product of a feature reduction is then used for classification or dimensional 
reduction [43]. NNs are broken down into two different groups, neural and 
feedback networks, while ELM is one of the first, with a strong ability to 
learn, particularly in the resolution of highly complex nonlinear functions. In 
addition to fast learning methods, ELM utilized this function to solve com-
mon NN problems without iteration at a higher speed compared to the tradi-
tional NN in mathematical transition [44].

Given the efficiency of ELM in classification issues, the lack of ELM in 
binary classification issues is evident as an equivalent training stage in ELM 
is required in these problems. The problem is solved by the Twin Extreme 
Learning Machine classification simultaneous train and two nonparallel 
classification hypercrafts. Growing hyperplane is entered into a minimiza-
tion function to reduce the distance with one class away from other classes 
[45]. ELM concentrates work in the description of data streams [46].

Clustering

As a guided learning process, clustering is intended to create groups of clus-
ters that are similar and different from one another in terms of features [47]. 
In relation to its distance from one point in the other clusters, the distance 
between each observation is small [48]. The main uses for the clustering 
methods are “grouping,” “explorative model-analysis,” “decision-making,” 
and “machine-learning situations.” Four cluster groups are “hierarchical 
clustering,” “clustering partitioning,” “clustering based on the scale,” and 
“clustering based on modeling” [49]. The problem of clustering is divided 
into two classes of generative and discriminatory approaches. First of all, 
the probability of sampling used to learn from the generated models is 
maximized, and second, similarities used on a pair basis that maximizes the 
similarities between the intercluster groups and minimizes the similarities 
between clusters [50].

The clusters of K-mean, Kernel K, spectral clustering, and clustering algo-
rithms are available that have been studied for decades. After the introduc-
tion of K-means, k-means and spectral clusters establish a relation between 
the data and the functional space. Kernel and graph model are, respectively, 
implemented to obtain space in kernel k-means and spectral clusters. Also, 
spectral clustering uses the techniques of self-composition [51]. K-means, the 
clustering of multidimensional, multidimensional numerical data [52].

DBSCAN reflects clustering based on distance; it is typically a distribu-
tion field that is separate from the data set. This approach does not use a 
cluster a priori for the identification of clusters in the data. The user-defined 
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parameter is considered to build clusters that are somewhat different from 
the parameter described in the clustering process [47].

Evolutionary Techniques

An optimal solution among several alternatives is the main objective of the 
problems in optimization. If the search area is that, it is difficult to provide 
the best solution. Specific strategies are needed to find the best solution, but 
the heuristic algorithm needs the best solution. Nonetheless, to overcome the 
deficiency, the best alternative was the population-based algorithm [53].

Genetic Algorithms (GAs)

GA is well-defined as the random search that aims in the complex, high-
dimensional environment finding an almost optimal solution. The string 
of chromosomes is the key parameter for space searches to be carried out 
at their base and is called population, and a number of them tend to be a 
set. Following creating a random population, the best fitness and objective 
of each string are represented. The product of this step is inserted into the 
mattress, which is a few chosen strings with many copies. A new string gen-
eration will be produced from the string by deploying in the cross-over and 
mutation phase. The procedure is continued until a termination condition 
has been created. The following are a few examples of the application areas 
for the gas algorithm: image-processing, the NN, and ML [54]. GA is based 
on algorithms of genetic and natural selection, inspired by nature [55].

GA algorithms are intended to achieve the optimal solution by consider-
ing the starting point; even GA can find a perfect grouping of clustering 
methods [54]. In the sense of the set of functions, filter and wrapper are two 
major GA approaches. First, by applying heuristic data properties, includ-
ing correlation, to investigate the importance of functionality and, second, 
by using the ML algorithm to evaluate the quality of the GA solution [56]. 
The optimized local point in K-means is based on seed values, and the gen-
erated clusters are based on original seed values. The local point is config-
ured in K-means. GA conducts K-mean algorithms to find almost optimal 
or suitable cluster searches for initial seed values and covers the absence of 
K-mean algorithms [57]. The retrieval of information from the database is
another way for GA to help create a classification system and rules for min-
ing associations [58].

The selection of functionalities is important in big data as usually it has 
many features that explain empirical principles and select the right number 
of preprocessing features because data mining is important. Feature selec-
tion is divided into two groups which rely on the wrapper approach used 
by the learning algorithm and are independent of the learning algorithms 
that use the filter approach. Nonetheless, the filter method is different from 
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the analysis algorithm. The optimal feature set will rely on the learning 
algorithm that is one of the key difficulties in choosing the filter. A wrap-
per approach is the best solution to check all kinds of functionalities using 
a learning algorithm. The major difficulty is its complexity, which can be 
overcome by GA in the calculation as a learning algorithm [59].

Ant Colony Optimization (ACO)

As a population-based stochastic process, Dorigo proposed a colonial opti-
mization technique in 1991 [60]. The approach is biologically derived from 
the real ant behavior in food-search models [61]. The process is to deposit a 
chemical substance, known as a pheromone, on the ground as the anti con-
tinues to search for food toward the food source. The pheromone level will 
increase as the distance between the diet and the nest will be shorter. The 
route with a greater number of pheromones is used by new agents in this 
method. Both ants obey the positive feedback over time and choose the short-
est route signposted with the greatest pheromone number [62]. Ant-colonial 
optimization applications have been described as problems in traveling sales-
men, scheduling, structural engineering, power engineering, image process-
ing, clustering, routing optimization algorithm in recent research [63], data 
mining [64], robot path planning [65], and DL [66].

Many benefits of the optimization approach for ants are as follows:

• the application of this strategy with other algorithms is less complex,
• power to find a nearly perfect solution,
• gain the benefit of parallel delivery (e.g., intelligent search),
• better work to maximize swarm intelligence, and
• high speed and accuracy [63].

The released substance called pheromone triggers the clustering of the spe-
cies between the optimally placed species. The clustering of the ant-colony is 
used in the grid to cluster data objects [67].

All solutions are built in a single iteration, the movement is enhanced 
through local search, and the material is modified [35]. The critical moves 
toward ACO are as follows:

• pheromone trail initialization;
• to create a solution, use a pheromone trail; and
• pheromone trail warnings.

The pheromone update measures the pheromone fraction evaporation and 
the emission of pheromones that show the level of fitness of the solution [68].
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Ant-colony decision tree (ACDT) is a branch of decision-making to determine 
decisions that are established in the current algorithm but are generated as a 
nondeterminative algorithm in every execution. The theory of ACDT is a pher-
omone trace on the edge of the classical algorithm and heuristic components.

After the limitations for optimization of a one-layer colony were announced, 
the multilayered colony algorithm was introduced when a solution could be 
sought, because it takes too long to develop an entity with massive quanti-
ties. This specifies the maximum volume of an object through transactions 
and defines a rough set of membership functions that can be strengthened 
by reducing the area of the quest through a subsequent refining process. 
The search ranges are also different, given the costs. The answer from each 
level consists of a new level, which is included in the approach but has to 
be changed with a smaller search area [69,70]. Tsang and Kwong suggested 
clustering of ant colonies to detect anomalies [70,71].

Bee Colony Optimization (BCO)

BCO algorithm works to inspire the actions of sweet bees, which is com-
monly used to automate issues such as “Salesman Traveling Problem,” “Web 
Hosting Center,” “Vehicle Routing,” and the list continues. In 2005, Karaboga 
aimed a simple, comfortable, and little-to-control artificial bee colony (ABC) 
algorithm in optimization paradigms. The algorithm is a simple one. “Face 
recognition,” “high-dimensional gene expression,” and “speech segment 
classification” are examples of features identified and optimized by ABC and 
ACO in an extensive search area. Three types of bees are deployed on ABC 
algorithms known as “Employed Bees (EBees),” “Onlooker Bees (OBees),” 
and “Scout Bees deployed.” This is achieved by placing the source of food 
and then passing on nectar information to OBees in which their number is 
similar to many food sources. The number of EBees is equal. The data are 
used until the final amount to control the food source. Scouts are engaged in 
the search for new food sources in declining food sources. The quantity of 
nectar is a quality element [71,72].

This is a two-stage approach: one that explores new information by bees 
and one that is connected to the exchange of data considering new alterna-
tives by beehives.

Thus, he begins a bee to explore, who wants to find a complete path to his 
journey. When he leaves the hive, other bees perform spontaneous dances, 
equipped with several other bees known as “the preferred way,” contribute 
to the cycle and require a complete path previously found by his partner, 
who took the bee to its place. The process of moving from Node to Node 
continues until the final destination is reached. The node of bees with two 
arc fitness and heuristic distance variables was selected with a heuristic algo-
rithm. Bees can choose the shortest distance [53]. In the BCO algorithm, the 
extraction and exploration cycles are considered to be two alpha and beta 
values, respectively [73].
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Particle Swarm Optimization (PSO)

Inspired by biological organisms, PSO was produced, especially the capa-
bility of the categorized animal to function together in an area to find the 
required position. In 1995, Kennedy and Eberhart introduced the approach 
as a stochastic population algorithm, known for characteristics such as try-
ing to find a global optimizing point, easily implemented by taking a small 
number of parameters into the cycle of adjustment. It takes advantage of a 
highly productive search algorithm to work in various fields and problems 
of optimization of analysis [74].

The search method is carried out in a real value search area to address 
a nonlinear optimization problem. Through this process, the endpoint is 
found, which is the ideal point, through an iterative search. In other words, 
a particular space modernized by particle experience, or the best neighbor-
ing area, includes each particle’s multidimensional study, and the objective 
function evaluates the fitness value of each particle. In each iteration, the best 
solution is retrieved. Once the optimal solution with particles is found, the 
best or best solution is the local solution, and the optimum point is called the 
best or best among the next particles [75]. Any solution is known as a par-
ticle with different features like the current position and speed in this algo-
rithm. By taking different weights, the balance between the local and global 
searches can be modified. The trade-off between global and local searches is 
one of the key success factors in PSOs [76]. Some areas for PSO implementa-
tion include artificial NNs, pattern recognition, and fuzzy regulation. This 
algorithm provides social interaction and communication methods, such as 
“bird flock and fish education,” to facilitate the exchange of cultural knowl-
edge between swarming particles [77].

Firefly algorithm (FA)

In 2008, Yang unveiled the FA. The FA’s principal idea is to assume that 
every firefly is unisexually attracted to other fireflies irrespective of gender. 
The highlight is the main attraction for a lightning fire, which pushes the 
less light into a higher. The range is opposed to appeal and illumination. 
The luminosity of the firefly is determined by the exercise area [78]. The 
degree of solution goodness is increased with the increasing luminosity 
of the fireflies. A maximum attraction model is proposed to show that all 
flames are lighter, and fires are identical when an important number of fires 
attract brighter fitness-based fireflies. Thus, during the search process, the 
convergence rate will be strong.

FA was inspired by the fireflies’ lightening function and was known as the 
swarm intelligence algorithm. In some cases, FA works better compared to GM 
(GA) and PSO. The work area of the FA includes “unitary participation,” “energy 
conservation,” and “complex networks” [79]. Fluctuations can occur when the 
light sources are attracted by a large number of fireflies, and the search time 
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is required. The FA (NaFA) Village Attraction reveals that fireflies are only 
attracted by some of the lightest areas that previous neighbors have known [80].

Tabu Search Algorithm (TS)

Tabu research is a metaheuristic approach that was planned and made better 
by Glover and Laguna (1997), which is a local search that takes the chance to 
find a globally optimized solution using numerical algorithms. TSs are based 
on and enhance edge projections. A solution that can be used for combina-
tory optimization is the local heuristic search tool [81]. The methodology’s 
search process is versatile as adaptive memory is necessary. During various 
iterations, the process is done. A solution is found in every iteration. The 
solution is reachable via “move.” There is a better solution in every move that 
can be stopped if no better answer is found [82]. The expectation parameters 
are an integral part of TS’ search procedures that do not take into account the 
forbidden TS methods. In every solution, the requirements of the objective 
are met. The solutions are, therefore, both workable and time-consuming. A 
tabu list (LT), a short-term past, is used to proceed to TS. The short memory 
preserves the recent move by removing the old memory when the memory is 
complete to the highest level [83].

TS’s key idea is to move into solution space, which is still unexplored, 
which would be a way of avoiding a local solution. Thus, “tabu” campaigns 
that are new are banned and discourage previous approaches from visiting 
them. This shows that the technique offers high-quality results [84].

BDA and IoT

The IoT is designed to create an innovative environment by sensing, processing, 
communicating, and socializing behaviors. Once IoT sensors have produced 
large raw data to process and analyze, the analysis process will be implemented 
by powerful tools. It promotes the use of IoT-based data by BDA and its pro-
cesses. In order for the IoT-based device to work better, Rathore suggested a 
four-layer model [85]. Included are data generation, data processing, and data 
analysis [85]. It is quoted that IoT data processing should take into account cog-
nitive processing and optimization beyond 2020 [86]. The acquired signal from 
sensors is obtained by and used in IOT systems for frame-by-frame or batch 
processing. In addition, the data collected will be used for feature extraction in 
the IoT method, followed by the classification stage. Algorithms for data classifi-
cation are used to train computers [87]. Three types of data, supervised, semisu-
pervised, and unattended, can be used for the MAS classification [87].

The cycle of IoT is shown in Figure 2.3. Sensor data are collected. In the 
filtering process, the data are entered. Cleaning occurs at this level of denota-
tion and data. Therefore, the extraction of features is considered in the clas-
sification phase following decisions taken preprocessing based on a detailed 
learning methodology.
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Summary

In this chapter, you will learn machinery and DL from an overview of the big 
data analysis and its subfields. In order to meet the challenges of data man-
agement and give organizations expertise to improve their performance, big 
data analysis is planned. DNN, RNN, and CNN were presented in this chap-
ter in order to overview deeper learning methods and classification, classifi-
cations, and evolutionary techniques. Some techniques from each area have 
also been investigated. It has also been demonstrated that the application of 
ML and in-depth learning in IoT-based data makes IoT data analysis more 
efficient for classification and decision-making.
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3
Data Collection, Storage, and Retrieval

Paulo Martins and Ali Soofastaei

Types of Data

Understanding how to differentiate the various types of data is an essential 
first step to perform a data analytics cycle. The approach used to extract, 
handle, and analyze data is strictly linked with the type of data in hand. 
Moreover, the format in which the data are presented has a crucial role in 
facilitating the comprehension of the problem and the observed phenomenon 
being measured. People who start the analytics process dedicating enough 
time to understand the type of data they are working with may save precious 
time by avoiding the selection of inefficient models [1].

In the context of Big Data analytics (BDA), the most general classification of 
data types comprises two groups:

• Structured data – This is the type of data that can be organized in
a tabular format – columns and rows. Its elements can be grouped
containing related information, which facilitates store, searches, and
analysis activities. The most common way to store the structured data 
is a relational database, usually managed by a relational database
management system (“RDBMS”). A Structured Query Language
(SQL) is used to access and manipulate the data contained in the rela-
tional database. Structured databases were, for many decades, the
only easily accessible source of business analytics. Typical examples
include financial transactions and data collected from machine sen-
sors. Nowadays, structured data are estimated to represent less than
20% of the available data [1–3].

• Unstructured data – Unlike structured data, this type of data is not
presented in an organized and hierarchical format – predefined data
models or schemas. Usually, it can be stored in NoSQL (not only
SQL) databases, data lakes, and data warehouses. Due to the absence
of structure, it is complex to manage, search, and interpret, which is
the reason why companies have not explored it until the most recent
technological advances in Big Data (BD) and artificial intelligence.
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Unstructured data are everywhere, and it represents more than 
80% of the currently available data in the world. Common examples 
of sources of unstructured data include social media (text, video, 
audio), e-mails, server logs, and mobile data [1–3].

It is also common to refer to the semistructured data as an intermediary 
classification that encompasses some characteristics of both structured and 
unstructured data. Usually, it presents an unstructured format with some 
organizational properties and classification characteristics. For example, a 
twitter post has its unstructured text format but also has an internal struc-
ture that allows it to be arranged by date, size, or time.

Sources of Data

A standard classification created by UNECE (United Nations Economic 
Commission for Europe) defines three types of data sources incorporated in 
the context of BD: human-sourced, process-mediated, and machine-generated. 
The next topics summarize each type:

• Human-sourced information – This is the type of information source 
derived from human experiences. In the past, it was maintained in
books and works of art, and then transferred to photographs and
audio and video files. Nowadays, most of the human-sourced infor-
mation is available in digital format and stored in computers and vir-
tual environments such as social media platforms and clouds. Many
of these data do not follow a management structure [4].

• Process-mediated sources – They refer to the type of data originated
from business processes-relevant events such as client registration,
product manufacturing, a received order, etc. This type of source
compromises transactions, reference tables, and relationships, as
well as the metadata defining the context. They usually are well
structured and stored in relational database systems [4].

• Machine-generated sources – The output of every kind of sensors
and machines used to quantify and monitor data in the physical
world are machine-generated sources. With the impressive growth
of sensors and connected devices, high volumes of data are gener-
ated, which creates a strategic opportunity for data-driven business.
The nature of this source of data is well structured and proper for
computational processing as BD technologies are available. Some
examples include data from equipment automation sensors, weather,
and other environmental sensors, GPS, mobile phone locations, and
data from computer systems such as log files and weblogs [4].
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Critical Performance Parameters

Before the BD era, the traditional data analytics activities did not face a sig-
nificant limitation to deliver the expected outcomes. The analytics process 
was based on the data warehouse structure, Extract, Transform, and Load 
processes, and a variety of software tools [5]. After the latest development of 
technologies related to the internet of things, BD, and Cloud Computing, it is 
possible to collect all necessary structured and unstructured data generated 
in all phases of an organization’s production chain [6]. The task of process-
ing vast volumes of data from multiple sources very quickly demands fast 
transfer rates and stable and reliable methods. This challenge is even higher 
in projects designed for real-time purposes. The traditional relational data-
bases have considerable performance problems to process a large amount 
of unstructured data, such as e-mail, documents, videos, or audio. The best 
alternative to address these challenges has been NoSQL databases coupled 
with some performance-monitoring metrics.

Before defining the most important properties for a database specification, 
it is essential to mention some aspects about the most common measurement 
unit, time. The definition of time in the analytics of BD perspective evolves a 
period required to perform a specific or set of analytical activities. A popular 
nomenclature is “cycle time,” which can be defined as the time spent to pro-
cess all activities from the activation to the end [7], transforming inputs into 
outputs. Essential elements of a cycle time are “waiting time” – process idle 
time (from activation until starting, including time spent for querying) and 
“processing time” (from the starting until completion) [5,7].

A professional responsible for the development and monitoring of systems 
created under the structure of a NoSQL database must consider these three 
critical parameters:

Consistency – A database is considered consistent when the entire read-
ing and writing tasks are performed automatically (without breaks 
and following a predetermined sequence), avoiding partial/incom-
plete updates to the database. If an error occurs in any step in the 
process, none of the previous steps is updated, and the entire process 
needs to be executed again. This parameter is defined to guarantee 
that all users always have the same view of the data [8].

Availability – Like the traditional definition encountered in other fields, 
database availability refers to the time the system remains operational. 
In practice, every time a user requests a valid read or write task, an 
immediate response will be provided regardless of the state of any 
individual node in the system [8,9].

Partition-tolerance – In the perspective of database operations, par-
tition-tolerance means that the service continues to be executed as 
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programmed even in the case of one or multiple discrete failures. 
Those failures may include nodes or network disconnection, and 
message loss on network interconnects. In these situations, the com-
munication between nodes is not prevented.

Usually, BDA applications are built under a distributed computing archi-
tecture, which means that a data workload is spread over several nodes in a 
cluster of servers. This configuration results in a considerable improvement in 
the processing time, allowing quick insights from a massive amount of data. 
Hence, it is essential to ensure a network partition tolerance. The CAP (consis-
tency, availability, and partition tolerance) theorem presented by Brewer stated 
that it is impossible to have both consistency and availability at the same time. 
Depending on the analytics objective, the analytics system may prioritize con-
sistency and achieve the best possible availability or vice versa [10].

Data Quality

It has been more than fifty years since the expression “garbage in, garbage 
out” become popular, but we continue to be challenged with data quality 
issues [11]. To generate value from the analytics efforts, an organization must 
be able to assess the quality of its dataset technically. When well-structured 
and high-quality data are available, the entire analytics process can be more 
efficient and automated. On the other hand, poor-quality data can undermine 
any sort of data strategy [12]. A recently published Harvard study showed 
that only 3% of organizations’ data reach the minimum quality standards. 
The research also confirmed that the problem of data quality is far worse 
than most of the leaders realize. Weak data reflect negatively as bad work 
and pervade every department, in every industry, at every level, and for 
every type of information. Unfortunately, the results provided unquestion-
able evidence that most of the data are terrible [13]. In 2016, a published IBM 
study estimated that the cost of low-quality data in the United States counted 
for about $3.1 trillion [4]. Experts report that companies have experienced an 
impact of 8%–12% of total revenues due to data quality issues [14]. Figure 3.1 
presents some of the consequences of data quality on business.

Based on the findings summarized by Marsh [15], Figure 3.2 shows some 
statistics related to the impact of data quality on projects and organizations.

In a recent survey, the learning company O’Reilly showed that organiza-
tions have too many distinct data sources and a lot of inconsistent data, and 
they do not have the required resources to address data quality issues. Some 
building blocks, such as metadata creation and management, data prov-
enance, and data lineage, are often not found in the organizations. All sur-
vey respondents were asked to select from a list of data quality problems, 



55Data Collection, Storage, and Retrieval

all those that are applicable to them [15]. Figure 3.3 presents the results in 
descending order from right to left.

It is noticed that most of the respondents consider the preponderance of 
data sources as the most challenging problem. Almost 60% of the selected 
“Too many data sources and inconsistent data” succeeded by “Disorganized 
data stores and lack of metadata,” which was chosen by 50% of respondents. 
Another significant issue is related to data labeling. “Poorly labeled data” and 
“Unlabeled data” combined were cited by more than 70% of respondents [15].

From the perspective of BD, the risks associated with low-quality data are 
even more evident. Many BD properties can directly impact data quality. 
For instance, Data Variety implies that data from various sources and for-
mats can reside altogether in the same environment. There are conflicts and 
inconsistent or contradictory patterns among data from different sources. 
This high diverse condition increases complexity and is more prone to create 
quality issues. Another relevant property is Data Velocity, as it results in vast 

FIGURE 3.1
Business impacts of data quality.

FIGURE 3.2
Data quality impact on organizations, according to Marsh [15]. 
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volumes of data being processed in a short time frame, hence creating more 
quality parameters to be monitored, such as timeless [16]. It is paramount to 
measure the impact of data quality to eliminate the risks in the development 
of BDA solutions.

The Data Quality definition is not only related to its parameters but also 
involves the business context, including its process and users. For this reason, 
one of the most accepted concepts is “fitness for use” [17]. Both academia and 
industry have developed many frameworks and tools to conduct a proper 
BD quality assessment. In Ref. [18], the authors defend that the concept of BD 
quality should be adapted for each specific type of BD, considering the dif-
ferent notions of quality.

The next topics will explore data quality assessment and management 
practices.

Data Quality Assessment

Data quality standards are usually created based on the perspective of data 
producers, who historically had been the data consumers. However, in the 
modern world, data users frequently are not data producers, which makes 
data quality control more difficult. Following this trend, the authors in Ref. 
[18] used the traditional data quality dimensions and defined their elements
and indicators under the view of BD requirements.

The most widely accepted data quality dimensions are as follows:

Availability – determines how affordable and convenient users can 
collect data and its associated information. It is described by three 
elements: accessibility, authorization, and timeless.

Usability – refers to the capacity of the data to fulfill users’ objectives in 
terms of definition/documentation, reliability, and metadata.

Reliability –this is the data quality dimension that indicates how reli-
able the data are and their elements such as accuracy, consistency, 
completeness, integrity, and audibility.

FIGURE 3.3
Primary data quality issues faced by organizations [15].
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Relevance – expresses the level of correlation between data content and 
consumers’ desires and requirements.

Presentation quality – refers to a proper representation of the data to 
make users understand the data.

The methodology was complemented by the assignment of 1–5 elements for 
each dimension to create a Data Quality assessment framework, as demon-
strated in Table 3.1.

Some dimensions and elements can be measured objectively (complete-
ness, timeliness, integrity), and others rely heavily on context or on subjective 
interpretation (usability, relevance, authorization).

As previously discussed, for each specific business problem and environ-
ment, the choice of data quality elements to be used will differ. For each 
selected dimension, there will be different tools, methods, and processes, 
and consequently, variations in the required time, costs, and workforce. The 
first step of the assessment cycle is the definition of the data collection objec-
tives, which are based on business strategy and requirements – for example, 
operations, decision-making, and planning [18].

Data Quality Strategies

Many data quality challenges are faced in the BD context. It is sometimes 
difficult to access the data generated from crowdsourcing projects. Machine-
generated data often lack enough metadata to evaluate its applicability for a 
defined process. A range of different approaches for data acquisition, aggre-
gation, and curation is used by different providers without considering the 
implication for downstream data usage.

Some data quality issues and strategies commonly used to handle them are 
described in the next lines:

Dealing with Missing Data

Missing data are very critical to BDA. There are plenty of possible approaches, 
and the simplest one is to eliminate all the missing values from the dataset. 
However, when a significant portion of the data presents missing values for a 
critical parameter, its deletion will have an impact on the statistical result. In 
this situation, an alternative is to use pairwise deletion, which includes the 
entire dataset for statistical analysis but excludes only the critical parameter. 
Another standard procedure is to calculate the mean for a group of observa-
tions or the entire dataset and replace all missing values with this calculated 
number. Alternatively, the multiple regression techniques may be applied to 
predict missing values on a set of highly correlated parameters, although it 
may cause overfitting in the machine learning models. Finally, a multiple 
imputation approach may be used combining different methods such as 
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expectation-maximization/maximum likelihood estimation, Markov Chain 
Monte Carlo simulation, and propensity score estimation. Each method cre-
ates a version of the dataset, and those versions are analyzed and combined 
to produce values estimation and their respective confidence intervals [19].

Dealing with Duplicated Data

It is essential to identify and eliminate duplicated data in any BDA process. 
Entry errors and data collection methods are some causes of duplication. The 
identification of duplicated values in big datasets may be complicated. The 
first issue is because of the assignment of a unique ID to many pieces of infor-
mation in the same entity (aggregation of all information), named as linking 
process. The second issue is finding and deleting duplicated data related to 
the unique IDs [19]. Due to the large volume of data, memory capacity may 
be limited to process this kind of task. Working with duplicated values can 
lead to an incorrect interpretation given by the idea that some observations 
are more frequent than they are. Some methods to deal with this problem 
involve a visualization step, which provides information about the quan-
tity and pattern of duplicated data, followed by specific functions applied to 
identify and remove these data.

Dealing with Data Heterogeneity

Variety is one of the five characteristics of BD. The different types of data 
(structured, semistructured, and unstructured) bring heterogeneity to the 
context, especially when dealing with Web data and other unstructured 
and semistructured sources. Some Information Extraction systems have 
been developed to address these challenges. State-of-the-art in this field 
comprises sophisticated hybrid models that enhance a combination of sta-
tistical and rule-based models. Many references are based on textual data, 
such as natural language texts. Another trend is focused on extracting 
text inserted in images and videos. In the future, it is expected to extract 
information from images and videos (aka feature detection and feature 
extraction), which depends on the context and is considered highly a highly 
complex task.

All strategies mentioned above provide a summarized approach to deal 
with some data quality issues—however, there are many other quality 
challenges and strategies to handle them. The next section will explore the 
aspects of Data Quality programs.

Data Quality Programs

According to the DMBOK – Data Management Body of Knowledge [20] – the 
objectives of Data Quality programs are as follows:



60 Data Analytics Applied to the Mining Industry

• defining and implementing a data governance approach to guarantee 
that the generated data are aligned with the data consumer’s necessities.

• creating data quality controls based on procedures and specifications.
• establishing a process to measure, monitor, and inform data quality 

levels.
• identifying improvement opportunities in the process and systems 

associated with the quality of the data.

Figure 3.4 summarizes the ten fundamental principles that form the basis of 
Data Quality programs.

Data Quality programs work better when embedded in a Data Governance 
program. Indeed, data quality challenges usually motivate the necessity of 
developing an effective Data Governance strategy.

Companies that want to make data quality a priority must start by ensur-
ing that all employees understand the consequences of weak data. A cultural 
change is required, and the concepts presented in the last sections are essen-
tial to succeed in this endeavor.

Data Acquisition

Data acquisition is one of the essential phases of the BDA cycle. As previously 
discussed, the explosion of data generated from multiple sources in sev-
eral formats brings complexity and volume that do not fit in the traditional 

FIGURE 3.4
Data quality program principles [20].
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database management structures. Data acquisition is performed through 
on-board and off-board sensory and nonsensory data sources. Unlike tradi-
tional approaches, BD technologies do not require previous knowledge of the 
data, meaning before running collection and storage tasks.

The data acquisition process is subdivided into three parts: data collec-
tion, data transformation, and data preprocessing. The first step is to collect 
raw data directly from the source (production environment). Afterward, a 
high-speed transferring engine is used to send the collected data to the 
storage system. Finally, data preprocessing techniques are applied to opti-
mize storage capacity by reducing the amount of useless data, such as 
those redundant data created in environment monitoring systems [21]. In 
order to reach the acquisition objectives, three main components are illus-
trated in (Figure 3.5):

Some examples of open protocols commonly applied are the Advanced 
Message Queuing Protocol (AMPQ), which became the Organization for 
the Advancement of Structured Information Standards (OASIS) standard 
in 2012. The AMPQ protocol was developed to reach some industry-specific 
requirements, such as ubiquity, safety, fidelity, applicability, interoperabil-
ity, and manageability. Another open protocol is the Java Message Service, 
which allows a standard way for Java programs to build, transfer, receive, 
and read an enterprise messaging system’s message.

Regarding data acquisition frameworks, Storm is an open-source framework 
used for distributed real-time processing on streams of data. It can be correctly 
deployed with different programming languages and storage technologies 
(relational databases, NoSQL, etc.). Additionally, a standout characteristic of 
Storm is related to its flexibility to be utilized in different scenarios such as 
streaming processing and distributed remote procedure call for solving highly 
intensive computational functions on-the-fly and continuous computation 
applications. Other examples of frameworks are S4 (Simple Scalable Streaming 
System), Kafka, Flume, and Hadoop [22].

FIGURE 3.5
Data acquisition primary requisites [22].
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Although there are many available resources for data acquisition, most of 
the data are not adequate for processing. The challenge is to increase data 
quality without extrapolating costs.

Data Storage

The requirements of BD storage systems involve the storage of massive 
amounts of data, the capacity of supporting high frequency of random writ-
ing and reading requests, flexibility, and efficiency to cope with multiple data 
models. Ideally, storage systems should have unlimited storage capacity and, 
for security reasons, only accept encrypted data [23].

The process of storing BD involves two essential components: hardware infra-
structure and data management. Hardware infrastructure is built of connected 
information and communications technology resources that are configured 
flexibly to meet instantaneous demand. A critical requirement for hardware 
infrastructure is the scalability capacity and dynamic reconfiguration accord-
ing to the application’s characteristics. On the head of the hardware infrastruc-
ture is a data management software designed to maintain massive datasets [21].

One of the most common technologies for BD storage is the Hadoop 
Distributed File System, which allows an analytics interface like that found 
in Business Intelligence environments. The state-of-the-art in data store tech-
nologies is described in Figure 3.6. Although a wide range of technologies 
exists inside each of these groups, only two examples are provided.

Despite the better scalability of NoSQL databases when compared to rela-
tional databases, they may face some limitations when dealing with highly 

FIGURE 3.6
Types of BD storage technologies [23].



63Data Collection, Storage, and Retrieval

complex data models such as graph databases. One method to solve this issue 
is to partition the graph into subgraphs. New SQL databases are reported to 
be approximately fifty times faster than traditional relational systems.

Another fast-growing alternative to BD storage is the use of external cloud 
storage services. This option has become increasingly popular due to recent 
decreasing costs, flexible accessibility, high availability, and customizable 
scalability. Cloud computing enables companies to run essential programs 
and applications through the internet, reducing time, space, and costs. There 
are three primary cloud types:

1. Public cloud – the infrastructure location is physically separated
from the customer. The company that offers the cloud service man-
ages the whole infrastructure and uses shared resources.

2. Private cloud – the private type offers the same benefits of Public
Cloud but relies on a dedicated, private hardware. The infrastructure
is not shared, and the customer has a physical control over the infra-
structure. This option ensures the highest security and control levels.

3. Hybrid cloud – as the name suggests, the hybrid option is a combi-
nation of Public and Private Clouds. Depending on organizational
requirements, this integration enables lower costs and performance
improvement.

In order to enhance digital capabilities, many companies are considering a 
cloud-migration strategy on their road map.

Data Retrieval

Data retrieval refers to how the desired data are specified and retrieved 
from a data store. The process of retrieving relevant information from BD 
evolves three significant issues: efficiency, effectiveness, and execution time. 
Data retrieval systems aim to support the storage process and the general 
organization of the information to meet user’s necessities to access the gener-
ated documentation. Typically, data retrieval activities begin with a simple 
query created by the user. In this process, indexing is considered an essential 
component. The most critical parts of data retrieval systems are as follows: 
(1) query subsystem, where the user creates a query based on his needs; (2)
matching function, applied to compare the query and documents located in
the database; and (3) documentary database, which is the place designed to
store all the documents [24].

The application of BDA in the information retrieval flow can signifi-
cantly improve query efficiency allowing easy and effective data retrieval, 
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management of specific databases, and analyzing patterns. The potential lies 
in integrating traditional data with new forms of data. Data quality issues 
are also a critical concern in the data retrieval process as decisions depend 
on obtaining accurate information, and the quality of data is usually highly 
variable and all too often incorrect. There are many available platforms and 
a variety of methodologies for data retrieval. The fundamental requirements 
for platform selection may include availability, continuity, ease of use, scal-
ability, ability to manipulate at different levels of granularity, privacy and 
security enablement, and quality assurance [25].

Hadoop architecture is commonly used due to its storage capacity, high 
availability, and retrieval velocity [26]. However, it is considered complex to 
install, configure, and administrate. Highly skilled professionals are also a 
critical aspect for many organizations that intend to implement Hadoop [25].

Genetic algorithm (GA) and other evolutionary algorithms have been 
applied to improve the data retrieval process [24,27]. In Ref. [28], a Deep 
Learning Modified Neural Networks technique was proposed as a more effi-
cient alternative to existing retrieval methods.

Data in the Mining Industry

The modern mining industry is heavily dependent on several types of data 
generated continuously in all phases of the value chain. In the exploration 
phase, drilling campaigns provide the data, which are essential inputs for 
resource estimation systems that evaluate the economic potential of a min-
ing project. In the operation phase, fleet management system (FMS) is the 
most abundant source of data used to monitor essential key performance 
indicators (KPIs), such as productivity and asset performance. To efficiently 
operate a mineral processing plant, several sensors and measurement sys-
tems are implemented to track variables such as equipment vibration and 
temperature, chemical elements concentration, and particle size distribution. 
Furthermore, data and its systems are rooted in the supply chain, logistics, 
marketing, and many other steps of the mining value chain. To extract real-
time insights and drive operational excellence, miners are enabled by the 
declining costs of advanced sensors and the use of sophisticated BD plat-
forms to process this massive amount of data. Justifiably, accurate data are 
the backbone for the successful digitalization of mining companies.

Standard classification of data sources in the mining industry considers 
direct and indirect measurements. Direct generated data include those col-
lected from instruments such as Global Positioning System, geodetic sur-
veys, and commodity price monitoring. On the other hand, indirect sources 
comprise data generated as a byproduct of process and operations, such 
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as drill and blasting, loading, and hauling operations, mineral processing 
(plant), and logistic systems. Example of those systems includes FMS, 
supervisory control and data acquisition (SCADA), and distributed control 
systems (DCSs).

As observed in many other industries, mining faces critical challenges to 
manage data correctly. It is not surprising for someone to encounter different 
departments updating multiple copies of the same data or identify corrupted 
data without knowing why or where. Usually, the major challenge is that 
there is no single source of truth – central repository, data warehouse, or data 
lake structure [29]. Moreover, commonly used terms and metrics are often 
defined using different approaches for each mine site. There is a lack of aca-
demic research dedicated to the essential requirements of Big Data manage-
ment (BDM) in the mining industry [30]. The next sessions will explore the 
characteristics of data generated in different mining activities and consider 
quality issues and management practices.

Geological Data

In the geology field, the Geosoft Geoscience Data Management Survey 
revealed that 60% of the participants declared that geoscientists in their 
team dedicate more than 20% of the time on data management. Almost 50% 
of the respondents classified their inability to search and access all geosci-
ence data using one integrated tool as the top challenge [31]. Additionally, 
a Global Mining Guidelines Group report concluded that geologists spend 
10% of their working time converting files. Drilling data is undoubtedly 
treated as a precious asset for earth resource companies, and high stan-
dards and best practices are implemented to guarantee data security and 
storage effectiveness. Nevertheless, when it comes to extracting value from 
this data using interpretation and modeling techniques, high standards are 
not always followed [32].

Data management practices are essential in the portable drill’s opera-
tion. Future trends involve the integration of sequential activities and data 
synchronization with the central server to support validation. This multi-
functional structure is similar to a mobile survey and sampling laboratory 
created to extract, access, and analyze a massive amount of manifold and 
complex geochemical and geophysical data. When Quality Assurance and 
Quality Control routines are deployed into the data acquisition procedure, 
data quality issues are identified in advance before leaving the source. The 
introduction of BDM platforms allows the availability of highly complex 
and near real-time geochemical/geophysical data for the next phases of the 
analytics cycle. Finally, the generated results from the analysis are promptly 
shared near real time to geologists and other stakeholders [30].

Advanced technologies enable the transition from digital geology to intelli-
gent geology by using BD and related technologies to connect various geological 
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systems [33]. In Ref. [34], the authors approached the implications of geological 
cloud to explore the potential of deep integration and the use of structured and 
unstructured data from multiple sources such as geology, minerals, geophys-
ics, geochemistry, remote sensing, terrain, topography, vegetation, architecture, 
hydrology, disasters, and other digitally geological data. Additionally, the entire 
BDA cycle can be integrated. Some key technologies and trends presented in 
the article are described below:

Geological BD collection and preprocessing – The objective is to 
classify all the geological BD collected from geological data, geo-
logical information, and geological literature. It can be divided into 
five sections:
• Geological data collection access – It involves the technologies

and procedures to quickly access large-scale network informa-
tion and deliver real time, high concurrency, and fast web content
acquisition, according to the cloud requirements.

• Quality and usability characteristics of geological data – It is the
process of identifying and separating valuable data from irrelevant
or low-value data. By applying intelligent discovery and manage-
ment technologies to filter out these data, storage and processing
costs are reduced, and efficiency and accuracy tend to be improved.

• Geological data entry recognition model – An entity modeling
method is applied to extract entities from the massive quantity
of data and discover connections between them. This process
ensures that the data are consistent and relevant according to the
data model.

• Aggregation of geological BD – Aggregation is required due to
the heterogeneity characteristic of geological data. It enables data
sharing and data fusion between different data sources, allowing
data retrieval and data presentation processes unification.

• Management of geological BD evolution tracking records –
The objective is to track the evolution of BD across the entire life
cycle. BD is collected and aggregated to fulfill some critical func-
tions in the Geological Information Service platform.

Geological BD storage management – Handling the considerable vari-
ety of geological data in a traditional relational database presents some 
limitations. Distributed storage technologies such as Hadoop, Spark, 
and other nonrelational database systems are typically employed to 
meet specific requirements. Future research topics in the management 
of geological databases include spatial query considering the benefits 
of Unified Modeling Language (UML) and Computer-aided Software 
Engineering (CASE) methodology.
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Geological BD analysis and mining – In order to unhide geological 
knowledge and reach the goal of intelligent mining for geological 
BD, it is necessary to combine geological data, geological informa-
tion, and geological literature to understand geological BD envi-
ronment analysis and mining algorithm. Two aspects are typically 
considered:
• Geological BD analysis – BD technologies are used to create

scientifically mathematical models to analyze the metal-organic
rules. New geological BD sources extracted from social media
and networks are also incorporated to predict future data to
drive geological prospecting and providing more effective solu-
tions for geological applications.

• Geological BD mining – Data mining techniques are applied to
uncover useful insights from the massive multilevel spatiotem-
poral and attribute data. Multiple approaches include statistics,
pattern recognition, artificial intelligence, machine learning,
fuzzy logic, advanced visualization, among others.

Highly performable BD cloud computing platform – Distributed 
computing solutions are the backbone of BDA. Different frame-
works present their specific advantages and drawbacks. For exam-
ple, Hadoop/MapReduce is usually applied for offline complex BD 
processing, the Spark is used in offline fast BD processing, and the 
Storm is employed for real-time online BD processing.

Applications of geological BD technologies – BD technologies can 
interpret the big complex geological data and identify essential pat-
terns that explain the distribution of mineral. In the future, geo-
logical data from various adjacent deposits can be connected to 
identify “digital” characteristics of the distribution of metallogenic 
materials, access exploration potential, delimit anomalies, and pro-
spective regions.

Operations Data

In the last decade, a variety of sensors and smart chips have been inte-
grated across mining operations. All those sensors and connected devices 
generate a massive amount of data in real time. The variety of generated 
data includes geological data, equipment monitoring data, operational 
performance data, environmental data, among others. An avenue of oppor-
tunities has been created with the latest development in Wi-Fi, 4G, and 
5G technologies. Drone systems are applied for a variety of activities, 
such as to measure geotechnical stability, mining mapping, tailings dam 
monitoring, among others. Real-time insights can be delivered through 
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high-performance computers, artificial intelligence, and machine-learning 
advanced models.

When working with sensors, standards and procedures must be clearly 
defined and implemented. Defects or anomalies in instruments can pro-
vide inaccurate measurements, produce errors into downstream calcu-
lations, impact process control efficiency, and affect user’s confidence in 
information systems [35].

Data provided by FMSs are used to calculate strategic KPIs such as avail-
ability, utilization, effective utilization, production, productivity, unpro-
ductive time, productive time, mean time between failures, and mean time 
to repair. In Ref. [36], the author reviewed the consistency of an ordinary 
FMS extracting a four-month dataset. Haul truck activities’ cycle times were 
assessed, and the samples indicated an inconsistency rate of 21% in the haul-
age time. Shovel loading times presented data quality issues in 29% of the 
records. It is essential to mention that the FMS considered is this research is 
configured to receive manual inputs for most of the assignments, especially 
cycle time stages (loading, hauling, queuing, dumping, returning, maneu-
ver), maintenance states (corrective and preventive), and unproductive time 
(shift change, refueling, meals, road maintenance, etc.). This limitation 
naturally implies a higher tendency for errors when compared with more 
sophisticated systems developed to detect the majority of trucks and shovels 
activities automatically.

A similar conclusion was previously reported by Hsu 2015, which assessed 
datasets from two different FMS vendors in two separate open-pit mine sites. 
The primary quality problem observed was inconsistent labeling (assign-
ment) of activities to time categories. In terms of quantitative assessment, 
both systems presented a surprisingly high percentage of concise dura-
tion stages, which suggests either data corruption (software/hardware) or 
human errors (operator input). Additionally, the research identified a mis-
match in the maintenance intervention records. All quality issues reported 
above can potentially undermine any data analytics initiative or continuous 
improvement project.

A general trend for mining operations data management in the BD era 
is the integration of different data sources and systems from geological 
mapping and block model update routines to transportation and disposal 
of ore (crushing plant and stockpiles) and waste (waste dump). The current 
dispersed approach loses the value of connecting mine planning software, 
which contains information about the ore body, FMSs that monitor opera-
tional performance and assets’ health, enterprise resource planning, which 
are the general repository of company’s information. However, despite all the 
advantages obtained by enhancing BD capabilities in the mining industry, 
some topics require further discussion. Data privacy, security, and archiving 
are significant issues that need serious consideration [37, 38].
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Geotechnical Data

Another mining subject that has its specificities is geotechnics. Geotechnical 
teams are responsible for managing the most critical risks on the mine, 
such as rock mass failure or collapse and geotechnical structures stability 
(e.g., tailings dams). In 2017, Anglo Gold Ashanti’s experts published a very 
detailed article to describe data challenges and assessment procedures to 
evaluate the available geotechnical information in mining sites. The nature 
of the geotechnical data is not complicated, but geotechnical assumptions 
rely on the suitability and integrity of data, which creates complexity. The 
intrinsic unreliability is that the surrounding data affect evaluation and 
assessment approaches. Accurate data form the foundation to understand 
rock mass response when a sequence of digging activities is developed. It 
results in a solid comprehension of the more relevant factors that can drive 
failure mechanisms, control measures, and strategies to optimize pit design 
[39]. The following thoughts summarize data management good practices, as 
suggested in the research.

Data collection standards – A good standard must include all proj-
ect requirements, equipment limitations, supplier descriptions and 
responsibilities, and integration strategy considering other systems 
and protocols. The International Society for Rock Mechanics provides 
a set of methods and practices to support geotechnical professionals 
in such a standard.

Securing data – After data collection, there is a need to ensure that it is not 
lost or modified. Traditional data repositories such as paper records, 
Excel files, or even access databases are not considered secure. Reasons 
for this include the ease of losing or change data during edition or 
transfer tasks – unintended or untracked modifications or the mere 
deletion of files without a record of the reasons. The best practice is 
to use a robust Database Management System (DBMS) like the SQL 
database, which allows configuration for different levels of permis-
sions for access and can log any modification made to the structure 
and content. A final recommendation is choosing the same database 
provider used in the geology department to ensure redundancy and 
workforce skills to execute activities.

Automated data reliability checks – It is essential to map the possible 
sources of incorrect data and establish procedural routines to check 
conformance to data integrity. The assessment process is based on 
the completeness and accuracy of the data records. First, complete-
ness considers whether all data records were collected and input-
ted correctly. Second, the validation process considers the spatial 
distribution of the data in the rock mass and its fitness to represent 
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the variety of geotechnical environments. When it comes to accuracy, 
consistency is essential. This is mainly a challenge due to the degree of 
interpretation found in some collection methods and the necessity 
of reflecting reality. For example, data collected from joint rough-
ness or orientation properties tend to present a certain level of vari-
ability when obtained for different practitioners or even by the same 
person. In this case, experience and training are crucial to mini-
mizing variation effects. Accuracy also involves the elimination of 
unrepresentative samples and standards for equipment testing and 
calibration of instruments used for measurements.

Interpretive data reliability checks – An experienced engineer, who 
understands data collection methods, empirical relations, and char-
acteristics of rocks, is the person in charge to perform the interpre-
tive validation checks. The outputs of this step are as follows: 
• Validation Report – Describes errors in the principles of geotech-

nical logging data (depth values, missing logging data, wrong
logged codes).

• Stereo plots – Provides an orientation bias zone for individual
boreholes to support the evaluation of missing data.

• RQD versus spacing – A RQD spacing chart is applied to com-
pare calculated RQD and estimated defect spacing for an interval.

• Histograms – Histograms are effectively used for outlier identi-
fication and population delineation.

• Cai GSI graph – Allows the assessment of data using an interval
reference in a graphical framework. It uses the methodology pro-
posed by Cai 2004 that compares spacing with the joint condition
rating.

• Q’ factor graph – Following the same concept of the GSI graph,
this graph relates the axes to block size expressed by the ratio
of RQD/Jn (y-axis) and Jr/Ja (x-axis), making possible the assess-
ment of Q Prime (Q’) which determines the quality of rock mass.

• Borehole log – A borehole log is applied to check the distribution
of as-logged input parameters to the different rock mass groups,
output estimated values, and can be evaluated using lithology or
structural context.

Availability of reliable data – It is of utmost importance to ensure that 
the data are readily available at any given time. ODBC functional-
ity (Open Database Connectivity) and spatial functions are used for 
visualization evaluation of the data.

By using the proposed framework, the authors reported that reliable data 
were doubled and, in some cases, tripled.
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Mineral Processing Data

The primary sources of data in mineral processing plants are collected from 
Process Control Systems, environmental monitoring systems, and SCADA 
systems. Advanced sensors and smart devices are present in most of the 
plant equipment, such as crushers, mills, conveyor belts, flotation cells, and 
critical components like pumps and pipelines. Most of the data generated 
are a measurement and a timestamp together, such as energy consumption 
(kWh) and throughput (t/h).

Mineral processing plants are an exceptional environment for the applica-
tion of advanced analytics technologies and methods. A wide range of appli-
cations is discussed in the literature. Not surprisingly, the quality of the data 
used for training and testing the models is a critical element. Process mechan-
ics and dynamics are very complex, and it is vastly challenging to take reli-
able, accurate, or direct measurements of specific process variables [40]. In the 
perfect world, training data should cover all operating regimes, dynamic plant 
behavior, have a high resolution, be correctly labeled, and be enough size for 
machine learning techniques. Mineral processing operations typically pro-
duce a massive amount of data. However, often it comes at low resolution (e.g., 
ore grade measurements, which demand laboratory analysis), with different 
sampling intervals, containing missing values and noise, and is unlabeled.

According to Ref. [41], a supervisory control platform should be able to 
perform validation and reconciliation of process data, identify operation and 
instrumentation issues, and coordinate local control loops under a holistic 
strategy. Most of these essential capabilities should be defined in the plant 
design stages, but the major operational parameters usually are only assigned 
once the process facilities are running. Moreover, a shortage of technical 
skills is often identified in all managerial and operational levels regarding 
the comprehension of the modeling and operational aspect of nonlinear and 
complex processes in dynamic operating conditions [41,42].

The flotation process is considered as one of the most complex and data-
sensitive steps in the mineral processing field. Multiple parameters are mea-
sured by existing instrumentation such as ore composition, flow rates, and 
some ore specific properties (e.g., density, pH, pulp levels, and particle size). 
However, some essential properties such as liberation degree, surface chemis-
try, bubble size distribution, bubble loading remain challenging to measure and 
infer [42,43,44].

A set of artificial intelligence techniques have been successfully applied 
in the creation of smart operational systems, providing a better alternative 
with a higher tolerance for imprecision, uncertainty, and partial truth. Some 
frequently used examples are fuzzy logic, artificial neural networks, GAs, 
support vector machines, decision trees, and hybrids of these methods [45].

By applying some data quality concepts discussed in this chapter, mining 
organizations can significantly improve their efficiency in all activities from 
pit to port and support effective, fact-based decision-making.
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Summary

Exploring the full potential of BD and its related technologies requires funda-
mental comprehension of basic data concepts. Before starting any data ana-
lytics process, it is essential to understand the multiple data sources available 
and interdependencies between them. The various types, formats, and mag-
nitude of data are essential factors in the composition of the business context 
and, consequently, the objective of the analytics program. Additionally, they 
guide the selection of BD technologies and methodologies to meet the chal-
lenges of data acquisition, storage, and processing. A pervasive topic that fre-
quently undermines the success of data analytics programs is Data Quality. 
Special attention must be dedicated to understand causes and mitigate the 
effects of weak data. An effective strategy can be created by embedding Data 
Quality programs into Data Governance programs.
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4
Making Sense of Data

Amanda Ferraboli, Maycown Douglas de Oliveira Miranda, 
and Ali Soofastaei

Introduction

Data Science, Data Mining, and Analytics projects always achieve better 
results if guided by a process methodology. Whether one opts for the most 
popular Cross-Industry Standard Process for Data Mining, its refined and 
extended version Analytics Solutions Unified Method for Data Mining, 
Knowledge Discovery in Databases, Sample, Explore, Modify, Model, Assess 
for Data Mining or its method, one thing is sure: no matter what Data Mining 
methodology you apply, there will always be the need for a Data Preparation 
step. After an initial iteration to understand the kind of data available and 
the kind of data needed to address a specific business challenge, the data 
preparation step is where data scientists construct the bridge between these 
two. The journey of transforming the available data into a desired and han-
dleable data is not always viable; therefore, previous understanding of the 
information is essential to confirm the viability of the project.

Data Science applied to the Mining Industry has a vital role in safety 
improvement, accident prevention, forecasting, maintenance needs predic-
tion, time waste, and cost reduction, boosting productivity, avoiding waste of 
resources, and tracking regulation compliance. Data Preparation accounts for 
50%–80% of a Data Mining cycle, and every detail is essential for a s uccessful 
implementation of the subsequent phases.

Part I: From Collection to Preparation and Main 
Sources of Data in the Mining Industry

Taking a closer look at the available data before processing helps to avoid 
unexpected issues and surprises in the Data Preparation step. So, before giv-
ing sequence to this chapter framework, it is essential to
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1. assure the mapping and completion of data collection,
2. explore data and ideate data preparation tasks, and
3. complete an assessment of data quality.

Data Preparation is the most extended phase of a Data Mining cycle. It is 
an essential step to cleaning, integrating, transforming, and reducing the 
raw data, allowing for better results in subsequent modeling and optimi-
zation. The preparation framework, however, depends on earlier steps of 
Data Understand. The connection between Data Understand and Data 
Preparation lies in the role that the first exerts over the latter. Understanding 
the data means shaping the data preparation needs and steps, or in other 
words, preparing the room for putting hands at work in modifying the data 
set. Understanding the industry-specific data sources usually accelerates the 
Data Understanding and Preparation phases, as shown in Figure 4.1.

When it comes to working with data in the mining industry, there is plenty 
of interesting data sources to look at, much a result of the successful and 
ongoing adoption of IoT technology in the industry.

According to IBM, there is an expectation that IIOT, the Industrial Internet 
of Things, will deeply penetrate production units, mills, and plants. The 
adoption is already taking place through sensors, which are becoming each 
time smaller, cheaper, and more intelligent. These sensors are capable of gen-
erating a significant amount of raw data, which, with proper big data infra-
structure, can be analyzed in real time and can generate insights for better 
decision-making [2].

To have an idea about the potential amount of data generated in the mining 
industry, Rio Tinto’s group executive for Technology and Innovation examined 
that every haul truck they have is equipped with more than 200 sensors which 
generate five terabytes of data per day – summing up a total of 4,500 terabytes 
considering all the fleet. In addition to that, each of their plants is equipped with 
20–30,000 sensors. Furthermore, even though data volume is a significant char-
acteristic, more meaningful than that is the information, the knowledge, and 
insights that can be extracted [3]. There surges the importance of Data Mining.

FIGURE 4.1
Data understanding and data preparation detailed connection [1].
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As highlighted above, in terms of volume, the Internet of “Big” Things is 
the source that generates the most significant amount of data. Even though 
the IoT is a valuable source, it is not the only one. Data can come in different 
forms and types, and the collection can be performed in a broad spectrum of 
sources. Figure 4.2 illustrates the primary Data Sources in the universe of the 
Mining Industry, followed by some practical examples.

Things are corresponding to the group that collects information from 
vehicles, objects, and locations. It includes industrial and nonindustrial sen-
sors with connectivity capacity: machines, components (e.g., MineCare®), 
and location and climate (e.g., smart buildings, barometers, seismological 
activity). Historians are time-series data (e.g., PIMS, Modular Dispatch®, 
MEMS®) and on-demand reports: maintenance and failure reports (oil qual-
ity analysis, tire removal, drilling rigs performance, engines condition analy-
sis,  conveyor belts, and railroads inspections).

Plants stand for the data collected in the control and automation process of 
the mills. Control can also play an essential role at mines in the automated 
haulage, for example, and is gradually being adopted at ports [4]. However, 
traditionally, the plants are where this automation layer is mostly active, 
generating essential process data. Automation data include set points and 
 real-time historical autonomous decisions made by the control and optimiza-
tion systems.

People include data related directly or indirectly to humans. Human 
Resources department is often interested in collecting absenteeism, health, 
and employee performance data to be used in People Analytics reports. 
Security and Safety departments in the mining industry are very active and 
robust since the industry is massive and aggressive. Any inattention or mis-
take may cause severe damages, and discovering patterns in accident and 
incident data might save lives.

FIGURE 4.2
Main data sources in the universe of the mining industry.
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Finally, Company & IT is a source of transactional data. It stores all financial 
(contracts, invoices, receipts, insurance costs), strategic (plans and records), 
and logistic data (materials, inventory, storage). It is widespread to have this 
kind of data stored in SAP applications.

Part II: The Process of Making Data Prepared for Challenges

This section will dive into the Data Preparation steps, techniques, and most 
common issues. Figure 4.3 illustrates what is meant by data preparation. The 
main activities in the first part include filtering and cleaning; the second 
part involves integrating, generating, transforming, and reducing data. The 
main activities of other phases are also described for contextualization. The 
presented flow chart in Figure 4.3 provides a big picture of how the Data 
Preparation phase is incorporated in the data mining cycle, bridging under-
standing, and modeling processes.

It is further interesting to follow the transformation journey of the infor-
mation, from initial raw data to cleaned data, then prepared data, evolving to 
identifiable patterns, and ending as knowledge and insight.

Finally, Figure 4.3 provides a notion of time to consume across the phases. 
A big part of the effort is dedicated to the initial analysis: Data Understanding 
and Preparation sum up to 80% of total time. The preparation itself accounts 
for 50%–70% of the total dedication time.

Many tend to face this phase as a tedious and only time-consuming 
activity. However, the secret of successful analytics lies much on careful 
data preparation – from outlier identification and removal, data merging 
to feature engineering, and dimensionality reduction. A good data scien-
tist is usually curious to mine the data and creativity to propose new data 
arrangements.

FIGURE 4.3
Data preparation phase in the data mining cycle.
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Data Filtering and Selection: Can Tell What is Relevant?

In a data mining initiative, the goals of the project are usually defined at 
the beginning of the exploratory phase. After understanding the data, one 
should have a well-built notion about what kind of attributes and records 
address the defined data mining goals.

As a matter of nomenclature, here, Filtering refers to including or exclud-
ing attributes and characteristics while Selecting refers to including or not 
the records. In other words, columns are filtered, and rows are selected. 
Take the example of a database containing information on Equipment 
Physical Availability and Equipment Utilization. Each piece of equipment 
is a record corresponding to a row. Equipment Type, Date, and the calcu-
lated KPIs are all attributes in correspondence to each equipment. Now 
suppose that the database looks like Table 4.1, and the client is interested in 
predicting these KPIs for rotary drilling rigs the next month, based on the 
historical records.

The prediction is oriented toward the rotary drilling rigs only, so a data 
selection of records must be performed to include only the equipment 
types which correspond to a rotary drilling rig. By analyzing the tabu-
lated information, it might be concluded that the variable “Cost” has no 
influence or direct relation with the Physical Availability and Utilization 
KPIs. To avoid needless processing and visual pollution with insignificant 
data, it is recommended to filter this column. Table 4.2 highlights the steps 
described above.

TABLE 4.1

Sample Database

Equipment 
Name Equipment Type

Physical 
Availability Utilization

Date 
time Cost

RDR01 Rotary drilling rig 90 98 2018-01-01 100
SHO01 Shovel 95 80 2017-05-01 200
RDR02 Rotary drilling rig 0,007 0,03 2016-09-17 100
HT01 Haul truck 80 89 2018-05-11 250

TABLE 4.2

Sample Database with Selected Rows and Filtered Columns

Equipment 
Name Equipment Type

Physical 
Availability Utilization

Date 
time Cost

RDR01 Rotary drilling rig 90 98 2018-01-01 100
SHO01 Shovel 95 80 2017-05-01 200
RDR02 Rotary drilling rig 0,007 0,03 2016-09-17 100
HT01 Haul truck 80 89 2018-05-11 250
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The final database should look like Table 4.3.
The decision about the inclusion or exclusion of data must be grounded by 

precise requirements (e.g., equipment type), hypothesis (lack of connection of 
variable cost), and constraints. To include a specific attribute, be sure to regis-
ter the relevance of the quality for the data mining goals and the hypothesis 
grounded on evidence.

Companies’ strategies, systems, metrics, and processes tend to be fre-
quently modified or updated. In terms of constraints, these modifications 
may turn part of the data invalid for use. Suppose notice a difference in 
the scale of attributes for the records, for example, the KPIs of equipment 
RDR01 and RDR02. Continue supposing that the conversion between these 
scales cannot be done because, until 2016 (date for equipment RDR02), the 
calculation of Physical Availability and Utilization was based on a vari-
able that does not exist any longer, and as a result, the interpretation of 
these KPIs changes. This is an incompatibility constraint, and one of the 
most recommended solutions is to remove all records with Date Time attri-
bute equal to 2016 or earlier. Another common constraint issue involves 
attributes including sensitive personal information (SPI) and personal 
information (PI), such as name, address, register number, and credit card 
information. These attributes are often filtered to comply with ethical prin-
ciples and data protection regulations.

Data Cleaning: Bad Data to Useful Data

With only the necessary filtered and selected data in hands, now it is time to 
address inconsistencies and issues that the data might reflect. Bad data are a 
commonly used term to indicate data that need to be treated. Some examples 
of bad data are duplicates, missing, zero or particular values, outliers, data 
errors, measurement error, incomplete, or outdated information.

Duplicates are records registered or included twice or more times in the 
database. The problem of maintaining duplicates in a database is giving extra 
weight (bias) to instances with multiple occurrences and generating incorrect 
results. Common contexts that create redundant data are multiple users feed-
ing the same database or segregated data collection with many separated files.

TABLE 4.3

Final Database After Filtering and Selection

Equipment 
Name Equipment Type Physical Availability Utilization Date time

RDR01 Rotary drilling rig 90 98 2018-01-01
RDR02 Rotary drilling rig 0,007 0,03 2016-09-17
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There are a series of libraries and built-in functions ready to address the 
duplication issue in Excel, Python, R, or SPSS Modeler to mention some data 
mining tools. The general idea of these functions is to search for equal values 
in selected attributes for different records. Attribute selection is customiz-
able, but mostly, the default parameter will distinct records using all attribute 
columns. The usual recommendation is to consider all columns for identify-
ing duplicates, except record numeric ID, if existent. Table 4.4 highlights data 
mining tools, most common functions, and methods to remove duplicates.

Another case for duplicates, which is even more challenging, is the dupli-
cation of meaning, such as using abbreviations, synonyms, or typos. In these 
situations, there are advanced approaches, such as using text-mining prepro-
cessing techniques (presented in a later session in this chapter).

Missing values are prevalent to be found in databases. The problem of 
missing values is that most functions and algorithms fail to execute when a 
missing value is found. Missing or blank values are often shown as null or 
NA characters, but they can also appear as zeroes or individual values. By 
the way, zero is a very tricky value because sometimes it represents valid 
registers, while at other times, it reflects the lack of data. Suppose a database 
containing mining plant processes data and one of the attributes being the 
duration of each cycle. On one hand, zero units of duration is an expected 
value when the process is interrupted; on the other side, if the plant is oper-
ating normally and the registration for cycle time is zero, it might reflect 
an error in sensors or any runtime issue in some system. Particular values 
might also represent these kinds of errors. For example, in databases, it is 
not uncommon to find −99, −999, or −999 as a code to represent a missing 
value. −99 represents the smallest number that could be written using three 
characters and, for historical, customary (and somehow irresponsible) rea-
sons became a popular, yet unobvious way to represent missing values. To 
mention another case for special character misleading, excel interprets 0 in 
date-type attributes as 01/0/1900 or “January 0, 1900.”

If the number of missing elements is small, one can remove entire rows 
or columns with these undesired values. However, removing too many 
rows/columns might negatively impact the data mining results. Alternative 

TABLE 4.4

Most Common Functions and Methods to Remove Duplicates in Data Mining Tools

Data Mining Tool Duplicates Prevention Method

Microsoft Office Excel Data > Remove duplicates
Python Pandas package. duplicated () method (to identify duplicates)

Pandas package. drop _ duplicates () method (to drop redundant 
records)

R Built-in functions duplicated () (to identify duplicates), unique () 
(to keep unique records)

IBM SPSS Modeler Distinct node
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correction methods include filling in the missing elements with a randomly 
selected value from another record or estimated value. Most popular esti-
mated values are mean, median, or mode of the data set (depending on the 
structure of your data). Nevertheless, the techniques mentioned above are 
elementary, incapable of representing all nuances of a complex data set.

More robust methods available for filling in missing data are predictive 
imputation, that is to say, creating a predictive model for the missing attri-
bute based on the available values and predicting the missing data; multiple 
imputation, which consists of creating multiple acceptable imputations and 
combining them into a single result; hot-deck imputation, a cauterization 
method to assign the mean, median, or mode of the cluster to missing val-
ues; k-nearest imputation, using the k-nearest algorithm to find the k-nearest 
neighbors of a record with missing data and assigning the mean, median, or 
mode of the k-nearest value to the missing field.

Data errors, measurement error, incomplete, or outdated information are 
issues that can be detected through a careful exploratory data analysis. 
Understanding the data is crucial in capturing these kinds of errors. For 
example, if a PIMS database is being prepared for data mining, where one 
of the attributes indicates the measurement of volume in a tank, one infor-
mation that should be collected is the nominal capacity of the tank. With 
that piece of information, it is possible to establish an acceptable range of 
expected value. Any negative measurements or values that go beyond the 
range are data errors. Exaggerated or minimum values could represent a unit 
of measurement inconsistency, and an assessment for conversion should be 
conducted. In conclusion, for these kinds of problems in data, a logical analy-
sis might be able to find a pattern and allow for the replacement of data, if 
unviable, the records/attributes with inconsistencies should be removed.

The process of format standardization is a new resource to identify errors 
or incomplete data (as well as to manage duplicates). Standardize, in other 
words, is to set a specific content format to attributes. For example, suppose 
we must register the cause of failure in a particular type of component, let 
us say a tire. One technician can register a record describing the tire size as 
“40.00R57,” and on the next day, another technician inputs the same tire fail-
ure record to the system using the size as “40.00 R57.” Any human can under-
stand that with or without the space character, the meaning of the size is the 
same. However, this additional space character between the last 0 and R is 
enough to prevent the deduplication from working correctly. A solution for 
this specific case could be using methods to remove all space characters in 
the data. However, it is not straightforward, and for those fewer simple cases, 
standardization helps a lot. For the size of the tire, supposing the terminol-
ogy is the same for all suppliers and kinds of tires, a standard format could 
be created of eight characters where the sixth character is necessarily an “R.” 
Any values different from that would be marked as an error.

Outliers are data observations that stand out in the data set because they 
are very different from most of the data values.
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This kind of values often skews the distribution of the data set, provokes 
asymmetries in the distribution, and might impact statistic measurements 
like mean or standard deviation, as well as lead to inaccurate interpreta-
tions and conclusions about data attributes and unsatisfactory data mining 
results. It is significant to make a differentiation between the two types of 
outliers: true values and errors. The generation of outlier errors can come 
from erroneous data input or registration, measurement errors, or storage/
reading corruption of data.

True outliers are extreme yet real values caused by rare phenomena or inad-
equate sampling. By rare phenomena, an example could be climate conditions.

Nature is something humans can (mostly) predict but rarely control. 
Suppose that there is an annual data collection where deficient productiv-
ity records are found, even lower than the ever-experienced inferior limit of 
the range. A more in-depth investigation could find out that the values are 
not wrong accusations but rather a significant and violent typhoon caused 
all the operations to be interrupted for an entire week, and the production 
levels were indeed deficient for the period. Inadequate sampling refers to 
mixing observations from different focuses of studies. For example, if we 
pick payload data in mining cycles for a specific fleet, the payload should be 
a value somewhere between the nominal capacity of the equipment (n) and
an inferior limit of the range, let us say (n − 100). During the data exploration,
a case of full payload equal to n + 100 is identified as an outlier. It might be 
concluded that the value is not an error nor a simple actual extreme value 
since the equipment could not resist to this payload. Instead, the findings 
indicate that the observation corresponds to equipment belonging to another 
fleet with a nominal capacity equal to 2n, thus the observation is a valid one, 
it just does not belong to the specific sampling that we want to analyze.

A widespread mistake is to identify and immediately remove all types 
of outliers. However, there are essential nuances lost once these records are 
eliminated without previous analysis. Concerning true outliers, let us imag-
ine the typhoon case and two different data mining situations. The first ini-
tiative will use the data to predict the estimated gross production of the next 
year, as the typhoon is a rare condition and there is no reason to believe 
the event will happen again; the outlier records should be removed from 
the data set. The second data mining initiative will make a long-term pre-
diction for maintenance expenditures in the company to assess the viability 
of a long-term fixed contract. The typhoon occasioned much damage, and 
a significant amount of money had to be invested in the reconstruction of 
the site. Even if the typhoon is an infrequent event happening every ten 
years, as it is a long-term prediction, it might be of interest to the company to 
include the typhoon-related observations in the estimation. Now regarding 
erroneous outliers, they might as well be beneficial, specifically, for anomaly 
detection, for example, in sensors. An extreme sensor value might reflect that 
this equipment is broken in need of maintenance or that its communication 
needs to be restored.
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The identification of outliers is not a predefined rule as it depends on the 
data set structure and particularities. However, some statistical methods will 
help to complete the job. There are plenty of techniques, and some data sci-
entists might have their blended technique for identifying outliers. Two con-
ventional approaches will be presented here, namely, the standard deviation 
and the interquartile range (IQR) methods. Other techniques to have a look 
at are Z-score, the robust modified Z-Score, and clustering approaches such 
as Hautamäki’s Outlier Removal Clustering [5].

Standard deviation (SD) is a statistical method to measure data dispersion, 
or in other words, how the data are stretched. If our data set corresponds to 
a normal (or Gaussian) distribution, the SD method for outlier identification 
can be applied. According to Narasimhan, that is because, considering the 
mean μ, where the peak of the density occurs, and the σ (standard deviation), 
which specifies the spread or girth of the bell curve, all standard density 
diagrams satisfy the following properties which is often referred to as the 
Empirical Rule (a rule based on observations and/or experiments) [6]:

• 68% of the reflections fall within 1 SD of the mean, i.e., between μ − σ
and μ + σ.

• 95% of the reflections fall within 2 SD of the mean, i.e., between μ −2
σ and μ + 2 σ.

• 99.7% of the reflections fall within 3 SD of the mean, i.e., between μ −3
σ and μ + 3 σ.

For a normal distribution, almost all values lie within three standard devia-
tions of the mean, and that is why normally, the observations not belonging to 
the three standard deviations range will be identified as an outlier. Using three 
standard deviations is the default outlier cutoff, but this parameter can be cus-
tomizable. When working with small data sets, the value of two standard devi-
ations could be tested, and on the other hand, when dealing with massive data 
sets, it might be recommendable to examine four standard deviations.

Figure 4.4 helps to illustrate the concepts. The mean μ for this normal dis-
tribution is 10.10, and the standard deviation σ is 3.13. All values between 
0.70 and 19.50 are part of the 99.7% of the distribution if the parameters are 
3σ. Smaller or larger values that drop outside the three standard deviations 
range represent the tails’ extreme values and would be interpreted as outliers.

Not all distributions, however, are Gaussian-like distributions. For those 
cases, the IQR is an alternative. Interquartile is also a statistical measure of 
dispersion, and it corresponds to the difference between the first and the 
third quartiles, for example, between the twenty-fifth and seventy-fifth per-
centiles. The IQR is the middle 50% records of the data set. Box plot visualiza-
tion, for example, is built upon the interquartile measure.

Outlier identification using the IQR is conducted by finding inferior 
and superior limits corresponding to the values below the first quar-
tile and above the third quartile by the factor k. The general case of IQR 
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applied to outlier detection will consider outlier values outside the range: 
Q k1 − −   ( )Q Q3    1 , Q k3 + −  3( )Q Q    1 , where Q1 is the first quartile, Q3 is
the third quartile, and k is the factor.

A default k value is 1.5, based on the research of John Tukey, known as Tukey’s 
Fences. According to Tukey, any values falling outside the “Inner Fences” 
(where k = 1.5) are outliers, and any value falling outside the “Outer Fences” 
(where k = 3.0) is an extreme outlier. Tukey’s values for k were also based on 
experiments. The Inner Tukey Fences, for example, is equivalent to 2.7 SDs, 
with approximately 99.65% of the values falling within the Inner Fences range.

A summary of conditions and proposed solutions for data cleaning is 
shown below in Table 4.5.

FIGURE 4.4
Normal distribution example.

TABLE 4.5

Possible Solutions for Data Cleaning

Data Problem Possible Solutions

Duplicates Distinct duplicate records checking all or selected attribute 
columns; text preprocessing (for duplication of the meaning)

Missing/zero and special  
values

Remove rows or columns; fill in fields with a random or with an 
estimated value (imputation techniques)

Measurement errors
Incomplete information/
outdated information

Removal of rows or columns; conversion assessment; 
replacement with a logical or estimated value

Outliers Careful analysis of the source and impact of the observation; 
removal using statistical methods
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Data Integration: Finding a Key is Key

In most data mining projects, the data sources related to the main question 
are multiple. That is to say, the final data set that will be used for modeling 
and analysis is an integration of various kinds of information. For example, 
studying the influence of fuel composition and consumption and equipment 
performance would require access to at least productivity, fuel supply, and 
consumption data. If the data sets contain a common unique identifier in the 
same granularity, such as an equipment number per hour, it is possible to 
relate the different data sources. If the data sets do not contain an identifier 
field, it is necessary to assess the viability of creating this identifier, based on 
other available attributes.

Two types of data integration can be performed; to mark the differentia-
tion here, distinct names will be designated to each of them: merging and 
appending. Note that these terms are not a consensus in the literature; there 
might be other names to refer to one, another, or both.

The main characteristic of a merging process is that records (rows) have a 
key and similarity, but attributes (columns) are different. The addition is hor-
izontal, in the number of characteristics or qualities. An appending process, 
on the other hand, has similar attributes (columns) but different records. 
The addition is vertical, in the number of rows and data points. An example 
using Tables 4.6–4.8 will visually clarify merging and appending processes. 
Table 4.6 shows the productivity of one type of equipment per date and shift.

Table 4.7 illustrates equipment names, the weekly amount of fuel supply, 
and encoded the type of fuel.

Comparing Tables 4.6 and 4.7, it is possible to notice that the records (rows) 
have a similarity and a key can be identified, even if the name of the column 
is not the same, the information contained in the column “Equipment ID” 
from Table 4.6 is the same contained in the column “Equipment Name” from 

TABLE 4.6

Productivity of One Type of Equipment per Date and Shift

Equipment ID Productivity (Daily per Shift) Operator Date Shift

HT05 3,000 4,210 2018-07-01 Night
HT02 4,100 4,315 2018-07-01 Night
HT01 2,650 4,166 2018-07-01 Night

TABLE 4.7

Equipment Names, Weekly Amount of Fuel Supply, and Encoding Type of Fuel

Equipment Name Fuel Supply (weekly) Type of Fuel

HT02 530,000 10
HT05 750,000 10
HT01 657,000 10
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Table 4.7. The attributes, however, are different. The first table contains data 
on daily productivity, while the secondary data present a weekly fuel report. 
Thus, integrating these data sets represents a merging process.

Having a look at Table 4.8, the resemblance to Table 4.6 is immediately rec-
ognizable. The records are not the same; equipment numbers are different as 
well as the dates. However, the attributes match perfectly. Integrating these 
two data sets means appending rows from Table 4.8 to 4.6.

The expected result from merging is shown in Table 4.9.
Notice that the granularity of productivity and fuel supply is different; 

one information is collected everyday while the other, weekly. To tackle this 
challenge, some transformations can be performed, such as aggregation, i.e., 
summarization of information from multiple records. Imagine the possibil-
ity of computing a field that sums up all the daily values to compose the 
weekly productivity to be comparable with the weekly supply. Aggregation 
techniques will be presented in a further section. The expected result from 
appending is shown in Table 4.10.

Table 4.11 highlights data mining tools, the most common functions, and 
methods to merge different data sets:

TABLE 4.8

New Data to Append

Equipment ID Productivity (Daily per Shift) Operator Date Shift

MorningHT06 4,500 4,457 2018-06-01
HT04 3,240 4,629 2018-06-01 Morning
HT03 4,013 2018-06-01 Morning2,950

TABLE 4.9

Expected Result from Merging Data

Equipment Productivity Fuel Supply Type of 
ID (Daily per Shift) Operator Date Shift (Weekly) Fuel

HT05 3,000 4,210 2018-07-01 Night 750,000 10
HT02 4,100 4,315 2018-07-01 Night 530,000 10
HT01 2,650 4,166 2018-07-01 Night 657,000 10

TABLE 4.10

Expected Result from Appending Data

Equipment ID Productivity (Daily per Shift) Operator Date Shift

HT05 3,000 4,210 2018-07-01 Night
HT02 4,100 4,315 2018-07-01 Night
HT01 2,650 4,166 2018-07-01 Night
HT06 4,500 4,457 2018-06-01 Morning
HT04 3,240 4,629 2018-06-01 Morning
HT03 2,950 4,013 2018-06-01 Morning
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Data Generation and Feature Engineering: 
Room for the New

Frequently, there will be the need to go through a Data Generation process, 
which is a branch of Data Transformation. Generating or constructing new 
data refers to the process of deriving new attributes or records. The genera-
tion of records is less frequent than the generation of attributes; still, it can 
be beneficial in some cases, like oversampling. Some examples of attribute 
generation are KPIs and other measures derived from originally collected 
fields. Some examples of created columns might be speed (distance/time), 
productivity (amount of work/time), and performance/cost (productivity/
acquisition cost). Sometimes, variables alone are not enough to understand 
and recommend a solution to a problem, but if they combine two or more 
variables, a pattern can be observed more clearly.

Features are essential for predictive models because they explain the depen-
dent variable and will significantly reflect the performance of the model. 
Having these features in good quality and quantity means significantly 
increasing the chance for good results. However, note that adding irrelevant 
features to the analysis will not contribute to improving the results.

Feature Engineering is a term frequently used when talking about data 
generation and transformation for machine learning. In other words, it 
is the procedure of producing, constructing, and transforming critical 
attributes.

A few tips about how to go through a meaningful feature engineering pro-
cess include studying the data and the means to reflect expertise about the 
topic/industry in the features; combining scarce groups within the records; 
as mentioned in Filtering and Selection section, removing unused attributes, 
in order not to add noise or outdated information to the model; including 
interaction features and adding flag variables.

As an example, consider Table 4.12, where we have productivity, operator, 
and date. A simple feature of engineering would be to aggregate productiv-
ity per operator until the maximum date is observed.

TABLE 4.11

Data Mining Tools, Most Common Functions, and Methods to Merge Different Data 
Sets

Data Mining Tool Merge and Append Data Set Methods

Python Pandas package. merge () method (to merge two data sets based on a 
common key)

Pandas package. append () method
R Built-in function merge () (to merge two data sets based on a common key)

Built-in functions c () (concatenate) or append () 
Dplyr package Mutating and Filtered Join set of functions

IBM SPSS Modeler Merge node and Append node
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Moreover, the result of the aggregation can be used to extract mean, sum, 
standard deviation, and other statistical measures. Table 4.13 used mean, 
standard deviation, minimum, and maximum.

Other tables and features could be used to generate new ones, like using 
information about the work time of each operator and extract the most 
frequent shift of operator or last n vehicles IDs. The possibilities are very 
extensive, depending on the business problem, thus the need for creativity, 
curiosity, time, and guided effort.

Data Transformation

Data transformation is composed of Data Generation (already detailed in the 
previous session) and other transforming data methods that do not necessar-
ily generate new fields or records; instead, they change the scale of the data. 
That is why Data Transformation can be divided into Feature Engineering 
or Data Generation and Feature Scaling. Primary scaling methods include 
Normalization, Standardization, and others, such as Fourier Transform, Log 
Transform, Min-Max transform, and Encoders.

Normalization is a way to treat a sample as a vector of features and then 
divide each feature by the Euclidean norm of the vector so that the vector 

TABLE 4.12

Sample Table for Feature Engineering

Productivity  
(Daily per Shift) Operator Date

3,000 4,210 2018-07-01
4,100 4,210 2018-08-01
2,650 4,210 2018-09-01
4,500 4,457 2018-07-01
3,240 4,457 2018-08-01
2,950 4,457 2018-09-01

TABLE 4.13

Sample Data with Mean, Standard Deviation, Maximum, and Minimum

Productivity Arithmetic Standard 
(Daily per Shift) Operator Date Mean Deviation Maximum Minimum

3,000 4,210 01/07/2018 3,250.00 617.79 4,100.00 2,650.00
4,100 4,210 01/08/2018 3,250.00 617.79 4,100.00 2,650.00
2,650 4,210 01/09/2018 3,250.00 617.79 4,100.00 2,650.00
4,500 4,457 01/07/2018 3,563.33 672.82 4,500.00 2,950.00
3,240 4,457 01/08/2018 3,563.33 672.82 4,500.00 2,950.00
2,950 4,457 01/09/2018 3,563.33 672.82 4,500.00 2,950.00
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will have unit norm. Min-Max, also known as the min-max normalization 
method as it is the most popular normalization technique, refers to rescal-
ing an attribute range to fitting a new range of [0,1] or [−1,1]. It is useful for 
a couple of reasons, like making the modeling process less sensitive to the 
range (scale) of attributes or avoiding a considerable variance of the features.

Standardization is often confused with normalization; they might have the 
same goal to make an entire set of records share the same property, but the 
implementation is slightly different. This method rescales an attribute such that 
its μ = 0 and σ = 1. It is necessary for various machine learning methods to have 
optimized results and to compare the features which are on different scales.

Aggregation can also be used as data transformation, and it refers to the 
summarization of records. Some traditional measures are sum, mean, maxi-
mum, minimum, median, variance, and record count. Some types of aggre-
gation can also be performed by making use of unsupervised learning, i.e., 
clusterization. The utility of aggregation lies in the fact that summarizing 
data speeds up the training and learning processes and requires less compu-
tational power. However, it is important to warn about aggregation cons as 
well, such as loss of distribution information.

Encoders are a set of tools to map information, such as encode labels into 
numbers, and it is very important as many machine learning algorithms 
work only with numeric data.

An example of data transformation is shown in Table 14.14, where the data 
set has a column with nonnumeric data and a correspondent column with 
this information encoded into numbers.

Table 4.15 shows some feature scaling and encoder techniques that can 
help to achieve better results in a data mining project [7].

Data Reduction: Dimensionality Reduction

Dimensionality in machine learning and data-related fields refers to a data 
set number of attributes, or in other words, how many columns are being 
considered as explainable variables and added to the modeling step. It is 
essential to find the best low-dimensional representation of the data and 
avoid making models unnecessarily complicated, prevent overfitting, and 

TABLE 4.14

Sample Data with Nonnumeric Data and Its Encoded Form

Productivity 
Equipment ID (Daily per Shift) Operator Date Shift Shift Encoded

HT05 3,000 4,210 01/07/2018 Night 1
HT02 4,100 4,315 01/07/2018 Night 1
HT01 2,650 4,166 01/07/2018 Night  1
HT01 4,000 4,200 02/07/2018 Day 0
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the inclusion of redundant variables. There are two main approaches for 
optimizing dimensionality: feature selection and feature extraction.

Feature extraction refers to simplifying multidimensional data, maintain-
ing fewer selected dimensions, and at the same time, a meaningful represen-
tation. The final reduced representation should have a dimensionality that 
corresponds to the essential dimensionality of the data, which is the mini-
mum number of parameters needed to maintain the observed properties of 
the original data set. The most popular methods are principal component 
analysis, single-value decomposition, and Kernel PCA.

Feature selection methods find a smaller subset of a many-dimensional 
data set to create a data model. The primary strategies for feature selection 
filter techniques (using mainly statistical measures like Pearson correlation), 
wrapper techniques (using a predictive model), and embedded techniques 
(which perform feature selection while building a model, mainly represented 
by regularization methods). Since feature extraction techniques change the 
original feature representation of the data and, consequently, result in more 
limited interpretability, feature selection tends to be an interesting alternative.

Part III: Further Considerations on Making Sense of Data

Unfocused Analytics (A Big Data Analysis) vs. Focused Analytics 
(Beginning with a Hypothesis)

How can the data be described in terms of Volume, Variety, Velocity, and 
Veracity? An in-depth exploration can be done through big data when it is 
still not clear what the hypothesis is that wanted to test or if there is no explicit 

TABLE 4.15

Common Feature Scaling, Encoder Techniques, and Recommended Use

Feature Scaling Technique Recommended Use

Normalization The scaling vector to its unit form is useful whenever a 
distance-based algorithm is used. Also, when the data set has 
sparse features (many zeros), this scaling method can be useful.

Standardization Useful to deal with a multivariate analysis that has different 
scales. Also, artificial neural networks better converge when the 
data are in the standard scale form.

Fourier transform Useful to deal with high-dimensional time-series data. 

Log transform Useful when the data set has skewed features.

Min-Max Useful to achieve better convergence of optimization algorithms. 
Gradient descent algorithm is highly sensitive; scaling the data 
to a specific range can help to speed up.

Encoders Can be used to map a set of values to another, especially the case 
of string data; an encoder can be used to map string values to 
numeric values
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knowledge about the data and therefore does not know where to start from 
or what kind of data could be discarded. Working with big and complex data 
sets is now possible and viable due to advances in computing. From a large 
amount of data, it is possible to uncover hidden patterns, extract correlations, 
and deliver many other insights to orient the conduction of the studies.

Usually, programming languages and traditional data mining software 
are not prepared for dealing and processing big, huge, and gigantic data 
sets. Also, transferring and extracting these huge data sets can be very dif-
ficult and time-consuming. In the mining industry, historians and other 
types of data are collected in a very high frequency, generating terabytes of 
data. Some tools and frameworks worth mentioning for this kind of issue are 
Apache Spark and Hadoop. Both are idealized to deal with elastic scalability, 
and all the data exploration and preparation steps can be conducted directly 
in the data storage. Usually, there is a Data Engineer, responsible for the 
architecture and environment, who will work together with data scientists 
and data analysts to develop a big data project. Data engineers tend to focus 
on software engineering, database design, production code, and ensure that 
data are generally flowing from the source, from where they are collected, to 
the destination, where they are processed by data scientists.

However, when there is an initial hypothesis to attack the problem or if the 
partner business team can help to provide some of the hypothesis they want 
to validate, the work will have a focused analysis. Knowing the question, 
having the answer is the best strategy for effective analytics. It is essential to 
collect the questions and the answers that are wanted to be found. The qual-
ity of the questions will be crucial to the quality of the insight that takes as 
a result.

Many data transformations can occur to promote the tests of the established 
hypothesis. The critical point is to investigate and to verify if a statement 
about the data can be checked with the available information. Moreover, if 
not, how can one work on to reach this goal by applying techniques to aug-
ment the knowledge about the data, like using a different scale for a numeric 
field, or generate new variables using the current ones.

The big step in this phase is to maintain a goal in mind and analyze which 
kind of data is needed to validate some hypotheses; this can be done in many 
ways, for example, looking for a correlation between numerical data.

Time and Date Data Types Treatment

Time and date information are two standard terms in the real world, and 
they are important to operations because of factors such as sequence, plan-
ning, scheduling, ordering, and elements that contribute both to analyze his-
torical behaviors as well as identify patterns that can be predicted.
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Another name to date and time variables is “Date Time”; this type is often 
stored as strings, and therefore, the following information about it may not 
be present, and it could not be possible to retrieve sorted date by example. 
Many high-level programming languages offer proper types to store time 
and data, which do preserve the temporal elements and have functions to do 
some mathematical and another kind of operations with date and time.

Computer systems also have a configuration of date and time format that 
vary accordingly to time zones. This can impact the analysis, leading to prob-
lems and errors, and cause some mistakes in the interpretation of the infor-
mation. Consider as an example a system that uses the following data format: 
“MM-DD-YYYY,” like “02–09–1992” (February 9th, 1992), if no information 
about the data format was provided, this could be wrongly interpreted as 
“DD-MM-YYYY,” and inserted as “02–09–1992” (September 2nd, 1992), while 
the correct date would be “09-02-1992” (February 9th, 1992).

Ensuring that the format of Date Time variable is correct is an important 
step, and dealing with Date Time fields requires transformations to enable 
the use of these variables with its temporal elements. A set of steps can be 
used to identify the process needed to obtain data that fulfill the data min-
ing goals, also avoiding some known problems. These steps are related to 
technical and nontechnical situations, like applying a function to properly 
format the data or gathering data from different time zones, respectively. 
Consider Table 4.16 as an example of a data set with Date Time variables. 
Using a Date Time variable turns more practical to execute aggregation in the 
data by grouping a fixed time interval, like a group of one day.

Results after the aggregation are shown in Table 4.17; note the average value 
of each sensor by each equipment throughout the day:

Date Time variables also have a significant influence when working with 
time series analysis. Whenever a time series problem comes up, it is associ-
ated with periodicity or time, and it is possible to work with the temporal 

TABLE 4.16

Data set with Date time Variables

Equipment Name Equipment Type Sensor Value Date time

HT01 Haul truck A 0.51 2018-01-01 04:05:34
HT02 Haul truck A 4.17 2018-01-01 04:05:34
HT01 Haul truck A 8.85 2018-01-01 06:05:34
HT02 Haul truck A 7.34 2018-01-01 06:05:34
HT02 Haul truck B 4.03 2018-01-01 06:05:34
HT02 Haul truck A 6.77 2018-01-02 00:00:00
HT01 Haul truck B 1.28 2018-01-02 00:00:00
HT01 Haul truck B 2.26 2018-01-02 04:05:34
HT02 Haul truck A 7.20 2018-01-02 06:05:34
HT01 Haul truck B 6.91 2018-01-02 16:00:00
HT01 Haul truck A 3.52 2018-01-02 16:05:34
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distribution to model the data to represent a time series, like in Table 4.18, 
where there is a sensor value for each day for each equipment.

There is the possibility to plot this .data and to visualize how the observation 
values vary throughout time, like in Figure 4.5

TABLE 4.17

Results After Aggregation

Equipment Name Sensor Date time Date Average Value

HT01 A 2018-01-01 4.68
HT01 A 2018-01-02 3.52
HT01 B 2018-01-02 3.48
HT02 A 2018-01-01 5.78
HT02 B 2018-01-01 4.03
HT02 A 2018-01-02 6.99

TABLE 4.18

Data Represented as a Time Series

Equipment Name Value Date time

HT01 10 2017/01/01
HT01 10 2017/01/02
HT01 5 2017/01/05
HT01 4 2017/01/06
HT01 9 2017/01/07
HT01 7 2017/01/08
HT01 6 2017/01/09
HT01 7 2017/01/10
HT01 6 2017/01/11
HT01 10 2

FIGURE 4.5
Time series plot of values for equipment. 
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It is also common to transform the data into windows, transposing the 
temporal information to create different analyses, as shown in Table 4.19. 
Thus, the various points in time are used as inputs, i.e., explanatory vari-
ables, for the model.

Dealing with Unstructured Data: Image and Text Approaches

Not all kinds of data are gathered in a structured form, that is, information 
with a defined data model and labels. Sometimes it is required to generate a 
model to the data before using the information. This can be treated as a prepro-
cessing step called feature extraction, where some data transformation is done.

Unstructured data can be described as information without a data model, 
and two of the most frequently found examples of it are text and images.

Text information, when in its raw forms, such as body email, free descrip-
tion of machine behavior, free-type maintenance/service form, and other 
types of text data, is unstructured text. It is important to note that text 
information, in some cases, can also be structured. For example, a text form 
that requires only a selection of a value from a list of options. In this case, 
there is a data model, mapping the field in a domain. Figure 4.6 illustrates 

TABLE 4.19

Transposed Data

Equipment 
Name Window

Date time
Value 1

Date time 
Value 2

Date time 
Value 3

Date time 
Value 4

Date time 
Value 5

HT01 1 10 10 5 4 9
HT01 2 7 6 7 4 10

 

FIGURE 4.6
Sample form to illustrate the structured text. 
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an example, where a form shows three fields, a, b, and c, and two of them, 
a and b, are of text type. However, there is a list of possible options from 
which to select the answer. In this case, each field can receive a single label 
from a list.

In other cases, text can be treated as a type of information that does not 
contain any data model linked to it, and consequently, no map between field 
and domain. Like in Figure 4.7, where a free-type text form is displayed so 
that the user can input text on it, regardless of a list with predefined values 
of labels. Each of these answers is called a document, and a set of documents 
is called a corpus.

To perform an analysis using unstructured text, one must conduct a 
series of preprocessing steps to obtain a proper data frame. Several meth-
ods can be used to reach this goal: an interesting and simple one is the 
bag-of-words.

In summary, bag-of-words is a data model used to extract information from 
the corpus (text) and transform it into a vector representation. This transfor-
mation is performed by counting the occurrence of each word in the text and 
creating a matrix to store the result. This matrix very often receives the name 
of the term-document matrix.

Considering three documents as follows:

 doc1  = "Datamining is cool!"

doc2 "= text mining is coolier."

doc3 "= datamining for mining isawesome."

 

 

FIGURE 4.7
Sample form to illustrate the unstructured text. 
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To proceed with the generation of a term-document matrix, one can simply 
create a dictionary from all documents, using each unique word as the key, 
and the number of occurrences of the word in the document as the value.

doc1 = {"awesome" : 0,"cool" : 1,"coolier" : 0,"data" : 0,"Data" : 1,

"for" : 0,"is" : 1,"mining" : 1,"text " : 0

doc2 = {"awesome" : 0,"cool" : 0,   "coolier" : 1,"data" : 0,"Data" : 0,

"for" : 0,"is" : 1,"mining" : 1,"text " : 1

doc3 = {"awesome" : 1,"cool" : 0,"coolier" : 0,"data" : 1,"Data" : 0,

"for" : 1,"is" : 1,"mining" : 2,"text " : 0

The following step consists of translating the dictionary into a vector form:

doc1 0= [ ],  1,  0,  0,  1,  0,  1,  1,  0

doc2 0= [ ],  0,  1,  0,  0,  0,  1,  1,  1

doc3 1= [ ],  0,  0,  1,  0,  1,  1,  2,  0

And, finally, transforming these vectors into a matrix:

TD = 0,  1,  0,  0,  1,  0,  1,  1,  0 ,] [  0,  0,  1,  0,  0,  0,  1,  1,  1 , ]
1,  0,  0,  1,  0,  1,  1,  2,  0   ]

Now, the term-document matrix can be used as an input to an advanced 
technique, such as a classifier.

Other preprocessing steps can be conducted to improve the results of text-
mining tasks. In the previous example, words like “Data” and “data” have the 
same meaning, but one is written with a capital letter. Data transformations 
in the text before the generation of the term-document matrix can include 
lowercasing all the words, removing punctuation, removing numbers from 
the text and stripping accents, stemming, or lemmatization.

Another kind of feature extraction in a raw text is the annotations. An 
example of an annotation is the part-of-speech tagging (POS tagging, POST). 
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This technique extracts a word from the text and classifies it grammatically, 
according to the context of the speech. This can be useful to reduce ambigu-
ity and also to contribute to context information about the data. To illustrate 
this case, consider the example below:

 =doc1 "Datamining is cool!"

 { }=doc1 "Data" : " noun,""mining" : " noun,"" is" : " verb, "" cool" : "adjective"

It is important to notice that these are just a few of the most popular resources 
when it comes to data preparation for text mining, hundreds of other tech-
niques exist and can be combined, and the application will depend on the 
data mining goals to be achieved [8].

The second type of unstructured data addressed in this chapter is the 
images. Although an image may present a structure and have meaning, such 
as in Figure 4.8, this meaning is not stored within the image and therefore is 
not part of the data.

We can see Figure 4.8, retrieve some information about its context, and 
decide to recognize a drawing of a haul truck. However, a machine grounds 
image recognition mainly on the structure of the image. That is why it is 
so common that a machine frequently confuses and misinterprets images. 
A classical and hilarious case involves machines being fooled with pictures 
from Chihuahuas and muffins [9]. What is evident to a human is not always 
so visible to a machine.

Some common extensions of images like .jpg and .png are treated as matri-
ces of numbers. A .jpg image with size ×M N  and RGB channel color is a 
matrix of dimensions × ×M N    3, where M denotes its height, N  its width for 
each channel, an image of .png extension has one more channel, alfa, and a 
.jpg image in grayscale has only one channel. Each element ai j k,  ,   of the matrix 
is a pixel, and it is the most granular information of an image [10].

FIGURE 4.8
Sample image, a type of unstructured data. 
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The value of pixel represents the intensity of the respective channel in a 
point of the image, and depending on the analysis, each image can be an ele-
ment of data set, or each pixel of the image, as well as each region can also be 
an element composing a data set.

When dealing with image data, the pixel information is used as input, and 
some preprocessing might be necessary before using the data, such as apply-
ing digital filters and operators to the images. Using filters and operators is a 
way to extract information from images such as edges of the elements, level 
of shadow, brightness, and contrast. In Table 4.20, there are some of the rec-
ommended methods to deal with unstructured data.

Summary

In this chapter, we started analyzing methodologies for conducting Analytics 
and Data Mining projects and concluded that Data Preparation is a single 
step in all frameworks. In sequence, Data Preparation was contextualized in 
the Data Mining cycle, bridging Data Understanding, and Modeling phases. 
The importance of data analysis in the mining industry was grounded by 
real-life examples of how much data the industry generates in a short period. 
Decision-makers in the mining industry need to have visibility of all possible 
data sources they can collect data from. This chapter highlighted some of 
the most common sources and types of data. From machines to people, the 
mines of today are highly connected, and a massive opportunity for perfor-
mance improvement arises from this advent.

Data Democratization is a tendency for the next decades, consisting of 
enabling nonspecialists to collect and analyze data without the need for help. 
The phenomenon considers both the viability of access to data as well as the 
development of a culture of using data. Data-related activities once focused 
on IT teams are becoming increasingly decentralized to HR, Finance, Supply, 
Security, and other areas. A Data Democratization project aims to provide 
business areas with affordable, autonomous, and efficient decision-making, 
increasing the potential of delivery in all areas.

TABLE 4.20

Common Methods to Deal with Unstructured Data

Unstructured Data 
Data Mining Tool Type Recommended Open-source Methods

Python Images Sk image. feature module OpenCV (Open source 
computer vision package)

R Images Magic package
Python Text Sk learns. Feature _ extraction module
R Text TM package
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Data analysis might seem a very technical activity at first glance, but with 
little guidance, every analyst and decision-maker can become a “data literate” 
and start mining data sets. Precisely, this chapter intends to play this role of 
guidance. However, it is important to say that the chapter does not explore all 
the possibilities of data preparation; instead, the main goal is to generate an 
initial interest in exploring data; for those readers who are interested in exca-
vating their information and knowledge from a universe of material, articles, 
and references that are yet to be explored in this (data) mining journey.
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Statistical Approaches

Statistical approaches are generally analysis methods where the general aim 
is to find a small number of data properties, such as average and variance of 
data, that represent different properties of the data. The selection of a statisti-
cal model is not an easy and straightforward choice. The thought of all data 
sets as providing a suitable methodology is incorrect. Could the modeling 
tool answer a particular question? The choice of statistical method can be 
calculated by the relations between the dependent parameters and the expla-
nations. It can be useful to analyze these interactions graphically. Such mod-
els can often be spherical, polynomial, or nonlinear and can be more fitting 
than linear models. The selection of a statistical model can also be strictly 
linked to the precise business issue. The problem then, in many cases, is how 
many variables should be introduced into the process after selecting the cor-
rect modeling method. A more significant number of variables is perhaps an 
excellent method for adapting the model to the data. A methodology that dis-
proportionately provides the data often shows the method used and less pre-
cise interpretations of the whole population. Technical quality analysis is the 
use of some standard indices, including the Bayesian Information Criterion 
(BIC, SBC) or Akaike's Information Criterion (AIC), as a stabilization between 
fair data enforcement and a small numbers of variables. The technique with 
the lowest index has the best value in the collection when associating all 
parametric techniques together.

Statistical Approaches Selection

The selection of an appropriate approach uses a statistical model and is the 
most important phase in an analytics project. Table 5.1 can be useful in choos-
ing a practical and accurate statistical model in different situations.

In the following, a couple of useful statistical approaches will be intro-
duced. These methods are widely used in mining literature in connection 
with data analysis.
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Analysis of Variance

Analysis of Variance (ANOVA) is a parametric statistical technique used to 
compare the datasets. This technique was invented by R.A. Fisher, hence it 
is also referred as Fisher’s ANOVA. It is used to test discrepancies in a sam-
ple between two or more classes. ANOVA offers a statistical test in its pur-
est form to decide whether population means are equal in multiple groups. 
In contrast, all groups consist of a random sample of a single population. 
ANOVA is appropriate for comparing (testing) the statistical significance 
between three or more groups [3]. The most common technique used for 
comparison of means is, by far, this technique. To employ ANOVA, the first 
sum of squares or between-groups variance is calculated as [4]

2
SSbetween = ∑ n Xj j( )− X (5.1)

where X j is jth group mean, X  denotes overall mean, and nj is the sample size 
per group. Then, from the groups, the degree of freedom, is calculated using

df mbetween = − 1 (5.2)

Moreover, using equations (5.1) and (5.2), the mean of the square between 
them is:

SS
MSbetween = between (5.3)

dfbetween

Now, within-group variances are calculated as follows:

SSwithin = ∑( )X Xi j−
2

(5.4)

where X j represents a group mean and Xi denotes an individual observation. 
For n independent observations and m groups,

 dfwithin = −n m (5.5)

Then the mean square within is calculated as

SS
MSwithin = within (5.6)

dfwithin

The F-test is eventually used to compare the total difference factor

MS
F = between (5.7)

MSwithin
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The expected value of F is 1 for no difference between the means of the 
groups. As the value of F increases above 1, the evidence is increasingly 
inconsistent with the null hypothesis.

ANOVA was utilized in different kinds of studies to address mining engi-
neering problems. For example, for the assessment of mine roof falls [6], 
evaluation of the volume of dust exposures during mining activities [7], and 
optimizing the compressive strength of regulated, low-filter materials [8].

The ANOVA expansion will proceed as a consequence of other useful sta-
tistical methods, such as analysis of covariance (ANCOVA) and multivariate 
variance analysis (MANOVA) [4].

Study of the Correlation

Correlation is a bivariate technique used to analyze the strength of the rela-
tionship between two continuous variables, calculated numerically, and 
the direction of the relationship. This analysis is useful when a researcher 
wants to establish if there are possible connections between variables [9]. The 
variables are stated to be connected when the movement of another variable 
accompanies the change of one variable.

Commonly, correlation analysis is utilized to determine if any change in 
an independent variable is due to a variation in a dependent variable. So, it 
provides a measure of the correlation between one or some dependent vari-
ables and one or some independent variables [10].

Regarding the strength of the connection, the importance of the relation-
ship coefficient fluctuates between +1 and −1. A value of ± 1 shows a perfect 
degree of dependence among the two variables. As the correlation coefficient 
value tends 0, the relationship between the two variables will be weaker. The 
coefficient indicator shows the direction of the association. The correlation 
between two variables may be positive or negative.

Generally, in statistics, four types of correlations are measured: Pearson cor-
relation [11], Kendall rank correlation [12, 13], Spearman correlation  [14–16], 
and the Point-Biserial correlation [17, 18]. The Pearson Product Moment cor-
relation, the most widely used correlation coefficient, is introduced in the 
following [19, 20]. The correlation coefficient between X and Y variables is 
calculated by the formula

 
co

co ( ) v ,( )X Y
rr X Y, =  (5.8)

σ σX Y

where σ X  and σ Y are standard deviations of X and Y variables and cov(X, Y) 
is covariance of X and Y variables, calculated through

 
∑ −( )X X ( )Y Y− 

( )  cov ,X Y =  (5.9)
n − 1
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It is important to note that there may be a nonlinear relationship between 
two continuous variables, but calculating a correlation coefficient does not 
detect this. Therefore, before computing a correlation coefficient, it is always 
necessary to carefully evaluate the data. Particularly useful are graphical dis-
plays to explore connections between variables.

Correlation Matrix

The correlation matrix demonstrates the relationship among sets of param-
eters [21, 22]. The correlation matrix of n random parameters X1,…, Xn is the 
n × n matrix whose (i, j) entry is corr(X, Y). Each random variable (Xi) in the 
matrix is correlated with each of the other values in the table (Xj). This helps 
to see which pairs of variables have the highest correlation (Table 5.2).

The matrix of correlation is symmetrical because the relationship between 
Xi and Xj is the same as the correlation between Xj and Xi. Moreover, the 
diagonal of the table is always a set of ones, because the relationship between 
a variable and itself is always 1.

Three wide explications are available on how to process a matrix of 
correlation.

• Patterns on a wide range of data.
• For further comments to be included. For example, the relationship

between a target variable and several independent variables is ana-
lyzed in order to select a subset of separate variables as the input for
further analysis and as a diagnostic for advanced analysis.

• For example, with linear regression, high correlations indicate that
linear regression results are inaccurate as a diagnostic when check-
ing specific tests.

Reliability and Survival (Weibull) Analysis

Weibull analysis (also called life data analysis) aims to predict the life of a prod-
uct. By fitting a statistical distribution to live (failure) data from a representa-
tive sample of the product population, Weibull analysis makes predictions 

TABLE 5.2

Correlation Matrix of Five Variables (Sample)

X1 X2 X3 X4 X5

X1 X1,1 X1,2 X1,3 X1,4 X1,5

X2 X2,1 X2,2 X2,3 X2,4 X2,5

X3 X3,1 X3,2 X3,3 X3,4 X3,5

X4 X4,1 X4,2 X4,3 X4,4 X4,5

X5 X5,1 X5,2 X5,3 X5,4 X5,5
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about life (failure) expectancy of the product [23]. In order to estimate the 
vital life characteristics of a product, for example, likelihood of or certain 
failure in a particular time, mean life, and failure rate, the parameterized dis-
tribution for the data set is used. To perform a Weibull analysis, the following 
steps should be considered [24]:

• collecting life (failure) data of the product;
• choose the distribution period that corresponds to the model and the

product life data;
• predict the variables which match the data distribution; and
• develop tests and plots that estimate the product's life characteristics, 

including reliability or mean life.

The Weibull system can be used in a variety of ways, including a param-
eter, two parameters, three parameters, or a Weibull mixture. The lognormal, 
exponential, and regular distributions are also commonly utilized in prac-
tice. The analyst selects the life distribution most appropriate for modeling 
each data set based on health and experience.

The 3-parameter Weibull pdf is given by

β

 −
β 1 

β γ  − t−γ 

( ) t − 
f t =  η 

  e (5.10)
η  η 

The Weibull is a versatile distribution that takes on the characteristics of 
other forms of distributions, based on the amount of the form parameter, β.

where f t( ) ≥ 0, t ≥ γ , β > 0, η > 0, −∞ < γ < +∞. Moreover, η is a scale param-
eter or characteristic life, β denotes shape parameter or slope, and γ is location 
parameter or failure-free life.

Figure 5.1 shows the effect of different values of the shape parameter, β, on 
the shape of the Weibull distribution pdf. The model takes on a variety of 
forms based on the amount of β, as is seen in Figure 5.1.

In order to adapt a statistical model to a live dataset, the analyst approxi-
mates the life-long variables that best fit the results. The variables govern the 
pdf function’s form, scale, and position. For example, in the three-parameter 
Weibull model (shown above), the scale parameter, η, defines where the bulk 
of the distribution lies. The shape parameter, β, determines the form of the 
distribution, and the location variable, γ, describes the position of the timely 
distribution.

Variables that match a lifetime distribution to a data set are calculated by 
many different methods. Several available variables evaluation techniques 
include maximum likelihood estimation probability plotting, rank regression 
on x, and rank regression on y. Depending on the data set and, in some cases, 
the chosen life cycle may lead to alteration of the correct analysis technique.



108 Data Analytics Applied to the Mining Industry

The results of lifetime analysis can be provided in several forms, including:

• Mean life – The median time before the failure of the units in the
population.

• Probability plot – A image of the probability of time failure.
• Reliability given time (RGT) – The probability of a machine oper-

ating successfully at a given time. For instance, after three years of
operation, the product is 65% likely to work successfully.

• Failure rate – The number of failures per unit time can be calculated
for the product.

• Probability of failure given time – The choice of a device stopping
at a certain point in time. The capacity for failure is also known as
reliability, and reciprocity is reciprocal. For example, after three
years of operation, there is a 35% risk that the unit will fail and a 65%
chance of operation (reliability).

Evaluations based on the tracked lives of several units are life-analysis con-
sequences; the tests are unreliable due to the limited sample dimensions. “To 
calculate this uncertainty because of a sample error,” also called “confidence 
intervals,” is used to express the trust that the number of interests is in a 
given interval. It is not known whether or not a given interval contains the 
number of interests.

FIGURE 5.1
Weibull pdf with different amounts of β [23].
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Two-sided or unilateral are the two ways of expressing trust limits.  Two-sided 
links are added to suggest that a particular trust is kept in the amount of inter-
est. The one-sided limit is used to demonstrate that the amount of interest 
above the lower bound is higher. Besides, with exact confidence, a lower bond 
is seen. The correct bound type depends on the entry. For example, the analyst 
should apply unilateral lower reliability and unilateral higher reliability for 
percentage failure below guarantee and a bidirectional boundary of distribu-
tion variables. For example, the 95% smaller two-sided band is the 95% lowest 
single bond, and the 95% most massive double-sided band is the 95% larger 
unilateral bond.

This method was used in many different studies on mining engineering 
to conduct a reliability analysis of mining equipment and for rock failure 
analysis [25].

Multivariate Analysis

Multivariate analysis (MA) is used to analyze more complex data sets than 
can be treated by standard analytical methods. It is based on the statisti-
cal theory of multivariate statistics, including the measurement and analysis 
simultaneously of two or more statistical results variables. The MA com-
bines the effects of all parameters on the output and performs the analysis 
on  multiple dimensions [26,27].

By combining all variables in MA, a whole image will be produced regard-
ing the relationship between variables and outputs.

There are many ways to perform an MA. The main objectives of such 
 analysis are [27]:

• Dimensionality reduction;
• Density clustering; and
• Nonlinear distribution modeling.

Some of the previously used multivariate analysis methods in mining 
 engineering are as follows:

• Principal Component Analysis;
• Factor analysis;
• Canonical Correlation;
• Equality of Covariance;
• Discriminant Analysis;
• MANCOVA;
• Correspondence Analysis; and
• Log-linear Models.
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State-Space Approach

The state-space approach is established on explaining a time-varying pro-
cedure by a vector of quantities. These quantities are collectively called the 
state of the process. The evolution of the procedure over time is signified as a 
trajectory in the space of states, for example, a successive transition from one 
state to another.

The state-space model is a representation of the dynamics of a system 
that is of Nth order. The first-order differential equation is called the state. 
Generally, a continuous-time linear dynamic system which is multi-input/
multi-output can be expressed by

x t ( ) = +A t( )x t( ) B t( )u t( )
(5.11)

y ( )t C= +( )t x( )t D( )t u( )t

where t is time parameter, x ( )t  is the vector of state, u t( ) is the input or c ontrol 
variable, and y ( )t  is the output of the system or dependent variable. Also,
A( )t  is the dynamic matrix, B t( ) is the input matrix, C t( ) is the output of the
sensor matrix, and D t( ) is the feedthrough matrix.

In most cases, the systems are inherently linear time-invariant. Hence, the 
A, B, C¸, and D matrixes of (5.11) are not time-variant. So, they are constant.

x ( )t  is known as the state of the system at time t. This means that the future
output of the system is connected only to current state and future inputs to 
the system. Also, it depends on past input only through the current state of 
the system. The state is like a memory that summarizes the result of previous 
inputs on future output.

The common uses of state-space approaches are as follows:

• Modeling and control;
• Forecasting; and
• Clustering and classification.

State-Space Modeling

There are some approaches to create a state-space model of a system. The 
easiest way is to from Nth-order differential equations that describe the 
dynamics, according to Equation (5.11). There are a lot of different choices 
of state parameters, and the only issue is which set of states to use. Also, the 
state-space model can be developed from a transfer function model.

Linear state-space models can be developed from nonlinear system dynam-
ics. It is a crucial feature of state-space models as most of the systems have 
nonlinear dynamics. A nonlinear set of dynamics can be given by



111Analytics Toolsets

 x f = ( )x u,     (5.12)

where f(x, u) is a nonlinear vector function that expresses the dynamics of 
the system.

The first step is to define the point about which the system is somehow 
linear, to perform linearization. This occurs around equilibrium points.

The equilibrium point is a point for which if the system starts there, it will 
remain there for all future time. To calculate the location of the equilibrium 
point, it is required to set the state derivative (5.12) to zero. The result is an 
algebraic set of equations that needs to be solved for both xe and ue, where e 
denotes the equilibrium point. By definition, xe = 0 and ue = 0. These equi-
librium points act as set points or operating points for the nonlinear system, 
and it is about these points that the system dynamics is linear.

State-Space Forecasting

State-space models can be deployed for forecasting purposes. This is a very 
general approach that can involve differing forecasting algorithms, includ-
ing regression and ARIMA. It can also include a Bayesian approach to fore-
casting and predictive models with time-varying coefficients [28].

State-space models are primarily based on the Markov property, which 
expresses that the future of a process is independent of its past, having the 
present system state. In this type of system, the state of the process at the cur-
rent time involves all of the previous information that is necessary to predict 
the future output of the system [29].

Assume that the state vector expresses the system state at time t xt . The ele-
ments of this vector are denoting the state of the system at time t and do not 
necessarily observe a state-space model comprised of two equations. First, 
an observation or measurement equation that formulates how time-series 
observations are produced from the state vector. Second, a state or system 
equation that formulates how the state vector evolves through time. These 
two equations can be written as

 
y ht t= +′ xt tε

 (5.13)
x At t= +x G−1 at

where ht is a known vector of constants, εt is the observation error, A and G 
are known matrices and, at is the process noise. If the system is multivariate, 
then yt  and εt will be vectors and the vector ht changes to a matrix H.

The state-space formulation is not a forecasting technique. In other words, 
it deploys other forecasting methods; some are described in Equation (5.4). 
The state space approach utilizes a Bayesian formulation of the problem in 
which the model parameters have a prior distribution. Using the observa-
tion data, this prior distribution is updated into a posterior distribution. 
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Another formulation helps the coefficients in the regression model to vary 
through time.

The state-space approaches provide a common mathematical framework to 
be used for modeling and forecasting. It also allows the relatively easy gener-
alization of many distinct models, some of which are described in this chapter.

Predictive Models

Predictive models (PM) is the term used for the procedure of developing 
probability and data mining to predict future outcomes. A predictive model 
utilizes several independent parameters that are predictors that are likely to 
influence the desired dependent variable (forecasting output). When data has 
been gathered for appropriate predictors, a statistical algorithm is expressed. 
The model can employ a simple linear equation, or it may be a sophisticated 
machine learning algorithm like a neural network. Predictive  modeling 
mainly overlaps with the field of machine learning, and many of the algo-
rithms that are utilized to develop forecasting models form part of the 
machine learning and artificial intelligence contexts. PM is regularly associ-
ated with weather forecasting, online advertising, and marketing. However, 
it has many uses in mining engineering.

One of the most frequently overlooked challenges of predictive modeling 
is obtaining the right data to apply when developing algorithms. Data col-
lection and preparation is the most challenging step to develop a predictive 
model. It is essential to find the best predictors to feed into the model. A 
descriptive analysis of the data and data treatment, including missing values 
and outlier fixing, is a very crucial task that takes most of the time needed 
for predictive modeling.

It is essential to know that big data does not make predictive models more 
accurate. According to the mathematical theorems, after a certain point, feed-
ing more data into a predictive analytics model does not improve accuracy. 
Sampling representative portions of the available data may help to develop 
the model more quickly.

After collecting data, the selection of the right model is important for the 
next steps. Linear regression includes the most accessible types of PMs. 
However, there are many complex artificial intelligence algorithms. The com-
plexity of the model does not guarantee the performance of the prediction. 
Model selection should be considered in connection with

• Data availability and quality; and
• Forecasting period.
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After modeling, estimation of performance should be done to measure the 
accuracy of the model.

Some of the well-known predictive modeling methods, widely used in 
mining engineering literature, are presented in this section.

Regression

Regression is a type of analytical modeling technique that investigates 
the relationship between a dependent (target) and independent variable(s) 
(predictor) [30]. This technique is used for predicting, time series modeling, 
and finding the causal effect relationship between the variables. Regression 
Analysis (RA) is an essential method for modeling and analyzing data [31]. 
In this method, a curve is fitted on the data points, where the differences 
between the distances of data points from the curve are minimized. RA will 
be explained in more detail in the following sections.

There are multiple advantages to using RA, such as the following:

• RA demonstrates significant relations between dependent and inde-
pendent variables;

• RA measures the intensity of the impact on a dependent parameter
of several independents;

• RA helps researchers in various scales to compare the effects of
calculated parameters; 

Such benefits help market analysts to eliminate and determine the best set of 
variables for the construction of PMs (Figure 5.2).

A variety of tools are available for predicting regression. The three main 
methods (number of separate variables, type of variables based, and regres-
sion line form) drive these methods. There are seven regression types in 
total: Linear, Logistic, Polynomial, Stepwise, Ridge, Lasso, and Elastic 
Regression.

Number of Independent 
Variables 

Shape of the Regression Line

Regression Analysis

Type of Dependent 
Variables 

FIGURE 5.2
Regression modeling.
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Linear Regression

Linear regression (LR) is the simplest method utilized for prediction. LR 
forecasts a dependent variable’s expected value (Y), as the linear combination 
of one or more independent variables given unknown quantity (X) and a set 
of observed values (predictors) and establishes a relationship using a best-fit 
straight line (also known as a regression line). Figure 5.3 demonstrates a 
regression line that models the data (blue points).

LR models aim to find a linear mapping between predicted values and real 
dependent values so the model can predict the dependent variable by having 
new instances of the independent variable.

A simple LR is used the case for an independent variable. If more than one 
variable is present, the process is called multiple linear regression.

The following equation represents this:

 Y = +Xa err   (5.14)

where Y is a vector of dependent variables, Yi (i = 1,…, n), X is the matrix of 
independent variables, a matrix of row-vectors xi or n-dimensional column-
vectors Xj, a is the (n + 1)-dimensional parameter vector, and err is a vector 
value of error. This element of the model is named disturbance term, the 
error term, or sometimes noise. This equation will be applied to predict the 
value of the target variable based on a given predictor’s parameter(s).

The best fit for the observation data is determined by reducing the sum of 
the squares of the vertical variations of each data point to the curve, accord-
ing to the Least Square method, the best method used for fitting a return line.

 min Xa − Y2 (5.15)
err

FIGURE 5.3
Linear regression.
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So, we need to aim to reduce the sum of the errors (err), due to the best fitting 
line. To use a linear regression model, some critical assumptions should be 
considered, as follows:

• A linear relation between independent and dependent variables.
A linear configuration of the parameters (regression coefficient)
and the predictor variables is the mean of the response parameter.
However, predictor variables can be added, and there can be a trans-
formation of available predictors and predictor variables. This trick
is applied, for instance, in the Polynomial Regression Method (PRM)
that applies LR to match the response parameter as an arbitrary PRM
function of a predictor parameter. This creates LR, an extremely
powerful inference method.

• Multiple regression suffers from multicollinearity, autocorre-
lation, and heteroskedasticity. The template matrix X must be
in maximum rank for regular lesser square estimation methods.
Multi-linearity is caused by a correlation between two or more
predictor variables.

• With multiple independent variables, a list of the most relevant
independent variables uses specific approaches, like forwarding
selection, backward exclusion, and incremental approach.

Logistic Regression

Logistic regression (LoR) is applied to find the probability of a reliant vari-
able with two possible values, such as win/lose, pass/fail, alive/dead, or 
healthy/sick. In other words, it is used when the dependent variable is 
naturally a binary (0/1, True/False, Yes/No) variable. There is, the value 
of Y is 0 or 1, and it represents a binomial distribution. Logistic regression 
is a predictive analysis and is widely applied to explain data and clarify 
the connection between one dependent binary parameter and one or more 
forecasters.

The following equation can be used to estimate the probability of remain-
ing cases based on independent parameter values (forecasters):

p
odds =  (5.16)

1− p

where p is the probability of event occurrence, 1  p is the probability of not 
event occurrence. Then, applying the logarithmic function, we get

−

l = =ln ( )odds logit ( )p (5.17)
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which is the same as applying a logistic function top? The logit function plays the 
link function role. Considering independent (X) and dependent (Y) variables,

logit E Y( ) = Xa (5.18)

where Y is a vector of dependent variables, yi (i = 1…, n), X is the matrix of 
independent variables, a matrix of row-vectors xi or n-dimensional column-
vectors X , and a is the (n + 1)-dimensional vector.j

Because the odds are not a linear combination of the predictors, logistic 
regression is a nonlinear model. There is no precondition for the linear rela-
tion between the dependent and the separate variables.

There are three different Logistic regression models.

• Binomial – the outcome of the dependent variable only has two
 possible types (0 or 1);

• Multinomial – the outcome of the predictor(s) has three or more
 possible types; and

• Ordinal – the predictors are ordered.

Because maximum probability estimates at low sample sizes are less efficient 
than ordinary sizes, the logistic regression must be considered before use.

Generalized Linear Model

A generalized linear model is a common linear method of regression in 
which the error distribution of dependent variables is not normal. The gen-
eralized linear model (GLM) uses a connection function to generalize linear 
regression. It also allows reliance on their expected value on the degree of 
variance of each calculation.

The linear model of regression provides a linear combination of the predic-
tors with the expected value of a given instance. This shows that a continuous 
change in a predictor induces a continuous change in the output, and the 
model acts like a variable of a linear response. However, if the dependent vari-
able has a distribution other than a normal distribution, this is not sufficient. 
A dependent variable's distribution function is seldom a normal distribution.

Utilizing a particular distribution in the exponential family, including reg-
ular, exponential, gamma, Poisson, Bernoulli, … the mean of the dependent 
parameter (X) is in connection with the independent variable (Y) is

E( )Y f= −1 ( )Xa (5.19)

where E(Y) is the expected value of Y, a is the vector of model parameters, 
and f is the link function (from the exponential family).

The applying of the maximum likelihood approach, iteratively, estimates 
the model parameter, a.
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Polynomial Regression

The regression equation is a polynomial regression (PR) equation if the 
 independent variable’s power is greater than one. Equation (5.20) represents 
a polynomial equation.

y = +a bX 2 (5.20)

The suitable line is not straight in the PR system. It is normally a curve in the 
data points (Figure 5.4).

Stepwise Regression

This kind of regression is used when dealing with several different variables. 
In this approach, a programmed procedure, which requires no human inter-
ference, is used to select independent variables.

This achievement is accomplished by using statistical values such as 
R-square, t-states, and AIC metrics to define critical parameters. Stepwise
regression (SR) fits the regression model by adding/dropping covariates one
at a time based on a specific standard. The commonly utilized SR techniques
are as follows:

• Standard SR does two things. It adds and deletes predictors for each
move.

• The selection of forwarding begins with the most relevant model
predictor and then the addition of parameters for each move; and

• Backward removal commences with all model forecasters and
removes for each step the least significant variable.

FIGURE 5.4
Polynomial regression.
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The goal is to optimize prediction power with the minimum number of 
forecasting parameters.  

Ridge Regression 

Ridge regression (RR) is a methodology used when data are highly correlated 
with multicollinearities. Although the lowest square estimate is balanced in 
multi-collinearity, their variances are significant, which make the data very 
different from the true one. When adding some partiality to the regression 
results, the RR eliminates defections.

The RR resolves the multicollinearity problem through shrinkage param-
eter λ (Equation 5.21).

 = argmin   y X− +β λ2
2 β  22 (5.21)

In this equation, there are two components. The first one is the least-square 
term, and the second one is λ of the summation of β2, where β is the coeffi-
cient. This is added to the least square term to shrink the parameter to have 
a very low variance.

Lasso Regression

Like the Ridge regression, it penalizes the absolute scale of the regression 
coefficients in Lasso (Last Absolute Shrinkage and Selection Operator). 
Besides, the volatility and exactness of the linear regression models can be 
minimized (Equation 5.22).

 = argmin   y X− +β λ2

2
β  1 (5.22)

Lasso regression (LR) differs from RR in the way that it applies Absolute 
Values (Avs) in the Penalty Function (PF), as an alternative of squares. This 
technique leads to penalizing values that cause several of the variable assess-
ments to turn out to be precisely zero. Higher the penalty used, the further 
the estimates get shrunk towards absolute zero. This results in parameter 
selection out of given n variables.

Elastic Net Regression

Elastic Net is a hybrid of Lasso and Ridge Regression techniques. It is trained 
with L1 and L2 before regularization. Elastic-net is useful when multiple fea-
tures are connected. Lasso is to be expected to pick one of these at random, 
while elastic-net is likely to pick both.

 β̂ = −argmin   ( )y Xβ λ2 + +2 β λ2
1 1β    (5.23)
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One functional advantage of Lasso-Ridge exchange is that Elastic-Net is 
allowed to inherit some of the stability of Ridge when it is rotated.

Many types of regression models are available, and it is crucial to choose 
the most suitable technique based on independent and dependent variables, 
data dimensions, and other necessary data features. The following are the 
main factors to consider when choosing the right model of regression:

• Data exploration is an essential component of a predictive model.
Before choosing the right strategy, the first step should be to under-
stand the relation and impact of parameters.

• To evaluate the benefit of fit for different models, we can analyze dif-
ferent metrics like the statistical importance of variables, R-square,
Adjusted r-square, AIC, BIC, and the error term. Another one is
Mallow’s Cp criterion. This essentially checks for possible bias in the 
model by evaluating the technique with all potential submethods.

• Cross-validation is the best method to estimate techniques applied
for prediction. There are datasets that are divided into two groups:
data for training and data for validation. In this approach, a simple
mean squared difference between the actual and predicted values
gives an evaluation for the prediction accuracy.

• If the data set has multiple confounding variables, it should not be
chosen as the automatic model selection method.

• It will also depend on the objective. A less powerful model may be easy
to implement as compared to a highly statistically significant model.

• Regression regularization methods work well when the variables in
the data set have high dimensionality and multilinearity.

Time Series Forecasting

A time series (TS) is a string of data points, temporally indexed for the time 
of observation, and has a first time to order (Daily, Monthly, Quarterly, and 
or Yearly) [32]. In other words, a TS is a sequence of measurements over time, 
usually collected at equally spaced intervals. Hence, it can be considered a 
sequence of discrete-time data [33].

Time series are widely used in different domains such as statistics, signal 
processing, pattern recognition, econometrics, finance, supply chain manage-
ment, production planning, weather forecasting, and in any subject of applied 
science and engineering that includes discrete-time measurements. It has a 
well-established theoretical basis in statistics and dynamic systems theory.

Residual Pattern

TS analysis is an analysis domain that comprises methods and algorithms 
to study and analyze time-series data [34]. The main aim of TS analysis is to 
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extract descriptive statistics and insights from data. In a TS, findings closely 
linked in time will be more closely linked than statements that occur a bit 
earlier or later. The amount of the relationship can be measured utilizing a 
stochastic model for a TS. On the other hand, TS forecasting is the use of a 
model to forecast future values based on observed values.

There is an original tread in TS analysis, which is as follows:

• Plotting the TS on a chart to identify its features, involving the pres-
ence of trend, seasonal and cyclical variation, as well as a residual
pattern. This is then followed by determining outliers or anything
like changes concerning components of TS.

• Next comes eliminating the trend or seasonal features of the sig-
nal. This would be performed using either differencing or using
any transform function, such as exponential. The transformed sig-
nal must be stationary. If a TS is stationary, its statistical properties
such as average and variance do not change over time. To build
a predictive model for TS, this is a necessary condition. Also, the
mathematical complexity of the predictive model decreases with the
stationarity assumption.

• Then is the development of a predicting model for the stationary
transformed signal. Please note that there are several algorithms to
utilize for the forecasting model. Also, further analysis is required
to determine the best approach to deploy, according to the data char-
acteristics. The principle of parsimony should be considered while
developing a TS forecasting model. Considering the principle of par-
simony, the model with the smallest possible number of parameters
which provides an adequate representation of the underlying data is
always the best model. The principle of parsimony must be consid-
ered in all modeling problems.

• Validation of the selected model (or models) to find out the perfor-
mance of the model and forecasting accuracy. The validation process
may consist of some split-sample or cross-validation processes. The
aim is to choose the best technique for forecasting, considering the
principle of parsimony and performance of the model.

• After the development of the forecasting model and generation of
the forecasted values, it is essential to use the inverse transformation
function (the transformation function that is used to make the TS
signal stationary). So, the forecasted values will be on the scale of the
original data.

• Utilize and implement a process to monitor the performance of the
forecasting model over time. This process is usually performed by
evaluating the stream of forecast errors that have occurred.
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Several different models can be utilized to develop a forecasting model of 
a TS. For example, there are many approaches to modeling and forecasting 
trends. Therefore, selecting an appropriate predicting model is of heuristic 
significance.

Overfitting should be considered during model development. In this 
case, the accuracy of the forecasting model is very high for historical data. 
However, its performance is low when used for future TS data.

There are several methods for predictive modeling of TS. In this section, 
some of the most popular methods of forecasting deployed for TS forecasting 
are described, including exponential smoothing, normal self-representation 
moving (autoregressive moving average, ARMA), and integrated auto-repres-
sive moving average (autoregressive integrated moving average, ARIMA).

Exponential Smoothing Models

In general, component data must be set to signal and noise. The signal is the 
pattern from the intrinsic dynamics of the data collection system. Smoothing 
can be seen as a strategy to differentiate between signal and noise, as much 
as possible. The function of a filter in estimating the signal from the data is 
thus smoother [35].

The simplest method of smoothing a TS is to use the averaging process on 
the current and the previous observations. In other words, the current obser-
vation is replaced with the average of observations (current and previous).

In most cases, the recent values of the observation affect the benefits of 
future observations much more in contrast to the older ones. Exponentially 
weighted smoother reacts faster to TS oscillations by multiplying geometri-
cally decreasing weights to the previous observations. Therefore, the addi-
tion of a parameter is an exponentially weighted smoother λ as

 
T−

ŷt = −λ λ∑
1

( )1 t yT t−  (5.24)
t=0

where ŷt  is the exponentially weighted average of the current and T − 1 previ-
ous observations, and λ is the discount factor and λ < 1.

Exponential smoothers are utilized in estimating the constant and l inear 
trend of a TS. For the constant trend, the first-order or straightforward expo-
nential smoother is deployed, and for estimation of the linear trend, the 
 second-order exponential smoother is utilized.

Using the exponential smoothing model, the prediction of the τ-step ahead 
observation is equal to the current value of the exponential smoother for a TS 
with a constant trend

 ŷ ˆT T+τ = y  (5.25)
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The prediction error is a function of λ, while larger values of λ result in larger 
values of error. A large λ may be due to a fast reaction to the forecast error, but 
it may also make the forecast model react faster to random fluctuations. The 
choice of the λ parameter is very crucial and can be estimated using some 
of the squared forecast errors. The λ that produces the smallest sum of the 
squared forecast errors is the best choice.

ARMA models

Deployed models for TS have many variations with regard to different sto-
chastic processes. There are two primary and broadly used linear TS models: 
Autoregressive (AR) and Moving Average (MA) models. Combining these 
two gives the Autoregressive Moving Average (ARMA) and Autoregressive 
Integrated Moving Average (ARIMA) models [36].

An ARMA (p, q) model consists of two models: the AR(p) and MA(q) mod-
els. Utilizing ARMA models for univariate TS modeling leads to a usually 
satisfactory result. In an AR(p) model, the potential amount of the observa-
tion is supposed to be a linear arrangement of p past observations and a 
random error in addition to a constant term [37]. Mathematically, the AR(p) 
model is represented by:

∑
=i

p

yt = +c yϕ εi t−i t+ (5.26)
1

where c is a constant term, yt i−  is the observed value at time t − i, εt is the ran-
dom error at time t, ϕ i

The AR(p) model regresses against past values of the TS. Alternatively, an 
MA(q) model uses past errors as the explanatory variables. The MA(q) model 
is expressed by

 is the model parameter, and i is the order of the model.

q

yt = +µ θ∑ j tε ε− j t+ (5.27)
j=1

where µ is the average value of the TS, θ j is the model parameter, and q is the 
order of the model.

The random error is considered as a Gaussian distribution. So, an MA model 
is a linear regression of the current observation of the TS against the random 
error of one or more prior observations. Since the random errors in the MA 
model cannot be neglected, fitting an MA model to a TS is more complicated.

A combination of AR and MA models leads to a general and useful type of 
TS model, known as the ARMA model. ARMA (p, q) model can be stated as

p

yt t= +c yε ϕ+ +∑ ∑
q

i t−i θ εj t− j (5.28)
i=1 1j=
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where p corresponds to the order and q is the direction for the average model 
to pass.

It is essential that to use ARMA models, TS should be stationary or should 
be transformed into a stationary signal using a transformation function.

To determine the orders of the ARMA model for TS data, it is necessary 
to perform the autocorrelation function (ACF) and partial autocorrelation 
function (PACF). These statistical measures express the relationship between 
the various observations in TS. For modeling and forecasting purposes, it is 
often useful to plot the ACF and PACF against a sequence of time lags. These 
plots help in estimating the order of AR and MA models.

Note that the ACF and PACF of an ARMA (p, q) both exhibit exponential 
decay as well as damped sinusoid patterns, which makes the identification of 
the order of the ARMA (p, q) model relatively more complicated. For that, addi-
tional sample functions such as the Extended Sample ACF, the Generalized 
Sample PACF, the Inverse ACF, and canonical correlations can be utilized.

The ARMA models can only be deployed for stationary TS data. For non-
stationary TS, ARIMA models can be used. The nature of many TS data, 
such as trading or weather signals, is nonstationary. This involves the TS, 
which contains trends and seasonal patterns. So, ARMA models are prac-
tically inadequate to adequately describe nonstationary TS data, which are 
frequently encountered in practice. For this reason, the ARIMA model is 
proposed, which is a generalization of an ARMA model to involve the non-
stationarity case as well.

ARIMA Models

ARIMA model and its different forms are based on the well-known Box–
Jenkins principle, and so these are also widely known as the Box–Jenkins 
models [38].

A nonstationary TS is transformed to stationary by applying finite differ-
encing of the data points in ARIMA models. Mathematically, the ARIMA (p, 
d, q) model using lag polynomials is written as


∑ ∑

p  q

 1 1− ϕ δiB Bi  ( )− =d y Bt + θ εjj t (5.29)
 i= =1 1 j

where p, d, and q are ARIMA model orders for autoregressive, integrated, 
and moving average components, respectively, and are integer values ≥ 0. 
Parameter d determines the order of difference. Often, d = 1 is enough to make 
the TS stationary. When d = 0, then the ARIMA model reduces to an ARMA 
(p, q) model.

An ARIMA(p, 0,0) is the AR(p) model and ARIMA(0,0,q) is the MA(q) model. 
ARIMA (0,1,0) is a special one and known as the Random Walk model. In 
trading and price series, the Random Walk model is a well-known model for 
forecasting.
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Machine Learning Predictive Models

Machine Learning (ML) approaches can be utilized as a regressor for 
 prediction modeling. This section introduces the support vector machine 
and artificial neural networks and explains their prediction ability. 

Support Vector Machine and AVM for Support Vector Regression (SVR)

In 1995, support vector machine (SVM) was developed to address problems 
of pattern recognition and classification, including facial identification and 
text grading [39]. Nevertheless, wide applications in other fields, such as fea-
ture rough-up, regression estimates, and TS predictions, were soon found.

By choosing any specific part of training data known as support vectors, 
SVM seeks to find a decision rule with little generalization. In this approach, 
after nonlinear mapping input space into a higher-dimensional space, an 
optimal separating hyper-plane is constructed. Hence, the input space is not 
the most effective parameter on the quality and complexity of the SVM result.

SVM's teaching is equivalent to the solution of a linear quadratic program-
ming problem that is a major aspect of SVM. Therefore, the SVM solution is 
always special and globally optimal in contrast to other methods of prepara-
tion. One major demerit of SVM, however, is that the scale of the instruction, 
which raises the computational cost, is enormous.

Vapnik has derived a general algorithm to use SVM for regression. The 
optimal decision hyperplane of SVR can be expressed by

=i

N

y ( )x k= −∑
s

  ,( )α α *
i i ( )x x i + bopt (5.30)

1

where Ns is the total number of support vectors, k is a kernel function, bopt 
is the optimal bias of the hyperplane, x is the observed dataset, and xi is the 
ith observed data and optimized Lagrange multipliers α = …( )α α,  ,  , α T

1 2 N

and α i ≥ 0.
The Kernel is a nonlinear mapping for mapping the input space dots into 

a sizeable dimensional space. In this high-dimensional space, the optimal 
separating hyper-plane is built. This method also solves the problem when a 
linear decision is not possible to separate training points. 

Some of the accessible kernel functions are

• Linear kernel k x( ), y x= Ty

• Polynomial kernel k x( ), y a= +( )d
x yT

2
− −x y

• Radial basis function (RBF) kernel k x( ), y e= 2σ 2

• Neural network kernel k x( ), y a= +tanh ( )x yT b  where a and b are
constants.
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Artificial Neural Networks

The model of artificial neural networks (ANNs) was proposed as a first 
 prediction and simulation technique and has been used frequently as a mod-
eling and prediction tool in recent years [40]. ANNs’ primary aim was to cre-
ate a model for the simulation of human brain behavior. The human intellect 
handles data in different ways than traditional digital computers [41].

The neuron is the brain's central structural portion and information 
processing module. The human brain is a very efficient structure for pro-
cessing, learning, and reasoning information, as millions of neurons are 
present [42].

While ANNs were mainly bio-motivated, they were then applied in several 
different fields, including prediction and classification problems. The over-
all structure is a black-box model type often used for modeling a nonlinear, 
high-dimensional dataset. Hence, it does not require the development of ana-
lytical forecasting procedures or underlying knowledge of the system.

The main features of an artificial neural network that make it ideal for fore-
casting purpose are:

• They are inherently data-driven and self-adaptive. So, it does not
need to determine a particular model form or to provide any a priori
assumption about the data.

• ANNs are naturally nonlinear. Therefore, they are more practical
and accurate in modeling and forecasting linear and nonlinear data.

• ANNs are universal functional approximators. ANNs can estimate
any uninterrupted function to any desired performance and fit many 
historical observations accurately.

• ANNs can deal with different data problems, such as erroneous,
defective, or fuzzy data.

Multilayer perceptrons are the most broadly used ANNs for forecasting pur-
poses, which may have one or several hidden layers. Multilayer feedforward 
ANNs are multivariate statistical models deployed to relate n independent 
(predictor) variables to one or more dependent variables. ANNs have three 
distinct layers: the input layer, which is composed of the original predictors, 
the hidden layer that comprised of a set of interface variables, and an output 
layer that produces the responses. Weighted links connect these layers. Each 
variable in a layer is known as a node. Figure 5.5 illustrates a typical three-
layer ANN structure.

A linear combination of the inputs to a node in any layer is mapped by an 
activation function to the output of the node. This output is one of the inputs 
for one- or more-layer nodes. The activation functions are usually nonlinear 
and are selected from a broad range of functions, including sigmoidal, linear, 
hyperbolic tangent, and Gaussian.



126 Data Analytics Applied to the Mining Industry

The linear combination of inputs to a node in the hidden layer can be 
written as

zu = +∑
n

w x1 ju j ub (5.31)

 

=j 1

where zu is the output of node u at first hidden layer, w1 ju are the weights 
of links and act as unknown parameters that should be estimated, xj are 
the input parameter, and bu is the bias parameter of the node. The activation 
function is applied to generate the output of each node in all layers.

The parameters in the underlying model, including weights and biases, 
must be estimated by the training procedure. Several methods of training 
were used for parameter estimation by reducing the total number of qua-
drupled errors over all the ANN outputs. Learning rules are known as opti-
mization techniques used to mitigate error. Backpropagation and profound 
learning are the most common rules.

Overfitting is a common issue with ANNS. To tackle this problem, there 
are some ways, such as the following:

• Lower the number of parameters, including the number of hidden
layers in every layer,

• Stopping the parameter estimation process after a limited number
of iterations,

FIGURE 5.5
Structure of a typical ANN [40].
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• Deploying cross-validation to determine the number of iterations,
and

• Considering a penalty function to the error function.

When using ANN for prediction problems, the selection of a suitable net-
work structure is important. In order to determine the number of hidden 
layers, multiple nodes in each layer, and the choice of the activation function, 
a parsimony principle should be considered.

In addition, it is often necessary to properly transform or rescale training 
data to achieve the best possible results. All input variables are commonly 
standardized or resized, so small random values are produced for the weight 
and bias starting values.

Summary

This chapter explained some popular toolsets that are used to complete the 
data analytics in industries, especially in mining. All toolsets were divided 
into three main groups, including the statistical approaches, state-space 
approaches, and predictive models. The selection of statistical tools and 
the analysis of variance were explained when there is this opportunity to 
use the correlation analysis. The state-space modeling and forecasting were 
i ndividually investigated, and some details about the predictive techniques 
were explained. The investigated predictive models in this chapter included 
the regression, time series, and machine learning methods. This chapter 
tried to make a clear vision for the researchers to have better ideas in order to 
help them decide to select the best analytical toolset.
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6
Process Analytics

Paulo Martins and Ali Soofastaei

Process Analytics

Every organization has to implement and manage several processes in order 
to deliver a service or a product to customers. Process analytics comprises a 
collection of methods and tools used to analyze all relevant data produced 
during the process and operational execution. The objective behind process 
analytics is to support smart decision-making and process optimization and 
provide feedback on the efficacy and performance of the company’s pro-
cesses. When decision-makers receive performance analytics insights, they 
can quickly assess the impact of process management decisions on process 
targets and quickly respond to them in the form of control and improvement 
(or re-engineering) of operations [1–3].

Depending on the organization’s IT infrastructure, the analytics of pro-
cess activities can be performed in different systems such as a Business 
Performance Management (BPM) system, an Electronic Content Management 
system, an Enterprise Resource Planning  platform, a Consumer Relationship 
Management  system, a Manufacturing Execution System, and a Supervisory 
Control systems, among others. All these systems may be fed by multiple 
processes with massive data. Nevertheless, companies will continue to keep 
such information stored for use regularly during the decision-making pro-
cess without appropriate analytical tools and efficient computing capable of 
extracting insights from the data.

The astonishing growth of Big Data capabilities has motivated companies 
to embed sophisticated analytics approaches to drive process management. 
Business Process Management has not kept up to date and often only relied 
on conventional modeling methods [4–10]. In this new scenario, the appli-
cation of Advanced Analytics technologies and methods can significantly 
enhance business performance and efficiency, providing standard tools to 
support, diagnose, and optimize processes.

In order to improve the performance of the company, big data analysis 
was believed to be a primary feature. In order for BDA to be operational, the 
analysis would operate with the processes. Process analytics and BDA yield 
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intelligent business process management. By deploying real-time intelligence 
and Advanced Analytics directly linked with the automated process, an 
organization can identify trends and gaps and monitor results. Figure 6.1 
shows an overview of the main areas where processes analytics can have a 
significant impact.

Process Analytics Tools and Methods

The continuous search for process improvement and operational excellence 
raises the necessity of process analytics methods and tolls inside an organi-
zation. Analysis of business processes is a method of natural management to 
ensure organizational goals and continuity. In order to understand process 
output effectively and establish management strategies, data plays a central 
role. It is not only necessary to understand past events but also to analyze 
the current behavior and predict what will happen in the future. In this sec-
tion, two crucial operational performance fields that have their foundations 
based on the process analytics principles will be discussed: The Lean Six 
Sigma (LSS) and Business Process Analytics (BPA). The main objective is 
to describe the influence of digital technologies and Big Data elements and 
present how Big data analytics (BDA) has been applied to leverage impact 
on business processes.

Lean Six Sigma 

The LSS methodology is a robust continuous improvement approach widely 
used in business that combines the concepts of Lean Manufacturing and Six 
Sigma. Lean manufacturing is a management methodology that originated 
in Japan and was consolidated inside Toyota Motor company, and it aims 
at doing the right things at the right time and in the right amount, reduc-
ing waste, being flexible, and being open to change. Six Sigma is a data-
driven business strategy built under the DMAIC (Define, Measure, Analyze, 
Improve, and Control) problem-solving methodology that aims to implement 
high standards of operational practices to produce quasi-perfects products 
and services and reduce the production process variation to a microscopic 
level. It is, by definition, extremely analytical and profoundly rooted in sta-
tistical analysis [11–20].

Characteristics of LSS Data and Methods

The analysis of process data is inherent in all five phases of the DMAIC 
approach. However, special emphasis is dedicated to the analytical meth-
ods and tools used during the Measure and Analyze steps. In the Measure 
step, the focus is on (1) selecting the relevant output characteristics, (2) assess-
ing the performance specifications, and (3) understanding current process 
capabilities. Then, the Analyze step is applied to (1) analyze the current pro-
cess performance, (2) monitor the potential Critical to Process  metrics, and 



133Process Analytics

FI
G

U
R

E 
6.

1
P

ro
ce

ss
 a

na
ly

ti
cs

 a
pp

lic
at

io
n

s.



134 Data Analytics Applied to the Mining Industry

(3) identify what resources will be needed for improvement [16]. Although
the analytical effort is more intense in these two phases, the entire DMAIC
framework relies on data-driven techniques and methods.

Typically, the data collected in the LSS project consist of some process char-
acteristics that should be improved (Y) and some influence factors (X). These 
data are used to compound plenty of analytical tools (maps, graphics, and 
statistics) such as Value Stream Map, time value map, histogram, box-plot 
Pareto charts, Analysis of Variance, process capability calculation, control 
charts, correlation matrix, simple linear regression, multiple regression, and 
Design of Experiments, among others.

Integration of Big Data and LSS

Although those traditional analytics tools and methods can be used to 
develop processes improvement initiatives, there are some limitations to be 
considered in the current data-intensive and high-technological scenario that 
shapes the industry 4.0. Some weaknesses are related to the excessive time 
required to manipulate and process massive and multivariate data and the 
incapacity of integrating multiple sources on a real-time basis.

A new generation of analytical tools is transforming the way companies 
uncover complex processes issues and inefficiencies through a combination 
of sophisticated techniques and methods to process the vast amount of avail-
able data. These techniques can be mixed with more traditional methods and 
in-depth comprehension of the physical context [8]. Since there is an explo-
sion of available data, it is essential to consider the application of new mining 
techniques, such as BDA, data mining, and process mining. Big Data tech-
niques (natural language processing, text mining, machine learning, deep 
learning, and artificial neural networks), primary data mining techniques 
(clustering, association, prediction, and classification), and process mining 
algorithms are revolutionizing the entire LSS cycle, becoming a crucial com-
ponent to support smart business decisions. Indeed, data mining techniques 
and processing are a part of BDA [16]. Figure 6.2 shows some BDA techniques 
and technologies that can be embedded in the analytics cycle to ensure the 
continuous improvement of the flywheel.

In the presence of unstructured data such as text, video, and voice records, 
text mining, video mining, and natural processing language  can support 
analysis to clarify the problem definition and help the scope be defined in 
the Define phase. During the Measure phase, the use of advanced statistical 
techniques is considered a more efficient approach to understanding a pro-
cess behavior and identifying waste, unhidden bottlenecks, and operational 
rigidities. Furthermore, data mining techniques, artificial intelligence, and 
machine learning are commonly applied to prepare data and deal with data 
quality issues (missing, duplicated, and incorrect values) [23, 24].

In the Analyze phase, traditional LSS programs focus on simple explor-
atory data analytics techniques. Advanced methods such as association 
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rules, clustering, and classification are commonly applied to find patterns 
in the process data. In some cases, machine learning algorithms are ideal 
for dealing with massive data without strict learning requirements [16]. By 
intelligence, they can quickly learn, evolve, and capture behaviors of the pro-
cesses [4]. For example, a pharmaceutical company decided to discover the 
root causes of variability in a strategic production process applying neural 
networks (a machine learning technique) to model the relevant combinations 
and impact of the variables. After this first interaction, the five variables with 
the highest impact were determined, and the team then focused their opti-
mization efforts to achieving a 30% improvement on yields [21]. Moreover, 
process discovery may be efficient with process-based data that contains a 
timestamp label.

The IMPROVE phase is supported by several BDA alternatives. Artificial 
intelligence algorithms have proved to be a powerful approach to investigate 
and define optimal process parameters. For example, genetic algorithms, a type 
of AI algorithm, has been widely applied for energy efficiency optimization.

In the last phase, that is Control, alarms can be created using unsuper-
vised learning algorithms while conformance checking is applied to check 
the established model from event logs and physical processes [16]. One 
of the most applied methods to control process variability is the Statistical 
Process Control (SPC) represented by standard quality control charting tech-
niques (e.g., Shewhart charts, X-bar and R charts, etc.). More than 50,000 SPC 
charts are popular for modern fabs, each of which tracks a specific quality 
variable [9]. However, control charts are limited in their explanatory power. 
In most of the cases, a univariate approach is used assuming a normal 

FIGURE 6.2
BDA techniques and technologies applied in the LSS cycle [16,17].
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distribution (which may not correctly represent the process behavior). On the 
flip side, machine learning algorithms can overcome SPC performance by 
working with high-dimensional data and incorporating the Big data available 
in the processes operation to enhance the model’s performance. Going one 
step further, sophisticated modeling techniques can be developed to recom-
mend the best action, supporting frontline operators to keep the parameters 
under control. This new operational approach for process monitoring and 
improvement is named Prescriptive Process Control (PPC) [23].

The same positive effect can be observed when LSS is incorporated into 
Advanced Analytics projects. For example, a significant global financial firm 
used LSS methods to help its analytics projects by having a more structured 
and measured approach to perform analytics activities. Additionally, they 
discovered that analytical methods enabled improvement of other projects 
not directly linked to business analytics across the company [17]. In [18], 
the LSS methods were applied to improve in the Digital Curation lifecycle – 
selection, preservation, maintenance, collection and archiving of digital 
information – and they concluded that all activities may be executed and 
optimized by using the DMAIC methodology.

Big Data can solve the most complex causal inference problems, but it still 
faces the lack of a structured approach. LSS has a well-defined and robust 
structure but needs a refresh in order to reach a new level and meet modern 
processes requirements. These arguments make their combined use extremely 
promising. Companies with a stable LSS DNA, like GE, CISCO, and Intel, have 
successfully integrated BDA into their analytical initiatives [19,20].

According to [22], CRISP-DM is an industry-tested way to direct efforts in 
data mining and could be integrated into the DMAIC roadmap, providing 
an interactive structure between its phases. The combination of a problem-
driven approach (DMAIC) and a data-driven approach (CRISP-DM) can help 
both fields be more valuable. The authors suggested the integration of data 
analytics experts (data scientists) into the organizational structure of LSS 
teams, with the intent of performing complex analyses and translating data 
science conclusions to business conclusions.

Therefore, as the modern processes are becoming smarter by incorporating 
various technologies, the flood of data must be embedded in the LSS cycle. 
Since BDA aims to deliver more profound knowledge into processes data that 
previously were not accessible due to technology and methodology limita-
tions, it can cohesively work together with LSS methods, passing insights 
and wisdom back and forth like old friends.

Business Process Analytics 

Business Process (BP) can be defined to achieve a business objective or 
objectives through organized tasks or activities carried out manually or 
automatically [25]. BPM is an operations management field dedicated to 
overseeing the execution of BPs to ensure consistent results and identify 
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and implement improvement opportunities [6]. Process Analytics is an 
essential component of the BPM discipline that incorporates various data 
manipulation activities – from data acquisition, discovering, modeling, and 
analysis to delivering – applied to process execution data in order to deliver 
insights and support smart data-driven decisions [12].

Over the last decades, many companies have embraced a process-oriented 
approach in order to improve process quality and efficiency. The different 
types of data (structured, semi-structured, and unstructured) explained in 
Chapter 3 are commonly found in contemporary organizations’ processes. 
Data form an inseparable part of business processes  and are derived from 
the execution of processes, documentation, and definition of processes, pro-
cess models, process variants, business process objects, and data generated or 
exchanged during process operation [12]. Furthermore, it enables businesses 
to automatedly collect information to understand process performance, cost 
drivers, and risk triggers by replacing paper and manual processes with soft-
ware. Real-time digital process performance reports and dashboards allow 
managers to address problems before they become critical.

Characteristics of Process Data and Analytics Structure

In [26], industrial processes were compared to a two-sided coin, where the first 
principles are the model and where uncertainty is on the other side. Uncertainty 
is a pervasive characteristic of process operations and control, presenting a 
time-varying and dynamic behavior. There are multiple process measurement 
technologies available to collect data from conventional sensors, images, and 
videos. The assessment of process performance is a multi-dimensional task 
because it cannot be calculated using only one indicator, such as productiv-
ity. It results from several distinct parameters, measures, and performance 
[26]. The following desirable features are required for multi-level sophisticated 
process data analytics:

1. Scalable and interpretable (up to thousands of variables)
2. Incorporate and use all types of data (e.g., processing data, spectra,

vibration, and image data)
3. Compared to other approaches, it is relatively easy to apply to the

real process
4. Real-time control and decision-making online technology
5. Offline issues resolution as a valuable tool for constant improvement

[27]

In the last section, control charts were described as a process monitor-
ing technique widely used for process stability control in the LSS context. 
Similarly, the BPM discipline applies Process Analytics methods for moni-
toring industrial process performance and execution of data analytics tasks. 
The following steps are considered:
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1. Collection of data that represent the operational functions of the
process, followed by an extensive data cleaning procedure.

2. Fault detection techniques, such as linear differential analysis, may
be used in the presence of many defective data.

3. Design of standard data analysis models combined with defect
detection indices and control limits.

4. Conduct fault analysis and problem solving.

Most of the current work on process analytics is dedicated to exploring 
new knowledge and analysis including (1) trend analysis, using methods 
to investigate data and monitor business opportunities, (2) what-if assess-
ment, analyzing different scenarios to reach the best business decision, and 
(3) advanced analysis, applying sophisticated methods to identify patterns
and relationships in strategic factors that affect the business. A typical BPA
structure has its data sources integrated into data warehouse servers using
Extract, Transform, and Load (ETL) or complex-event processing engines.
The transformation of process data to process insight data is executed by
multi-tier servers such as OLAP, enterprise search engines, data mining
engines, text analytics engines, and reporting servers implemented at the
top of the data warehouse. Finally, front-end applications and visual inter-
faces are deployed to facilitate the user’s interaction and comprehension of
analytics results [12].

Integration of BDA into Process Analytics Methods

The fourth industrial revolution is transforming the management of busi-
ness practices, affecting the way business process is conceived, monitored, 
controlled, and improved. This new scenario creates a demand for complex, 
dynamic, and, often, knowledge-intensive solutions. Although significant 
improvements have been consolidated over the last years, BPM systems and 
BPA techniques present limited capacity to perform analysis in complex sys-
tems. There is an increasing necessity of integrating ad hoc and routine work, 
based on flexible workflows and task management [12].

Not suddenly, because of their exceptional ability to extract vast amounts 
of raw data and apply the best analytical techniques, BDA is considered a 
leading approach in the research process of big data. Automatic data analy-
sis has become an important method used by many organizations, inform-
ing critical decisions previously based on decision-makers ' assumptions 
and expectations [11]. Unlike traditional analytics methods that focus on the 
cleanness of the data to avoid wrong decisions, BDA treats data errors and 
messiness as inherent to the process and applies robust models to extract 
features that overcome data quality issues [27].

As a critical factor in raising overall performance level and reduce perfor-
mance variations, BDA can be integrated into the business process and shape 
a “new class of economic asset” and support high-performance companies 
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to redesign their operations and outperform their competitors. Current 
software for BPA is idealized around two perspectives: performance and 
compliance [3,12]. The best-rated commercial solutions for process analytics 
such as IBM, Oracle, SAP, and ARIS combine process management/integra-
tion and business rule management software to assist business decisions [12].

However, traditional analytics tools and management practices present 
significant limitations to deal with a Big Data environment and the dynamic 
behavior of modern processes. Analytics applications depend on event data 
integration, but it is hard to obtain in a highly distributed environment. 
Moreover, the massive amount of data generated by distributed processes 
cannot be managed by traditional systems [1]. Current capabilities of OLAP 
technologies are not designed to extract patterns among process graph enti-
ties and perform analytics in multidimensional graph data, and consider-
ing different perspectives and granularities may be a challenging task [12]. 
Modern Big data technologies such as MapReduce and Hadoop, and high-
level languages for data analysis, such as Pig, SCOPE, Sawzall, and Sphere, 
are available to deal with parallel processing issues.

In [10], the authors presented some Big Data systems-based solutions to 
support business process’ data-intensive operations, showing how they can 
help data collection and provide the necessary infrastructure to analyze mul-
tiple data and generate insights more efficiently than current state-of-the-art 
process analytics techniques.

Nowadays, a broader spectrum of the application of BDA has been rec-
ognized by business leaders. These methods pervade different hierarchi-
cal levels in process industries, varying from passive applications (process 
monitoring and soft sensing) created to support frontline workers to oversee 
and manipulate process variations, to active applications (optimized control 
and complex decision-making) that directly influence process efficiency [28].

Machine learning supervised and unsupervised methods have been devel-
oped for plenty of process data applications designed for process monitoring, 
fault prediction, and diagnosis. Most recently, process monitoring methods 
have incorporated quality-relevant diagnosis based on supervised learning 
models for the diagnosis of undesirable conditions caused by unexpected 
process variations. This approach is referred to as Supervised Monitoring 
and Diagnosis, and the main objective is to monitor and diagnose quality 
problems before they occur [29].

The first application of deep learning techniques to soft sensing was 
reported in [28]. The study used a Deep Neural Network (DNN) to predict 
the cut-point temperature of heavy diesel in a crude distillation plant. The 
literature also contains relevant cases of application of DNNs for process 
monitoring and fault detection and diagnosing in big process data, with 
outstanding performance [30,31]. Predictive modeling using Support Vector 
Machine (SVM) and neural networks has been widely applied in optimiza-
tion control projects to reduce the level of uncertainty that is intrinsic in the 
optimal control problem, resulting in improved control performance [28]. 
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Reinforcement Learning, another machine learning technique, is used as a 
potential application for optimal process control when no model information 
is provided. The models can adapt to time-varying environments intrinsi-
cally and have a high potential for complex manufacturing processes [32,33].

Cases & Applications

Big Data Clustering for Process Control

Concerned with the rapid growth of data, the huge quantity of parameters 
to measured, and the dynamically changing environment in its factory, the 
Italian company Whirlpool used a Big Data clustering method to detect 
real-time variations in a manufacturing process of washing machines. The 
approach extended traditional clustering algorithms (like k-Means), enabling 
better comprehension of the nature of the process and more efficient Big 
Data processing. Furthermore, the developed model can perform root-causes 
analysis, providing insights regarding process wastes.

The primary goal was to define average values for three parameters 
(power, rotation speed, and total water inlet) and develop a solution able to 
identify anomalies in functional tests. The method used a combination of 
scalable K-means for initial interaction and K-medoids (another partition-
ing algorithm) enhanced by FAMES (FAst MEdoid Selection). The team has 
developed a solution for comparing the test series by their type and based on 
cluster tests. By performing a final comparison with standard samples, the 
model detects unusual data. The results confirmed the model’s effectiveness 
to detect anomalies and identify specific problems based on the similarity 
with the cluster [9].

Cloud-Based Solution for Real-Time Process Analytics

Scenarios that involve high complexity and highly distributed process form 
a perfect condition for cloud computing applications. By having means 
for extracting and correlating process events, performance analytics can 
be provided in real time. In [34], cloud-based architecture is proposed to 
allow for continuous improvement of enterprise processes, measuring the 
performance of cross-functional activities at meager latency response rates. 
Using a set of Business Analytics Service Unit  nodes and a Global Business 
Analytics Service component, local (inter-departmental) and global (cross-
organizational) complex processes can be monitored and analyzed. With 
these features, the devised solution collects data generated from distributed 
heterogeneous systems, stores a massive amount of process data, and infers 
knowledge based on the acquired information.
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The event repository uses a column-oriented NoSQL database (HBase) 
running on top of the Hadoop Distributed File System, presenting an out-
standing performance for timely access to critical data due to its cluster-
ing capabilities and in-memory cache distribution. Furthermore, to ensure 
instantaneous identification of the sequence of events, an event-based model 
and an event correlation algorithm are implemented. Although the approach 
was not extended for mining processes and advanced analytics optimiza-
tion techniques, the system presented an excellent performance for real-time 
activities monitoring and had the capacity of gathering distributed event logs 
regardless of operating system technology and location.

Advanced Analytics Approach for the Performance Gap

As a historical technology pioneer industry, Oil & Gas can obtain signifi-
cant improvement from the application of Advanced Analytics. A McKinsey 
report estimates that AA and digital technology investments deliver returns 
as high as thirty to fifty times in a short-time period (few months) [5].

A typical control room crew of two or three operators on an offshore rig 
receives data from about 30.000 sensors and controls around 200 operating 
variables. Additionally, the team must consider the combination of these 
parameters and the effects of other factors that impact production, includ-
ing weather conditions and wave heights. This high complex operational 
environment results in performance variations. Measurements of perfor-
mance gap from an offshore field in the North Sea showed more than 5% 
of the difference between the highest- and lowest-performing control room 
teams. The company adopted AA methods to reduce production variations 
on a semi-submersible platform using a vast amount of structured and 
unstructured data extracted from 5,000 sensors and controls in three years. 
Applying machine learning, the analytics team could understand correla-
tions and causalities and select the most relevant variables. Moreover, ML 
algorithms were also applied to identify and solve five process bottlenecks 
that were affecting production efficiency. Last but not least, failure predic-
tion models were applied to reduce unplanned downtime caused by equip-
ment failures, enhancing the reliability of critical processes, such as the gas 
compression system [5,8].

BDA and LSS for Environmental Performance

The literature contains plenty of studies providing clear evidence of how BDA 
increases resource efficiency in manufacturing plants [36]. Moreover, recent 
researches describe the potential benefits of BDA to evaluate and improve 
environmental performance (EP). At the same time, many other examples 
demonstrate the use of monitoring, visualization, and analysis methods and 
tools to minimize waste production, energy footprint, and enhance resource 
utilization [37–39].
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Even though the integrated impact of BDA and LSS on environmental 
performance is not commonly explored in the literature, companies can 
improve their EP by adopting BDA to analyze massive environmental data 
created at multiple nodes in the organization and deliver insights to overcome 
the complexity surrounding environmental topics. LSS projects need BDA to 
manage the complexity of environmental metrics and accelerate LSS strate-
gies to enhance EP. In [35], 201 manufacturing companies in North Africa 
familiar with BDA and LSS methods responded to a survey that reinforced 
the strong relationship between both disciplines in the development of EP ini-
tiatives. In [40], the authors explored the application of BDA, coining the term 
Sustainable Smart Manufacturing, and presented a set of BDA techniques and 
technologies applied for all phases in product lifecycle management.

Lead Time Prediction Using Machine Learning

Production planning and scheduling activities strictly rely on accurate pre-
diction of process lead time (LT). However, most of the industrial practices 
estimate average LT based on historical data. This approach does not con-
sider the influence of multiple factors in the lead time variability.

In [41], supervised Machine Learning (ML) was applied for LT prediction 
in a semiconductor manufacturing plant using historical data extracted from 
manufacturing execution systems. The analytics team selected forty-one 
features (thirty-five numerical and six categorical) considering their influ-
ence on the lead time and compared the accuracy results for eleven statistical 
learning models (three linear models and eight nonlinear models). The best 
result was achieved by the Random Forest method using the eight more rel-
evant variables defined after a sensitivity analysis step.

The study reported in [42] investigated the prediction of order comple-
tion time  by using real-time data collected from RFID job shop devices and 
employing a DNN approach. The DNN methods were outperformed by 
other advanced predictive models.

Applications in Mining

Tech businesses such as Google and Amazon are already gaining benefit 
from BDA innovations because they have less trouble handling Big Data in 
the process of innovation. Although the adoption of technology is relatively 
slow in the mining industry, operational challenges such as declining ore 
grades, deeper location of ore bodies, environmental and social constraints, 
and stakeholder pressures are demanding fast changes towards digital capa-
bilities. The following topics explore the application of digital technologies, 
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especially Advanced Analytics methods, in the mining process analytics, 
control, and improvement initiatives.

Mineral Process Analytics

One of the most promising fields for the application of advanced analytics in 
mining is mineral processing. Not surprisingly, the massive amount of real-
time operational data is a rich source of value creation in the Big Data era.

The mining company Barrick Gold developed an integrated analytics 
platform using an operational process model applied in the management 
and optimization of daily operations and as a planning tool connected to 
the geology resource model. The company’s main objective is to maximize 
the gold extraction based on an active mine to mill integration. The process 
model was built using a digital plant template configured with target data 
from plant schedule and process inputs. The digital template receives real-
time data and transforms it into operational insights that are then used to 
develop predictive models. Operational data are classified in different oper-
ating models (e.g., running, down, idle, trouble) that provide the desired level 
of detail to explore improvement opportunities. Additionally, the team advo-
cates that the higher quality of data obtained by the configuration of operat-
ing mode event frames allows the application of advanced analytics tools 
and methods. For example, to access a more reliable particle size value over 
time, a soft sensor was built using machine learning tools [49].

Another mining giant that demonstrates a digital footprint and has heav-
ily invested in advanced analytics technology for mineral processing plants 
is Freeport-McMoRan. Its machine learning program is one of three major 
initiatives aimed to increase the company’s copper production by 30%. 
Supported by the consulting company McKinsey, the team started to unlock 
insights and boost operational performance approaching data mining in an 
agile way. In the earlier stages, the team investigated data from the Bagdad 
plant mill, looking for patterns that revealed opportunities for improve-
ments. Then, a machine learning model was employed to assess the actual 
mill performance against that expected by the local team. Before the project, 
the technical and operational team believed that there was only one type of 
ore feeding the plant, which resulted in a single procedure to adjust the mill’s 
forty-two parameters. However, a mindset shift occurred when the mill’s 
data were used to model the material feeding characteristics and appointed 
to seven different types of ore. Motivated by this initial finding, which sug-
gested a 10% production improvement by adjusting mill’s parameters based 
on the different ore types, an artificial intelligence model was developed to 
prescribe mill control settings according to the ore characteristics and plant 
equipment sensors, raising cooper production from that ore. In order to reach 
the next improvement level, the team introduced a new artificial intelligence 
algorithm to maximize cooper output [50].
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Drill and Blast Analytics

Drilling and blasting are a crucial part of the mining value chain. The effi-
ciency in these processes can improve loading and hauling operations and 
plant production and recovery performance, and reduce production and 
maintenance costs, and energy and water consumption. At Elkview, a Teck 
Resources operation, sensors installed on shovels measure the digging 
conditions, providing feedback for the technical team in order to optimize 
explosive distribution and quantity and reduce blasting costs and equip-
ment wear. Consequently, shovels' productivity was maximized, and dust 
and vibration impacts were reduced. The team also gained further benefits 
through insights obtained from advanced visualization [43].

Another groundbreaking application of advanced analytics uses historical 
and current data from the entire mine value chain to create digital twin mod-
els. Machine algorithms are trained using geological block model data, vari-
ous drilling and blasting parameters (drill patterns, explosive types, blast 
hole diameters, stemming height), and downstream process data (muck pile 
profile, digging rates, crusher, and mill throughput). In the software inter-
face, engineers and geologists can simulate process performance by setting 
different design parameters [44].

Mine Fleet Analytics

Mining fleets are considered the most valuable source of data in a min-
ing operation. Fleet Management Systems  are globally employed to collect 
real-time data generated during the operational cycle, especially from the 
truck-shovel operation. The dynamic problem of allocation of trucks has con-
tinuously been researched over the last decades, and new advanced analyt-
ics approaches combined with modern positioning technology have recently 
emerged as an outstanding solution to deal with the high combinatorial and 
stochastic nature of dispatch decisions.

An important part of the management of truck-shovel performance, which 
is also an essential input for real-time allocation solutions, is the prediction of 
activity duration. The prediction, diagnosis, and optimization of mining charg-
ing and transportation using historical and reliable data were successfully 
applied with artificial intelligence and machine learning algorithms. [45–48].

In [45], the prediction of truck travel times (TTP) in open pit mine using 
machine learning was studied using data from Fushun West Mine in China. 
Common variables that affected TTP were classified into three groups: truck 
features, road features, and meteorological features (pressure, wind speed, 
temperature, relative humidity, and precipitation) and trained using three 
ML algorithms, that is, 𝑘-nearest neighbors (kNN), SVM, and random forest 
(RF). The prediction accuracy obtained from SVM and RF models outper-
formed the KNN and had 15.79% higher accuracy than that calculated by 
traditional methods.
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The advanced analytics team of a big mining company in Brazil analyzed 
data from their truck-shovel system and identified that the surging of queues 
was the most counterproductive operational condition. Supported by the 
CRISP-DM methodology, the team explored possible causes. It implemented 
a data retrieval and preparation strategy to work with the relevant data, 
which were spread in four different data sources. The modeling phase con-
sisted of the development of (1) an artificial neural network  predictor, (2) 
a decision-maker module employed for generating alarms of the surge of 
the queue, and (3) an explainer interface designed to stratify the critical con-
tributors for the triggered alarms and suggest proactive actions to prevent 
production losses. When implemented in a real production environment, the 
solution accounted for a 10% reduction of the queue time on the dumping 
areas (crushers) [46].

The abovementioned examples of prediction of mining activity duration pres-
ent the potential of advanced analytics application for tremendously improving 
the performance of mining operations. Based on the relevant findings obtained 
by the recent use of evolutionary algorithms and machine learning methods, 
the critical challenge of real-time truck allocation will be solved soon.

Summary

Process analytics is an essential practice for companies in order to deliver 
high-standard services or products to their customers. Traditional analytics 
approaches that are fundamentally developed around process data, such as 
LSS and BPA, are facing several limitations when confronted with the chal-
lenges of the Big Data era, characterized by real-time, high-speed, dynamically 
changing, and multivariate requirements. Those methodologies can reach 
the next level by incorporating modern BDA techniques and technologies to 
boost their analytical power. Both the literature and industry are full of real 
case applications that support the introduction of BDA as game-changing 
technology in the process analytics and improvement cycle.
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7
Predictive Maintenance of Mining Machines 
Applying Advanced Data Analysis

Paulo Martins and Ali Soofastaei

Introduction

Mining is witnessing the Fourth Industrial Revolution, Industry 4.0. The 
integration of digital and physical mining systems relates to Industry 4.0. 
Such incorporation allows a large number of data collected by different tools 
in the various sectors of the mine sites or plants to be processed.

Also, new Industry 4.0 expertise combines products, individuals, equip-
ment, and devices, making it possible to obtain information quickly and 
in a targeted manner. The vast amount of data gathered by industrial sys-
tems includes information concerning mining process processes, incidents, 
and alarms.

Also, these data can lead to useful knowledge and expertise in the mining 
process when the data are collected and examined. Advanced data analytics 
and improved strategic decision-making can be accomplished by interpretive 
results, offering benefits such as maintenance costs, reducing the time to stop 
repair work, decreasing replacement component inventory, enhancing repair 
part life, and raising production speed, safety in operators, and repair checks.

The operational advantages listed are strongly linked to maintenance pro-
cesses. Maintenance of equipment is an essential parameter in the mining 
industry that affects operational time and efficiency directly. Machinery and 
equipment faults must, therefore, be recognized as avoiding production pro-
cess disturbances.

Different groups of maintenance management strategies exist in the 
 mining industry. The following was described as a simple classification of 
maintenance procedures in mining:

• Run-to-failure (R2F) or corrective maintenance only occurs after the
system or device ceases working. The most straightforward mainte-
nance technique is to stop adding direct costs to the manufacturing
and stop and the reconstruction of the parts to be replaced.
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• The routine maintenance operation carried out on a schedule or on a 
process iteration to prevent process/equipment failures is preventive 
maintenance (PvM) or scheduled maintenance.

• Statistical maintenance (predictive maintenance, PdM) uses statis-
tical methods to decide the need for maintenance. This focuses on 
the continuous monitoring of the machinery/equipment or process 
integrity, which only allows maintenance when necessary. It also 
enables early detection of the failure by using historical data-driven 
predictive instruments (i.e., the technique of artificial intelligence, 
AI), honesty variables (i.e., visual features, wear, colors, etc.), meth-
ods of statistical inference, and approaches to engineering.

The ultimate maintenance, mandatory maintenance, requires the integration 
of big data, analysis, machine learning (ML), and AI. PdM takes it a step 
further through actions to address an inevitable issue instead of merely sug-
gesting acts.

A summary of the maintenance types is shown in Figure 7.1. Different ser-
vicing classes have various roles. By choosing the R2F, however, the mining 
companies delay maintenance measures and take the risk that their assets 
will be unavailable. At the same time, PvM anticipates maintenance inter-
ventions, which lead to a replacement part swap with half-life.

A robust sustaining approach, therefore, must enhance equipment situa-
tion, decrease fault rates for the equipment, and minimize maintenance costs 
while optimizing machinery life. Based on the reasons mentioned above, the 
PdM approach is among the unique approaches in the era of Industry 4.0, as 
it can optimize the use and management of mining sites. Some of the advan-
tages of PdM are maximizing equipment use and operation and reducing 
costs of maintenance and materials and labor.

PdM addresses monitoring for faults or errors before they occur. This 
maintenance approach can be categorized into three main classifications, i.e., 
statistical (ST), AI, and model-based approaches, for diagnostic and prognos-
tic purposes and to track equipment specifications.

FIGURE 7.1
Mining maintenance types.
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In order to approach the model-based way, it is necessary to follow 
mechanical and equipment theory and to observe ST approaches. In PdM 
applications, AI approaches were increasingly applied.

ML has emerged as a powerful tool in AI for many applications to develop 
predictive AI algorithms. ML techniques can handle large-scale data in a 
complex environment to uncover hidden associations within data. For PdM 
applications, ML supports robust predictive methods. The efficiency of these 
applications depends on the ML method being chosen accordingly.

The Digital Transformation

Entry to real-time operational data is an essential factor in achieving effec-
tiveness. The fourth stage of a maintenance strategy is the application of 
Big Data Analytics in maintenance: predictive servicing. This is referred 
to as 4.0 maintenance prediction (or PdM 4.0). Such maintenance rates will 
reduce maintenance preparation times by 20%–50%, increase the uptime of 
equipment by 10%–20%, and reduce total costs of maintenance by 5%–10%. 
A four-stage implementation process is now possible to achieve this level of 
maintenance (Figure 7.2).

Step one – The first step is to create an operational data infrastructure 
for businesses. For example, the OSIsoft flagship product PI system is 
a corporate infrastructure that collects and transforms real-time data 
from sensors, manufacturing equipment, and other devices into rich 
real-time insights that link sensor-based data to systems and indi-
viduals. This first step is essential for subsequent study. Moreover, 
a single network that improves the reliability of assets will not only 
allow real-time operational data infrastructure but also boost pro-
cess efficiency, energy, and water management, climate, health and 
safety, quality and

FIGURE 7.2
Four steps of PdM implementation.
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Key Performance Indicator (KPI), and reporting. This is the framework 
for all digital transformation policy projects, such as the PdM 4.0 
approach.

Step two – This is how data is saved and updated to information. 
Improving data means having the data background. Although data 
is collected from a sensor, analysts must know whether the equip-
ment operates or stops to make the data meaningful. Data have little 
meaning without context. Also, it is essential to recognize what data 
is essential and relevant to an organization. The OSIsoft PI System 
offers businesses contextualized data – the form of data that makes 
smarter operations possible.

Step three – This concerns the application of condition-based mainte-
nance with contextualized data. This means giving priority to cer-
tain assets and defining conditions leading to eventual failure and 
applying certain conditions on certain assets within an operational 
data system in real time for automated real-time monitoring. For 
instance, when a coating temperature increases beyond its average 
operating temperature, it means that the coating finally fails.

Step four – This is the last level, which is PdM 4.0. In combination with 
advanced analytics and pattern recognition software, the OSIsoft PI 
system provides operational intelligence in real time, which enables 
businesses to optimize their operations.

Both methods together evaluate the trends that lead to a possible failure auto-
matically. The above example allows the question to be asked: how does the 
temperature of the bearing start to increase in its normal operating range?

This not only increases productivity and lowers maintenance costs when 
introduced, but mining operations benefit from maximizing their use of 
resources such as energy and water.

The best way to show how efficient the operational data infrastructure for 
the OSIsoft PI framework is by using real case studies.

How Can Advanced Analytics Improve Maintenance?

In the digital era, the integration of Big Data Analytics, Cloud Computing, and 
industrial machinery create opportunities for novel and sophisticated devel-
opments in the PdM field. One of the most significant benefits is a substantial 
reduction in equipment downtime. Advanced PdM can now determine when 
an equipment component will undergo specific failure, avoiding unexpected 
events, thus enabling preparatory maintenance to be performed at the right 
moment. According to [1], significant improvement can be captured through 
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a solid PdM strategy based on advanced  analytics. Intelligent systems are 
a powerful facilitator to allow the optimization of maintenance at low-cost 
rates. A holistic comprehension of the different equipment, machines, com-
ponents, and individual parts provides in-depth knowledge of the current 
status. It enables optimization in the distribution of parts to the right place at 
the right time. The result is a minimization of inventory materials and main-
tenance expenses, coupled with machine reliability improvement. Predictive 
analytics embedded in intelligent systems support engineers to implement 
preventative maintenance programs that have the potential to enhance 
machine reliability performance to unprecedented levels [1]. Relevant infor-
mation and predictive methods lead to strategic improvements in the main-
tenance, repair, and operations cycle. Predictive analytics can minimize 
unplanned maintenance by improving fault identification, accelerating root 
cause finding, accelerating the response to accidents, and optimizing inven-
tory management and assignment.

A recent McKinsey report describes how AI-enhanced predictive analytics 
can deal with the complexity of forecasting a failure caused by the massive 
quantity of influencing parameters and the various characteristics of data 
sources. The capacity of exploring this great diversity of data sources beyond 
sensor outputs (e.g., maintenance logs, quality measurement of machine 
outputs, and external data such as weather condition) expands predictions 
boundaries to new levels. AI-based algorithms can identify errors and differ-
entiate noise from the essential information used to forecast breakdowns and 
boost future decisions [2]. Based on the report estimation, Figure 7.3 high-
lights some of the potential benefits of this modern application of advanced 
analytics for PdM.

Other associated benefits are the reduction of maintenance time, labor, 
spare parts inventory, safety, health, environment and quality risks, and life-
time maximization.

In order to unlock the value of PdM and achieve business objectives, busi-
nesses need to connect their computers, data, insights, and people. Figure 7.4 
describes the significant considerations for getting started.

FIGURE 7.3
Benefits of maintenance predictive analytics using AI-based algorithms [2].
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Key PdM – Advanced Analytics Methods 
in the Mining Industry

The literature indicates that Random Forest (RF) –33%, followed by Artificial 
Neural Network (ANN), Deep Learning (DL) –27%, support vector machines 
(SVM), – 25%, k-means – 13%, and others – 2%, are the most commonly used 
ML algorithms in PdM method [3].

RF Algorithm in PdM

RFs or random decision-making forests are a group learning method for clas-
sifying, regressing, and other tasks that operate by constructing a multitude 
of decision-making trees at training time and generating a class that is the 
class model (classification) or the mean tree prediction (regression). In 1995, 
Tin Kam Ho from IBM launched RFs. As the name indicates, the RF produces 
a “forest” (ensemble) with multiple randomized decision trees and adds a 
simple average of their predictions. RFs showed good performance when the 
number of variables exceeded the number of samples (observations). RF is 
a supervised learning algorithm that is used for tasks of classification and 
regression.

ANN in PdM

ANNs or connectionist systems are loosely based computation structures that 
make up animal brains in biological neural networks. Such systems “learn” 
tasks by taking examples into account, usually without having to program 
task-specific rules. ANNs are smart, biological neuron–inspired computa-
tional techniques. An ANN consists of several processing units (nodes) that 
work quite simply. In general, such units are connected by the associated 

FIGURE 7.4
Considerations for getting started with PdM [1].
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weight communication channels and operate with only the local data that is 
indicated by their connections. The intelligent behavior of ANNs is derived 
from the interactions between the network processing units. In many indus-
trial applications, including soft sensing and predictive control, ANNs have 
been proposed and are one of the most common and applied ML algorithms. 
The main advantages of ANNs are the lack of expert knowledge to make deci-
sions since they are only based on past data; even if the data are inaccurate, 
they are not compromised and can be used in real time without modifying 
their design at every update by creating accurate ANNs for a specific app.

Support Vector Machines in PdM

Because of its high precision, SVM is a well-known ML technique for clas-
sification and regression tasks. One of the main features of SVM is the high 
precision with which data classes are separated and also that it is the best 
way to describe the separating data classes. SVM is a collection of supervised 
lessons that examines regression and identifies patterns.

k-Means in PdM

The k-means model is common for clusters that use an unmonitored strat-
egy to evaluate multiple clusters. This technique is intended to classify the 
k partitions/clusters of the datasets so that “close” samples are linked to one 
cluster, and “far” samples from each other are linked to different clusters. It 
is easy to apply to the k-means model. This also has good performance and 
handles massive data sets. When new samples are available, the centers of 
the clusters can be modified with retraining.

DL in PdM

DL is an ANN in ML, which is characterized by several nonlinear processing 
layers. The objective is to learn the hierarchical representation of data. It is a 
fast-growing field with many new types of research and applications being 
published every week [4]. The next topics will explore the major DL tech-
niques applied in PdM, and some promising applications.

Diagnostic Analytics and Fault Assessment

The latest developments led to improvements in the capacity of aggregate data 
from smart sensors and autonomous systems. This new landscape enabled 
the rapid growth of the application of DL techniques in the field of fault diag-
nosis and classification [4]. By applying Convolutional Neural Network, fea-
ture learning and defect diagnosis can be combined in one model and has 
been used in multiple aspects, such as bearings, gearboxes, wind generators, 
and rotors [5]. Another promising application involves Deep Belief Network, 
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which has fast inference and presents the advantage of encoding high-order 
network structures by stacking multiple Restricted Boltzmann Machines. It 
has been studied for fault diagnosis of aircraft engines, chemical processes, 
reciprocating compressors, high-speed trains, and wind turbines. Auto 
Encoder has been tested for unsupervised feature learning; then, the learned 
features are used as an input in the training and classification phases of tra-
ditional ML models. Some potential applications include feature learning 
from motor current signals and wind turbine fault classifications [5].

Predictive Analytics for Defect Prognosis

PdM solutions developed using Deep Recurrent Neural Network have a 
strong capacity to model the temporal pattern presented in the historical 
data found in the manufacturing environment. A general recurrent neu-
ral network, known as long short-term memory, has been tested to predict 
defect propagation and predict remaining useful life of mechanical systems 
or components [5]. A combination of convolutional neural network (CNN) 
and bi-directional Long Short Term Memory(LSTM) is used for machine 
tool wear prediction, where CNN deals with local features extraction from 
sequential signals, and bidirectional LSTM is responsible for capturing long-
term dependency for prediction [6]. Predictive analytics also has repeated 
to Deep Belief Network as an approach for feature learning in regression 
models. CNNs with time series imaging has also been proven as an efficient 
approach to detect wearing condition and location [7].

System Architecture and Maintenance in Mining

The form of maintenance can be modified by general maintenance (e.g., 
decentralized maintenance) to active preventive significant data mainte-
nance by supporting Wireless communication networks, cloud computing, 
and Big Data processing. The device architecture for large-scale data produc-
tion using active PvM is shown in Figure 7.5. There are three levels of main-
tenance in traditional mode: maintenance of production lines, maintenance 
of workshops, and maintenance of factories; and deficiencies or issues are not 
identified in real time from the lower to the upper layer.

Many newer devices may send a warning to a manager to fix new issues as 
soon as possible following a malfunction or problem. This mode, however, is 
still not predictable.

An industrial wireless network can collect and forward all related informa-
tion for active, large-scale PvM, product data, system status, and facility logs; 
also included are alarms for the system and methods for uploading data pro-
cesses to the cloud. Correlations may be evaluated in the cloud to determine 
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internal relations. The device status, in conjunction with the facility log, can 
be used, for example, to discuss the health status of equipment further.

Furthermore, the results can be viewed on a widescreen or via mobile ser-
vices sent to the manager concerned. The collection system for big data and 
large data analysis are the main research fields in this architecture. The two 
components represent the key differences in PvM, both conventional and big 
data maintenance.

FIGURE 7.5
Big data system architecture for successful PvM.
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Maintenance Big Data Collection

We primarily focus on cloud data processing in this segment. Wide-scale 
maintenance data processing is implemented briefly. For significant data-
based PvM, all associated data, such as alarms, device logs, and system 
status, must be collected. The characteristics of these three data types are dis-
tinct. Alarms are unpredictable events that should be treated in real time. PC 
status is obtained regularly, and system logs can be continuously transmitted 
to the cloud. For ease of transformation and further processing, data formats 
and pre-processing data are essential for all applications. To do so, OLE for 
Process Control (OPC) UA was one of the most innovative solutions to data 
integration, a service-based architecture for industrial applications. The OPC 
UA has been developed to surpass the capability of the OPC Classics based 
on the widespread use of the OPC Classic and increased reliability, platform 
extension, and platform independence aspects. The computer autonomy 
function enables open communication among different kinds of software 
and hardware systems with good prospects for a thorough collection of data 
and superior data analysis.

Network access is an important part of data collection. In general, Zigbee 
or Wi-Fi is chosen to relay the information collected in functional applica-
tions. A Zigbee node requires a coordinator to access the cloud. Therefore, 
Wi-Fi is more commonly used since no node of the coordinator is needed 
and Wi-Fi can directly access the cloud. If devices cannot communicate 
with interface information, an aid to data acquisition must be added. All 
data collection nodes must follow the Restful protocol to transfer infor-
mation to the cloud efficiently. Alternatively, data collection nodes also 
allow the configurable application layer to change sample frequency and 
protocols.

Framework for PdM Implementation

According to the PWC PdM report, many companies have ambitious plans to 
implement PdM strategies, but current capabilities are not adequate for full 
PdM adoption.

Beyond the technological aspect, the scope of implementing PdM is 
extremely important. Companies need to focus on organizational struc-
ture and other relevant factors required to ensure project management and 
change management skills needed to reach their aspirations [8].

The proposed framework was built to address all these topics, exploring 
both technological and organizational issues (Figure 7.6).
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The implementation concept is based on the strategy of gradually deploy-
ing the PdM model for some specific assets defined earlier. More details 
about the seven-step approach are provided below.

1. Asset value ranking and feasibility study – Involves the identifica-
tion of the more relevant assets considering the feasibility and poten-
tial for value creation. Moreover, the availability and suitability of
data are crucial characteristics to be assessed in advance. The defini-
tion of assets is fundamental to develop a solid business case that
justifies the required investments.

2. Asset selection for PdM – The advice here is to avoid the temptation
of covering all assets or plants in one go. Develop pilot projects, and
keep the lessons learned from them to apply these to the roll-out of
PdM per asset type.

3. Reliability modelling – In this step, it is necessary to deep dive into
the different failure agents and modes to understand the relation
between them and map what type of sensory data, process data, and

FIGURE 7.6
Framework for PdM implementation [8].
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external data are necessary. Powerful tools to support these analyses 
are the root causes analysis and failure mode effects analysis.

4. PdM algorithm design – This is the point where the magic occurs.
Prediction quality is strictly linked with the type of selected algo-
rithm. The algorithm design task can be significantly simplified
when a great model is created in step 3. Sometimes, data scientists
are called to build a self-learning algorithm capable of uncovering
relevant insights from the pools of data.

5. Real-time performance monitoring – After finding a suitable algo-
rithm, it is time to see the PdM model running in a real production
environment. This step requires feeding the model with stream data
collected directly from the various sources to monitor and visualize
the asset performance in real time.

6. Failure prediction (early warning) – Taking actions based on algo-
rithms outputs implies a mindset change. Initially, reluctant behav-
ior is expected, especially if management and front-line employees
are not familiar with data analytics. General good practice, in this
case, is to run the PdM model in parallel with current maintenance
procedures until everyone has confidence in the predictions.

7. Preventive task prescription – This is the highest level of intelli-
gence provided by a PdM model. The failure prediction capability is
complemented by the algorithm's ability to prescribe the best action
to avoid failure. A set of standard maintenance tasks is used to train
the model. Some more advanced implementations include the auto-
matic execution of related work orders.

The implementation of PdM is not only a technological challenge. Project 
management skills are also required to deliver the expected outcomes suc-
cessfully. Moreover, the continuity of the results reached by PdM efforts is 
also linked to organizational alignment. In order to consecutively perform 
all the seven steps described above, a solid Big Data structure is essential. 
The next section will explore the requirements for PdM in this Big Data era.

Requirements for PdM

The introduction of digital technologies in the mining industry has two main 
objectives: to maximize the uptime throughout the production chain and 
improve productivity while reducing production costs. Nowadays, the excit-
ing journey towards these objectives is surrounded by Big Data and IoT tech-
nologies, and PdM plays a central role. Organizations need to understand 
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the prerequisites for processing big data in different phases of the analytical 
cycle, including data collection, analytics, querying, and storage [9].

In recent research published by [9] and [2] use case requirements, and asso-
ciated subitems were described considering queuing management, platform, 
storage, and SQL engines. Figure 7.7 summarizes the related requirements 
for PdM.

Distributed queuing management collects equipment sensor data. In order 
to perform this task, the system needs to be efficient and scalable to quickly 
and accurately gather data from several machines. After collecting the avail-
able data, it is necessary to represent it according to its characteristics (struc-
tured, semi-structured, or unstructured) and determine a better storage 
model (distributed file system, document-based, column-based, graph-based). 
Additionally, considering the CAP theorem, the selected big data storage solu-
tion needs to have an efficient retrieval capability to feed the PdM solution in 
a timely and correct manner. Typically, the natural choice is an in-memory 
data processing solution, which provides fast data processing suited for con-
necting with big historical data or streaming data. On the flip side, batch and 
stream processing can also be developed using big data stack technology. The 
final definition of the big data platform depends on the PdM application [9].

The next requirement takes into consideration the different types of data 
and their intrinsic complexity. Data collected may be in multiple formats 

FIGURE 7.7
Big data requirements for PdM [9].
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such as text, videos, images, audio, process signals, graphics, and time-series 
sequence data. Therefore, the knowledge processing approach selected typi-
cally involves ML, data mining, or DL methods to predict failures accurately 
and enable smart decisions. Furthermore, the work of processing the mas-
sive and multivariate time-series-generated data requires window-based 
queries such as join and aggregation. The oncoming event characteristics 
determine the type of window. The final requirement described in the study 
is regarding the deployment of the IoT-based PdM solution, which considers 
the computing trade-off to perform analysis—for example, cloud computing 
or edge computing [9].

Cases and Applications

In the survey conducted by [10] on some mining companies in Australia, the 
conclusion was that PdM, Big Data, IoT, and Data Analytics create safe work 
environments, enable better maintenance practices, and reduce maintenance 
costs. More than one-third of the total mining costs are destined for mainte-
nance processes, which makes it the highest controllable cost. The majority 
of failures do not occur instantaneously, and normally there are few signs of 
degradation processes or trends that indicate the transition from normal sta-
tus to failure [11]. Supported by the emerging technologies, miners can collect 
and assess valuable data and make more reasonable maintenance decisions.

Digital Twin for Intelligent Maintenance

The smartest level of advanced analytics for maintenance can be achieved 
through the implementation of Digital Twins (DT). In this advanced approach, 
all information collected about an individual physical asset or combination 
of assets in a system is used to maximize asset utilization and optimize its 
performance. The historical data used to model a DT includes operational 
conditions under which it has been used, its configuration, maintenance 
events, and other exogenous conditions, among others. The DT is designed 
to enhance human effectiveness, productivity, and capacity by focusing on 
more strategic business issues [1].

In mining applications, the models start by guiding “design limits” and, 
then, are continuously updated and learn to efficiently mirror the asset under 
different operational scenarios and related variations – ore types, tempera-
ture, weather conditions, air quality, moisture, load, weather forecast models, 
and more. Combined with advanced technologies, DT models can reach the 
next level of optimization, control, and prediction, delivering more accurate 
results for asset performance, reliability, and maintenance. Additionally, by 
using the sensor data, models enable mitigation of threats and unplanned 
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downtime with the evaluation of different scenarios, understand trade-offs, 
improve efficiency, and ultimately perform PdM. DT solutions are the future 
of mining asset management, and the number of successful implementation 
cases are constantly growing. Figure 7.8 depicts the use cases of DT models 
across the entire asset’s lifetime, starting with the design phase.

According to Kevin Shikoluk, a global strategic marketing leader for 
Digital Mine at GE, DT goes beyond the prediction that an equipment or 
component will breakdown. DT models show what will happen if the prob-
lem is not fixed. They allow its users to test different changes in real time 
before executing them in the plant [12,13]. Some mining giants like Rio Tinto, 
Anglo American, BHP, and Newmont are embracing DT solutions not only 
for individual assets but to digitalize the entire operation [14–16].

PdM for Mineral Processing Plants

Mineral processing plants are equipped with a high number of fixed assets 
that perform essential transformations in the ore feed. Equipment downtime 
directly results in production losses and high costs. Although most of the 
processing units are well instrumented and connected, only a few miners are 
effectively using this data to improve their maintenance performance.

In 2018, the Barrick Gold Cortez Mine, in Nevada, deployed a PdM project 
in the gold refining process applying ML and equipment sensors in order 
to identify potential issues before they escalated into failure. The algorithm 
generates a healthy asset score using collected sensor data and tracks relevant 

FIGURE 7.8
DT capabilities in all phases of asset life.
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variations that might indicate undesired failures. After implementation, 
the investment paid off in a short period since several major failures were 
detected and avoided. For example, one of the fault predictions alone saved 
$600,000 [17,18].

At Newcrest Mining’s Lihir operation in Papua New Guinea, ML algo-
rithms were applied to reduce unplanned breakdowns in its semi-autogenous 
grinding mills. The project was developed in partnership with the techno-
logical solutions company Petra Data Science, which also provides digital 
twin solutions for mining operations. Taking data going back one year, the 
team focused on the critical signals or indicators associated with overload 
events. This big data included noise, power, speed, energy consumption, and 
control variables, most of them recorded at five-second intervals. The model 
was able to find patterns and anomalies in the data and use them to predict 
the probability of an overload event one hour in advance, enabling operators 
and engineers to proactively take the required actions to avoid it [19].

In a partnership between the industrial AI software company Uptake and 
the world's largest copper producer, Codelco, an AI solution is implemented 
to monitor the health processing plant (and mining) equipment through an 
enterprise-wide Asset Performance Management solution across all of the 
mining sites. The project’s approach will generate industrial data science 
original equipment manufacturer-agnostic insights, predictions, and pre-
scriptions for any asset [20,15].

Belt transport systems play an important role in the mine’s ore transport 
system. In order to meet operations requirements, an online fault detection 
system is essential. In [21], multivariate analytical models based on data 
fusion and artificial intelligence techniques were implemented to avoid belt 
conveyor failures, supporting planned repairs, and reduce repair costs and 
production losses associated with breakdowns.

In [15], a data science team developed an anomaly detection algorithm that 
was able to determine the indicators of failure in a Ball Mill drive gearbox 
and pinion bearings. Although there was a large amount of condition moni-
toring data available (vibration, pressure, and temperature sensors), only a 
small number of failure records were available. The challenge was to isolate 
the different failure mechanisms (no failure classifications provided) and 
develop a predictive model that would allow component repair/replacement 
to be scheduled during quarterly plant shutdowns. The developed model 
was tested against previous failure data to determine the appropriate confi-
dence level of the model. Back testing results show 85% accuracy in predic-
tions, correctly identifying past failure events separately to repair events.

PdM for Mining Fleet

A mining fleet is the most critical and expensive asset of a mining operation. 
Operating and maintaining that equipment at high performance is expensive, 
and unplanned maintenance events have a direct impact on the production 
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outcome and costs. The failure of a single component could affect the entire 
system, and one day of unexpected downtime could cost many thousands 
of dollars [22]. Mining operations worldwide typically adopt preventative 
maintenance based on the equipment's manufacturer schedules. These esti-
mations can be drastically affected by the actual use of the equipment.

According to the literature review described in [22], multiple approaches 
can be used to perform predictive analytics in a fleet.

• Summary statistics – Evaluates the behavior of equipment to learn
relevant statistics. For example, counting faults and determining
equipment efficiency.

• Hypothesis testing – Comprises the investigation of causal
relationships.

• Clustering – Applied to find novel concepts and allows heteroge-
neous groups of items to be grouped by similarity. For instance, fault
categories can be grouped according to sensor data.

• Classification – Can be used to categorize a variety of faults.
• Anomaly detection – Can be applied to find abnormal signals due to

a fault or malfunction.
• Frequent pattern mining – Can identify correlations between vari-

ables and could be used to search faults that often occur together.
• Process mining – Used to reconstruct sequences of activities using

event data and may be applied for deviation detection.
• Sensor selection – Approach used to improve the accuracy of the

chosen models.

The analytical evaluation of the fleet can be categorized into two major types: 
onboard analytics and fleet-wide analytics. In the onboard analytics, data is 
processed locally in the equipment, which means that only a single equipment 
data is used in the predictive models. The benefits of this approach include (1) 
fog computing (a computational resource that enables real-time analytics and 
supports low latency and lightweight computing) and (2) the capacity of sup-
porting simple models to analyze individual vehicle's sensors, such as expert 
systems. On the other hand, fleet-wide analytics combine data from the entire 
fleet, performing cross-fit analytics. The benefits include (1) higher accuracy 
in identifying faults, (2) capacity of accurately identifying no-fault events, (3) 
uncovering new types of faults, by applying similarity approach, (4) capacity 
of searching for root causes of the faults and (5) great performance for moni-
toring the normal status of many similar vehicles (a most common scenario) 
since fault data is often scarce. Finally, it is known that systems that integrate 
both fleet-wide and onboard analytics produce better PdM results [22].

In terms of advanced analytics techniques for PdM, a variety of approaches 
are found in the literature. In underground mining, predictive failure using 
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data from Load Haul Dump (LHD) is a rich research field. A typical LHD has 
more than 150 sensors.

Using data from an underground mine in Canada, [23] studied the appli-
cation of genetic algorithms for PdM of mining machinery. Assuming that 
failures of mining equipment caused by various agents follow the biological 
evolution theory, the team created software that analyzed data of an LHD 
and reached satisfactory results. Other successful applications involve super-
vised and unsupervised ML algorithms. According to Ref. [24], a supervised 
learning approach using Support Vector Machine and NN can be used to 
classify engine condition of an LHD in three categories: normal, suboptimal, 
or imminent failure. The model's inputs considered for training the algo-
rithm included engine data (torque, coolant temperature, oil pressure, turbo 
boost pressure, and speed), wheel-based speed, and historical based speed. 
Another ML case relied on unsupervised ML using One-Class Support 
Vector Machine to predict conditions leading to engine failure.

In the thesis published in Ref. [11], the Sequential Pattern Mining tech-
nique was used for analyzing big data collected from a North America 
mining company. The dataset presents records from eleven trucks for nine 
months. Sequential Pattern Mining is a data mining technique that searches 
for patterns that occur consecutively in a database or patterns that have an 
association with time or other values. The approach has demonstrated great 
applicability to uncover important patterns in sequential data. In the studied 
case, three failure codes were selected and, first, several patterns between the 
two same codes were identified. Second, a variety of patterns were uncov-
ered in the last three and five shifts that anticipate the breakdown. Despite 
some improvement opportunities reported by the author, the prediction rate 
was more than 90% in the last five shift events.

The mining company Barrick Gold decided to improve the asset health 
monitoring system of their truck haul fleet in order to increase maintenance 
efficiency and reduce costs. The operation where the initiative was devel-
oped – Pueblo Viejo – had 34 haul trucks, and the project involved real-time 
gathering information using the available systems and sensors at minimum 
cost. Instead of keeping with the traditional reactive approach, the mainte-
nance team is now one step ahead of the failure. As a result, the company 
saved $500,000 and reduced the total number of failures from engine, brake, 
and suspension faults by 30% [17].

In a pilot study with a leading mining operator, the industrial AI soft-
ware company Uptake processed 365 million data points from a fleet of 44 
Caterpillar 797Fs to uncover insights that resulted in a 3% downtime reduc-
tion and a 5% improvement in haul truck utilization. The most difficult chal-
lenge reported was related to adding context to the machine fault codes before 
training the ML model so that the false failures could be distinguished from 
true failures that require action [24].

A predictive analytics solution provided by the PdM software company Dingo 
provides predictive models based on AI and ML techniques. The Anomaly 
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Detection and Remaining Useful Life models are developed by c ollecting 
and combining failure data from the actual equipment. One of Dingo’s min-
ing clients was experiencing a degrading final drive life on Caterpillar 789 
C&D trucks, which resulted in significant costs and downtime impacts to the 
operation. Before the implementation of the predictive analytics solution, the 
average life of final drives had decreased by more than 30% (from 19,092 to 
13,229 hours). After understanding the most common failure modes (broken/
worn teeth in the central gear and worn copper washers) and using the only 
condition monitoring data available for these components (oil analysis), a team 
of data scientists identified the most correlated oil analysis indicators to failure 
and developed proprietary ML models to predict future failures.

References

1. Daily, J. and P. Jeff, Predictive maintenance: How big data analysis can improve
maintenance. In Richter, K., Walther, J. (eds.) Supply Chain Integration Challenges
in Commercial Aerospace. 2017: Springer, Cham.

2. Mckinsey. Smartening up with Artificial Intelligence (AI). 2017.
3. Carvalho, T., et al., A systematic literature review of machine learning methods

applied to predictive maintenance. Computers & Industrial Engineering, 2019. 137:
p. 106024.

4. Zhao, R., Y. Ruqiang, C. Zhenghua, W. Peng, and G. Robert, Deep learning and
its applications to machine health monitoring: A survey. 2015.

5. Wang, J., M. Yulin, Z. Laibin, G. Robert, and W. Dazhong, Deep learning for
smart manufacturing: Methods and applications. Journal of Manufacturing
Systems, 2018. 48: pp. 144–156.

6. Zhao, R., Y. Ruqiang, W. Jinjiang, and M. Kezhi, Learning to Monitor Machine
Health with convolutional bi-directional LSTM networks. Sensors, 2017. 17:
p.. 273.

7. Martinez-Arellano, G., T. German, and R. Svetan, Tool wear classification using
time series imaging and deep learning. The International Journal of Advanced
Manufacturing Technology, 2019. 104: pp. 3647–3662.

8. PwC and Mainnovation. Predictive Maintenance 4.0: Predict the unpredictable. 
2017.

9. Sahal, R., B. John, and A. Muhammad, Big data and stream processing plat-
forms for Industry 4.0 requirements mapping for a predictive maintenance use
case. Journal of Manufacturing Systems, 2020. 54: 138–151.

10. Fekete, J., Big data in mining operations. Copenhagen Business School, 2015.
11. Kahraman, A., Maintainability analysis of mining trucks with data  analytics. 2018.
12. Kruczek, P., et al., Predictive maintenance of mining machines using advanced

data analysis system based on the cloud technology. 2019. 5, pp. 34-37.
13. Moore, E., Digital double. CIM Magazine, 2018, 2: pp. 46–51.
14. Kirkwood, B. and D. Emilie, Artificial intelligence in mining: It has begun. IDC

Perspective, 2020.



168 Data Analytics Applied to the Mining Industry

15. Dingo. The practical application of predictive analytics. Austmine Webinar:
Operating with a Crystal Ball, 2020.

16. Gleeson, D., Codelco Looks to Uptake’s AI Solution for Equipment Maintenance 
Gains. 2020. [accessed 29/04/2020]; available from: https://im-mining.
com/2019/03/26/codelco-looks-uptakes-ai-solution-equipment-maintenance-
gains/.

17. Provencher, M., A Guide to Predictive Maintenance for the Smart Mine. 2020
[accessed 29/04/2020]; available from: https://www.mining.com/a-guide-to- 
predictive-maintenance-for-the-smart-mine/.

18. Rana, T., Z. Leonard, and K. Abhinav, Optimizing predictive maintenance at
barrick gold. PI World Barcelona, 2018.

19. Leonida, C., Algorithms: Mining’s crystal ball. Mining Magazine, 2017. 6: 18.
20. Uptake. Improve throughput and reduce downtime in processing opera-

tions. 2019.
21. Stefaniak, P., W. Jacek, and Z. Radoslaw, maintenance management of mining

belt conveyor system based on data fusion and advanced analytics. 2018.
22. Killeen, P., Knowledge-based predictive maintenance for fleet management. 2020.
23. Peng, S. and V. Nick, Maintainability analysis of underground mining equip-

ment using genetic algorithms: Case studies with an LHD vehicle. Journal of
Mining,. 2014: pp. 1–10.

24. Uptake. Drive more value from your fleet of haul trucks. 2019.

https://im-mining.com
https://im-mining.com
https://im-mining.com
https://www.mining.com
https://www.mining.com


169

8
Data Analytics for Energy Efficiency 
and Gas Emission Reduction

Ali Soofastaei

Introduction

Since the rise in fuel costs in the 1970s, the value of energy consumption has 
gradually increased. Given that petroleum products are the main sources for 
energy used in the mining industry, such as power, coal, and natural gas, 
raising margins can also minimize millions of tons of gas emissions. 

In our national security, the national economy, and the lives of all, mining 
plays a vital role. To maintain living standards, millions of tons of materi-
als should be mined every year [1]. Mining is an essential part of the global 
economy. It offers vital raw materials such as steel, metals, minerals, sands, 
and gravel to production and construction sectors, utilities, and other enter-
prises, [2]. In other words, for many years, mining will continue to be an 
important part of the global economy.

Mining is an intensive task in terms of energy. In the USA, mining is, 
for example, one of the few non-produced industries classified as energy-
intensive by the US Department of Energy [3]. It is also well known that the 
mining sector can increase its energy efficiency significantly. Again, the US 
Department of Energy estimated that the US mining sector uses approxi-
mately 1315 PJ per year. This annual energy consumption could be reduced 
to 610 PJ or about 46% of the current annual energy consumption [3]. Based 
on recent figures, the Australian mining sector had an energy consumption 
of about 730 PJ in 2017–2018, up 9% from the previous year. This is some-
what higher than the average energy consumption rises in the last decade. 
Mining in South Africa consumes 175 PJ of energy a year and is the largest 
electricity user at 110.9 PJ a year. The effect of this energy intensity on min-
ing operating costs is evident in the connection between increased energy 
efficiency interests and energy prices [4]. Because of recent policy interven-
tions by various governments to implement industrial costs associated with 
carbon emissions (carbon taxes and related regulatory costs), these high-
energy operations are not appropriate from a sustainable or cost point of 
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view. Therefore, all stakeholders have a deep interest in improving mining 
energy efficiency.

Mining companies are both considering reducing energy use to lower costs 
and reducing emissions, especially because of the implementation of carbon 
emissions schemes. To do this, businesses need to have a clear understand-
ing of their current use of resources. 

Mining companies are engaged in the review of their finances, capital 
costs, and operating plans to ensure that their activities will be profitable 
and environmentally friendly. Tangible savings must be obtained by invest-
ments in sustainable practices and capital equipment. In order to reduce both 
costs and environmental effects, mining companies aim to improve energy 
efficiency.

Sustainable investments have not seen substantial returns on investments 
in previous years. However, returns are increasingly attractive due to the 
rapid shifts in the regulatory and economic environment. Investments are 
much more desirable when the advantages of modern technology and busi-
ness practices are taken into consideration, including direct savings from 
increased efficiency and opportunities like carbon tax credits. For example, 
these same investments in energy savings are also extremely desirable when 
you look at them in the long term. The energy (and financial) savings incen-
tive has stimulated mining and government work into reducing energy 
consumption. To this end, many research studies and industrial enterprises 
have been undertaken in mining operations worldwide. Full implementation 
of state-of-the-art technology and deployment of new technologies through 
investments in research and development would save about 37% of mining’s 
current energy consumption.

The deeper depth of the mining ore, which requires greater production, 
transport, and process efforts, increases mining resources. Mining opera-
tions use energy in various ways: for excavation, material transfer, milling 
and processing, ventilation, dewatering, etc. Thus, there are substantial 
incentives to reduce energy consumption based on the experience of com-
pleted industrial projects. All governments and the mining industry have 
been inspired by the opportunity to curb their energy use.

Data analytics is a very suitable approach in which the different data 
sources are collected because it is a science to research raw data in order to 
form conclusions. Cost reduction, faster and better decision-making, and 
eventually, new products and services can be the major advantages of data 
analysis [5].

The four main phases of the mining process that data analytics can be 
used in are the (1) extraction of ore, (2) materials handling, (3) ore com-
minution and separation, and (4) mineral processing. The focus of many 
companies is efficiency improvement in the materials handling phase. 
The transport operation at an open-pit mine constitutes a significant share 
of total energy consumption. Improvement of the energy efficiency of 
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trucks would, therefore, reduce fuel consumption (FC) and emissions of 
 greenhouse gases (GHGs).

The truck and shovel operation in surface mining is the most common 
method of extraction and transport of materials [6,7]. Transport overloads 
form a significant part of energy usage [8]. Such parameters depend on how 
much energy is consumed. Carmichael et al. conducted a study on the effects 
of load density, site geology, road surfaces, and gradients on transport trucks 
‘energy consumption [9]. Cetin analyzed the links between transport opera-
tors’ energy efficiency and load rates, vehicle performance, and driving hab-
its [10]. Beatty and Arthur studied the effect of certain general variables on 
energy consumed by trucks, including mine preparation and cycle time [6]. 
To minimize FC in transit operations, the optimum values of these param-
eters are calculated. The Coyle study focuses on the effect of payload on 
truck fuel use. The effect of the load density variability on the FC of freight 
vehicles is shown in this analysis [11]. Soofastaei et al. have completed sev-
eral different energy efficiency projects in surface and underground mining 
haulage trucks [5,12–19].

The literature was mainly based on the statistical methodologies used to 
estimate the consumption of fuel by mine trucks, to the best of the knowl-
edge of the authors. These models are based on the curves designed for the 
performance of cargo mining trucks by the truck manufacturer [7,20–25].

Data analysis provides a very appropriate way of pooling these different 
sources of data since raw data is analyzed in order to come to a conclu-
sion. The most benefits of data analytics can be presented by cost reduction, 
faster and better decision-making, and finally, new products and services 
[5]. Data analytics is widely used and can be used in areas that many might 
not have thought about before. One area that sees much potential in data 
analytics is the mining industry. For an industry that does trillions of dol-
lars in business every year, data analytics should be considered a necessity, 
not a luxury.

One of the advanced data analytics techniques in this chapter tackles the 
important issue of energy efficiency in mining. The aim will be on haulage 
activities at the open-pit mines. This work is designed to develop an advanced 
data analysis model to examine the complex interactions that affect transport 
trucks' energy efficiency in surface mining. The goal of this study is to use 
the Artificial Neural Network (ANN) to simulate predictions and the Genetic 
Algorithm (GA) to optimize energy efficiency analysis. This study exam-
ined the results of the three key effective FC parameters of haulage trucks. 
These are payload (P), Speed truck (S), and Total resistance (TR) parameters. 
Assessing the connection between FC and the above parameters on a real 
mine site is difficult. Thus, two artificial intelligence approaches were used 
in this project to create a model for estimating and reducing FC. Thus, two 
artificial intelligence approaches were used in this project to produce a pro-
totype for estimating and reducing FC.
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Advanced Analytics to Improve the Mining Energy Efficiency

Mining Industry Energy Consumption

Global mining companies operate under economic and regulatory  constraints, 
which are currently very difficult. Many organizations in the sector report 
their success now in this field in response to increased social concerns about 
the various impacts of the minerals sector and the advent of the idea of sus-
tainable development. However, the use of energy and its climate change 
impact are priorities, with sustainable companies reporting the overall energy 
use and the associated GHG emissions.

Mining companies set targets to improve these indicators. However, at the 
same time, there are global trends towards more complex and less energy-
intensive orebodies. In order to increase the environmental sustainability and 
productivity of their activities, mining companies must, therefore, be more 
creative. In order to reduce their GHG emissions, companies must, in par-
ticular, take into consideration the specific energy usage of their operations.

Research by the government of Australia revealed that the most energy-
consuming industries in 2018–2019 were the transportation product, oil, gas, 
and mining industries. Australia uses a quarter of its annual transport capi-
tal. The manufacturer of metal goods such as aluminum, steel, nickel, lead 
and iron, zinc, copper, silver, and gold accounts for almost 16% of energy 
consumption. The mining industry absorbs 10% of the energy consumption 
of participants. Figure 8.1 displays the other industries with the most signifi-
cant energy use in 2018–2019.

Milling (40%) and material handling by diesel equipment (17%) is the 
 primary type of energy-consuming machinery in the mining industry [16].

Data Science in Mining Industry

Data analysis is a technique used to analyze raw data to find useful informa-
tion, to come to conclusions about the importance of the data and to promote 
decisions. The critical incentive presented for the mining of data analytics is 
the ability of the organization to define, recognize, and then direct the cor-
rection of complex root causes, which entail high costs. Data analysis can, 
therefore, reduce costs and speed up better decision-making, allowing the 
production and implementation of new products and services and generat-
ing added value for everyone [5].

Figure 8.2 illustrates the two dimensions of maturity: a time dimension 
(over which capability and insights are developed) and a competitive advan-
tage dimension (the value of insights generated). At the lowest levels, ana-
lytics are routinely used to produce reports and alerts. These use simple, 
retrospective processing and reporting tools, such as pie graphs, top-ten 
histograms, and trending plots. They typically answer the fundamental 
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FIGURE 8.1
Top energy users by industry sector (Australia, 2018–2019).

FIGURE 8.2
Data analytics maturity levels [5].
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question: “what happened and why?” Increasingly, sophisticated analytical 
tools, capable of working at or near real time and providing rapid insights 
for process improvement can show the user “what just happened” and assist 
them in understanding “why” as well as the next best action to take. Towards 
the top end of the comparative advantage scale are predictive models, and 
ultimately optimization tools, with the capability to evaluate “what will hap-
pen” and the ability to identify the best available responses – “what is the 
best that could happen?”[5]

Haul Truck FC Estimate

Mine trucks consume fuel depending on some parameters (Figure 8.3). The 
seven main groups of these criteria include fleet management, mining prepa-
ration, advanced machinery, road haulage, construct and production, envi-
ronment, and energy efficiency [12,24].

This chapter addressed the impact of P, S, and TR on the energy consump-
tion of mine vehicles. The total resistance equals the total resistance to the 
grade (GR) and the rolling resistance (RR) [24].

TR G= +R RR (8.1) 

The RR is dependent on the tire and road surface. The Rimpull Force (RF) is 
the force that prevents motion while the truck pneumatic rolls on the road. 
The standard value range for RR is between 1.5% and 4.0%. However, the 

FIGURE 8.3
Road and truck relevant parameters [14].
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RR in the mud with a soft spongy foundation can be more than 10% for road 
conditions [12].

The GR is the gradient of the road and is proportionally expressed and taken 
as a ratio between the horizontal and long ascent[12,26]. For instance, a seg-
ment of the road up to 15 m over 100 m has a GR of 15%. The GR may be positive 
or negative depending on a truck moving up or down the ramp. The correla-
tion of the above parameters is demonstrated by the Rimpull-Speed-Grade 
technical capacity of the truck manufacturer (Figure 8.4).

The mine haul truck FC from Equation (8.2) can be estimated [26]:

FIGURE 8.4
Rimpull-speed-grade haul truck curve (CAT 793D) [25].
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FC = ×( )SFC LF %× Po FD (8.2)

where SFC is a full-power Particular Fuel burned (0.213–0.268 kg/(kw.h)) and 
FD is the density of fuel (0.85 kg / L Diesel). Equation (8.3) shows Equation 
(8.2)’s simplified version [27].

FC = ×0.3( )LF Po  (8.3)

where LF is the load factor of the engine and is calculated to the average 
 payload percentage for an operating period [28]. The standard LF values are 
shown in Table 8.1 [24]. Po is the truck power (kW) in Equation (8.3) and is 
defined by

P So = ×( )RF %3.6 (8.4)

The RF is determined by the Rimpull (R) product and the gravity accelera-
tion (g) and S is the Truck Speed.

Emissions of GHG

Diesel engines emit both GHGS and Non-Greenhouse Gases [29] into the 
atmosphere. Total GHG emissions are estimated corresponding to the Global 
Warming Potential and stated in CO2 equivalent or CO2 − e [30,31]. The fol-
lowing equation is used to calculate the emissions of the GHGS diesel truck 
engine [30,32].

GHG CEmissions 2= −( )O Fe = ×C EF (8.5)

where FC is the quantity of fuel consumed (kL) and EF is the emission factor. 
EF for haul truck diesel engines is 2.7 t eCO2 − /kL.

TABLE 8.1

Regular Load Factor Values(LF) [24]

Conditions 
of Service LF (%) State of the Road

Low 20–30 Uninterrupted service with a moderate gross weight of the vehicle 
less than proposed. The mission is not over.

Average 30–40 Constant running on standard gross vehicle weight, minimum 
payload suggestion

High 40–50 Continuous service with or above the estimated cumulative gross 
vehicle weight
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Mine Truck FC Calculation

This study explains the relationship between combusted truck fuel and 
established factors (P, S, and TR). The subsequent section describes an ANN 
model developed to assess the variability in the truck's FC.

Artificial Neural Network

ANNs are a growing synthetic intelligence framework to model multiple 
variables with one essential factor fitness. Considering specific parame-
ters that influence the FC of mine vehicles, FC can be determined. ANNs 
are applied in various engineering fields, such as raw material engineer-
ing [33–35], chemical engineering [36], and motorized engineering [37–39]. 
ANNs are needed to respond to multifaceted challenges since they can 
understand the combined relationships between the various problems 
involved. ANN's main benefit is that it allows nonlinear and linear cor-
relations to be simulated between factors by using the data provided for 
learning the network. ANN is the representation of templates that are used 
for learning by the brain, also known as a parallel distribution [39]. They 
are a variety of techniques that mimic some of the established features of 
standard nerve structures and rely on analogies of adaptive learning that 
have been accepted. The critical part of an ANN model may be the unique 
structure of the information processing classification. Weighted connectors, 
therefore, provide enough neuronal mapping. ANNs are used in several 
computer applications for multifaceted issues.

An ANN was developed in this chapter to produce a FC index (FCIndex) as a 
function of P, S, and TR. The defined parameter indicates the number of liters 
of diesel consumed in an hour to push one ton of mined material.

Modeling Built

A feedforward, multi-layer perceptron NN with three input variables and 
one output is the configuration of the generated ANN algorithm for function 
estimates. The functions of activation in the hidden layer (f) are the continu-
ous nonlinear sigmoid tangents given in Equation (8.6).

 
2

f E= =tan sig( ) − 1 (8.6)
1 e+ −xp( 2E)

where E by Equation (8.7) can be calculated.

 
q

Ek = +∑( )W Xijk j b Kik = 1, 2, , .....m (8.7)
j=1



178 Data Analytics Applied to the Mining Industry

In cases where x is the normalized input differ, w shall be the weight, i shall 
be the input, b shall be the bias, I shall be the number of input variable, and k 
and m shall be the number and number of neural network nodes in the hid-
den layer, respectively.

Equation (8.7) can be used to activate hidden layers and output layers (in 
this equation, F is the transfer function).

F fk k= ( )E (8.8)

The manufacture cap calculates the weighted sum of the signals and related 
coefficients given by the hidden layer. Equation (8.9) allows for network effi-
ciency (Figure 8.5).


= 


∑

m 
Out W Fok k  + bo (8.9)

k−1 

FIGURE 8.5
The scheme structure of the ANN (Example).
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Application Established Network

The developed ANN algorithm can be used for estimating truck FC, accord-
ing to P, S, and TR, based on the steps below.

Step 1 – Standardization of input parameters −1 to + 1

 X X− 
X = min

n  × 2 1 − (8.10)
 X Xmax m− in 

Step 2 – The E parameter calculation for each hidden node

Ek i= +∑
q

( )W X, ,j k j ib k,k = 1, 2, ....,15 (8.11)
j−1

Step 3 – F parameters estimation

2
Fk = − =1 1k , 2, ....., 15 (8.12)

1 e+ −xp( )2Ek

Step 4 – Normalized FC Index Estimate (FCIndex(n))

FCindex( ) ,= +∑
15

n o( )W Fk k bo (8.13)
k−1

Step 5 – FCIndex(n) denormalization

( )FC + −( )FC = +13.61 n n1 237.92 FC
index (8.14)

2

Applied Model (Case Studies)

The evaluation and validation process of the developed model was based 
on several data sets from mine engineers obtained in large surface mines in 
Australia and the USA. Table 8.2 includes complete detail on these mines.

In order to train the established ANN model, only a small number of pair-
ing data were randomly collected from mines (Table 8.3). Independent sam-
ples were used to check the network accuracy and validate the model. The 
results show that the real and projected FC values at all the investigated mine 

TABLE 8.2

Studied Mine sites (General Information)

Name Product Location Fleet Size

Blackwater Coal Queensland, Australia 184 Truck
Morenci Copper Arizona, USA 165 Truck
Sierrita Copper Arizona, USA 76 Truck
Kayenta Coal Arizona, USA 83 Truck
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sites are appropriate. In the test results of the synthesized networks, the hori-
zontal and vertical axes are shown in Figures 8.6, where the approximate FC 
values are shown by the actual FC and the model.

Product Results Established

Figures 8.7–8.10 show the relationship between the P, S, TR, and FCIndex 
provided by the established ANN for a standard range of payloads in four 
studied mining sites for different truck types. The graphs indicate that 
FCIndex and Gross Vehicle Weight (GVW) have a nonlinear relation. The 
empty truck weight plus payload is GVW. The rate of energy consump-
tion increases intensively with rising total resistance. However, by adjust-
ing truck speed, this energy consumption rate does not change suddenly. 
The model built also shows that the sum of FCIndex varies by truck speed 

TABLE 8.3

Generated Model Training and Validation Data Sets

Used Data for 
Mine Site Used Data for Training Validation

Blackwater (Australia – Queensland) 1,500,000 2,000,000
Morenci (USA – Arizona) 1,000,000 1,500,000
Sierrita (USA – Arizona) 2,500,000 3,000,000
Kayenta (USA – Arizona) 800,000 1,000,000

FIGURE 8.6
Comparison of the actual values with the expected FC for trucks by the established ANN model.
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FIGURE 8.7
Correlation calculated by ANN between P, S, TR, and FCIndex (CAT 793D).

FIGURE 8.8
Correlation calculated by ANN between P, S, TR, and FCIndex (CAT 777D).
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FIGURE 8.9
Correlation calculated by ANN between P, S, TR, and FCIndex (CAT 775G).

FIGURE 8.10
Correlation between P, S, TR, and FCIndex estimated by ANN (CAT 785D).
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and payload variability. Nevertheless, the connection between all essential 
factors and consumption of energy is not apparent. As a result, a different 
artificial intelligence model is needed to find the ideal value for the selected 
elements in order to reduce cargo FC.

The GHG emotions produced by haul trucks in surface mines can be calcu-
lated by the FCIndex predicted in the ANN model. Table 8.4 displays an aver-
age CAT 793D (CO2 − e) Index at the studied Australian mine site. The indicator 
shows how much CO2 − e is generated in an hour to push one ton of mining 
material.

The results show a logical link between the emissions of GHGs emitted 
and the truck activity parameters. The speed and total resistance of the truck 
would increase emissions of carbon. If the truck is transported by the sup-
plier with the required payload, the minimum amount of gas is produced. 
With full cars, the fleet would significantly increase gas emissions.

Optimization of Efficient Mine Truck FC Parameters

Optimization

Optimization is a real way of identifying the best-quantified solution to prob-
lems as part of the quantitative work. Two elements must be considered in 
order to solve technical problems. The first is the field of research, and the 
second is a set of objectives. The research field considers every potential of the 
solution. The objective function is a math function that links each point in the 
answer field to a real value suitable for evaluating all field members. In min-
ing engineering, solving numerous numerical problems was an on-going task. 
The stability of their mathematical models, which they challenge to portray 
in real complex and dynamic circumstances, characterize conventional opti-
mization models. The implementation of artificial intelligence optimization 

TABLE 8.4

Estimated Green House Gas Emissions by ANN (CAT 793D - Sample)

(CO2-e) Index kg / (h.ton)

GVW (ton)

Total Resistance = 12% Total Resistance = 8%

S = 20 
(km/h)

S = 15 
(km/h)

S = 10 
(km/h)

S = 20 
(km/h)

S = 15 
(km/h)

S = 10 
(km/h)

340 0.599 0.589 0.581 0.559 0.556 0.554
360 0.591 0.586 0.578 0.556 0.554 0.549
380 0.589 0.583 0.575 0.554 0.551 0.548
400 0.589 0.583 0.575 0.554 0.551 0.548
420 0.591 0.586 0.578 0.556 0.554 0.551
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techniques, such as heuristic search techniques, reduced the complexity of 
stiffness. Heuristic rules can be described well as applicable laws, which are 
the product of the experience and observation of behavioral system patterns 
in an experiment. They are suitable for solving all sorts of technical problems. 
In the 1950s, heuristic patterns were proposed using natural equivalences to 
model biological phenomena in engineering. These models are called natural 
methods of optimization. One of the significant benefits of using templates is 
a random function. In the 1980s, the use of these models to automate functions 
and processes was accomplished by improving the computers when tradi-
tional models were not successful in this area. Some new heuristic models, 
such as simulated annealing, swarm algorithms, ant colony optimization, and 
GAs, have been built in the nineties by previously completed algorithms.

Genetic Algorithms

As a biological engineering approximation, Holland (1975) proposed GAs to 
design and implement functional adaptive systems based on principles from 
both natural and genetic evolution [40]. GAs are relatively modern optimiza-
tion models in the new generation. We use no quantitative information. We 
are thus very likely to escape a local minimum. Their use in similar techni-
cal issues leads to globally optimal solutions or, at least, more appropriate 
solutions than those obtained from other conventional mathematical models. 
They use a simple comparison of evolutionary processes. People from the 
field of research are picked by chance. The fitness of the answers resulting 
from the parameter to be optimized is subsequently determined by the fit-
ness function. The person who produces the best fitness within the popu-
lation has the highest opportunity to enter the next generation and repeat 
with another person by crossover and establish decadences with both char-
acteristics. If an AG is appropriately developed, then the population (a group 
of possible solutions) converges to an optimal answer to the given problem. 
The methods most involved in evolution are crossover, based on the selec-
tion, reproduction, and mutation. In some technological, science, and eco-
nomic problems, GAs have been used [38,40–43] due to their potential as 
optimization methods for multifaceted functions. There are four significant 
advantages when using GAs to solve problems. First of all, GAs do not have 
different optimization problems in mathematical requirements. Second, 
GAs can deal with certain kinds of objective functions and restrictions in 
discrete, continuous, or mixed fields of research. Third, the abundance of 
evolution operators makes GAs extremely useful for global searches. Finally, 
GAs give us great versatility to hybridize domain-dependent heuristics so 
that the problem can be efficiently applied. Apart from genetic operators, the 
influence of some variables on GA behavior and performance also needs to 
be analyzed in order to find them following the problem requirements and 
available properties. The effect of each factor on the efficiency of the algo-
rithm depends on the class of issues being discussed. The determination of 
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an optimal value group of these variables will, therefore, depend on a large 
number of experiments and tests. In the GA system, there are many primary 
parameters. Table 8.5 displays the specifics of these critical parameters.

The key GA parameters are the population size, which affects the overall 
efficiency and performance of the GA. This mutation rate prevents a particu-
lar position from standing in value or from randomizing the quest.

GA System Developed

This chapter presents the GA model to boost three efficient critical energy 
consumption parameters of freight trucks at the mining site studied. The 
GA was chosen as an optimization technique mainly because it provides a 
variety of solutions and because of its parallel power during the search pro-
cess. The main objective of this optimization method is to provide a set of 
P, S, and TR values for the final user, to achieve a minimum of FCIndex. This 
range of values is essential for real applications; for example, truck operators 
cannot hit an exact speed point or even an average for the whole cycle time. 

A key point in using GA as an optimization mechanism is the management 
of population viability. Both individuals should be tested over generations if 
they are in the same range (i.e., maximum and minimum values) in which the 
ANN has been educated for two main reasons. First, the ANN only mapped 
the relationship between P, S, TR, and FCIndex based on data given during the 
training stage, and only in this distribution are predictions results and fit-
ness values accurate. Second, each attribute's values must reflect the reality 
of mine sites and the limited operation of trucks to provide viable solutions.

In the built model payload, truck speed and total resistance are the indi-
viduals and mine truck FC is the primary function of optimizing. The fitness 
function was developed by the ANN algorithm in this model. Figure 8.11 
shows all GA processes in the developed model.

Seven main processes were defined in this model. These procedures include 
initialized, encoded, crossed, mutated, decoded, selected, and replaced. 
Examples of the above procedures can be found in Table 8.6.

TABLE 8.5

GA Parameters

GA Parameter Details

Fitness function The key optimization function
Individuals A person is subject to any parameter for fitness. 
Populations and generations A population is a variety of people. In each iteration, 

the GA measures the existing population in order to 
produce a new generation. 

Fitness value The individual’s fitness value is the value of each fitness 
function.

Children and parents The GA selects specific individuals from the existing 
population, called parents, for the next generation.
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The key factors used to monitor algorithms in this established model were 
R2 and MSE.

In this research, computer code in Python was written to complete the 
ANN and GA models created. Payload, truck speed, and total resistance are 
the algorithm input parameters in the first step (see Figure 8.12).

Based on the completed ANN model, the completed model generates a fit-
ness feature. This role is the relation between FC and inputs. In the second 
step, the function formed takes the GA (optimization) process as an input to 
the computer code. The finalized codes start all GA procedures according to 
model-defined stopping criteria (MSE and R2).

Finally, the algorithm presents structured parameters (P, S, and TR). These 
enhanced factors can be utilized to minimize the mine truck FC. In the built 
models, all procedures are based on existing data from a large surface mine 
in Australia. However, for other surface mines, the completed methods can 
be prepared by changing the data.

FIGURE 8.11
Processes of GAs (developed model) [14].

TABLE 8.6

GA Procedures

Procedure Details

Initialization Produce an original candidate solution population
Encoding Digitalize population original value
Crossover Combine two or more parental responses to make one new
Mutation Chain of divergence. It is intended to rarely eliminate one or 

more people from a minimum local area and theoretically find 
a better answer

Decoding Adjust a new generation's digital format to the original
Replacement Replace people with excellent parental health
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Outcomes

The first step towards using the established optimization model is to define 
the range of all variables (individuals and minimum and maximum values). 
This range is calculated based on the collected data in the developed model. 
The parameters for controlling model generation are R2 and MSE. Figure 8.13 

FIGURE 8.12
Final developed model.

FIGURE 8.13
The determination coefficient and mean square error for all generations.
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demonstrates the variability of these parameters in the studied mine site in 
generations.

In the studied mine site, R2 was about 0.98, and after the forty-seventh gen-
eration, the MSE was about 0. These values were only updated until, in the 
fifty-third generation, the GA was stopped. The control factor values were 
thus stable after the forty-seventh generation, but the algorithm continued 
all procedures until the fifty-third generation. This is because the algorithm 
has established a confidence interval to obtain reliable results. Figure 8.14 
shows the importance of the fitness function (FCIndex) in all generations. The 
estimated FC of mine truck ranges from 0,03 to 0,13 (L/ (h. ton)). The calcu-
lated results have a mean of 0.076 (L/ (h. ton)), and over 45% of the results 
are above the average. Although the model presented could lead to local FC 
minimization, acceptable results can be found after the forty-seventh gen-
eration. Figure 8.14 also shows that the FCIndex is approximately 0.04 (L/ 
(h. ton)) in the appropriate area. This means that the minimum FCIndex for 
the CAT 793D is approximately 0.04 (L/ (h. ton)) by increasing weight, truck 
speed, and total strength at the studied mine site.

In these case studies (all mine sites), the optimal set of variables to reduce 
FC is described in Table 8.7.

Besides, the mine managers approved the use of the proposed optimiza-
tion model for the studied mine site, which decreased FC by 9% and related 
GHG emissions by six months with the production application in the mine. 
The management team also recorded a 5% increase in efficiency during the 
application testing period.

FIGURE 8.14
FC in all generations.
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Conclusion

This chapter and algorithms aimed at improving energy efficiency and 
reducing emissions of GHG by looking at specific databases based on the 
correlations between effective parameters. These relationships were com-
plex, and the techniques of artificial intelligence were necessary to estab-
lish a simple algorithm to tackle this problem. A relationship between the 
examined parameters has been explained in the first section of this chap-
ter by an ANN algorithm. The results showed a nonlinear association with 
the parameters tested in FC. The ANN has been taught and checked by the 
collected datasets from actual mine sites. The achievements showed that 
the calculated and real values of the truck intake of fuel were well orga-
nized. In the second part of this chapter, a GA was developed to reduce FC 
in transport operations. The results show that the optimization of effective 
energy consumption factors can be achieved by applying this approach. 
The algorithm developed could detect local fitness minimum levels. The 
GA model provided underlined positive results in order to reduce the rate 
of surface mining FC. The range of efficient FC parameters were optimized 
for haulers and the best payload, truck speed, and road resistance values 
were underlined to minimize the FCIndex. The models can be enhanced by 
increasing the number of input parameters in this chapter. In real mine 
sites, selected parameters can be tested. Nonetheless, it is a bit difficult 
for current systems to adjust the total resistance and monitor the varia-
tion in the payload. The algorithms mentioned in this chapter can replace 
other achievable parameters, including idle time, queuing time, etc. with 
model parameters.

TABLE 8.7

Recommendations for Optimization Models to Optimize Energy Efficiency Gains

Truck Variables
Normal Optimized

Min Max Min Max
CAT 793D Gross vehicle weight (ton) 150 380 330 370

Total resistance (%) 8 20 8 9
Truck speed (km/h) 5 25 10 15

CAT 777D Gross vehicle weight (ton) 65 150 145 150
Total resistance (%) 9 25 9 11
Truck speed (km/h) 10 45 10 12

CAT 775G Gross vehicle weight (ton) 45 95 75 90
Total resistance (%) 13 20 13 14
Truck speed (km/h) 5 55 9 13

CAT 785D Gross vehicle weight (ton) 125 215 200 215
Total resistance (%) 8 15 8 9
Truck speed (km/h) 5 45 10 15
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9
Making Decisions Based on Analytics

Paulo Martins and Ali Soofastaei

Introduction

The Big Data (BD) era and the power of Advanced Analytics (AAs) tools 
are fundamentally changing the way companies make decisions, disrupt-
ing existing business models and ecosystems. Advances in digital and 
mobile technology, new computer architecture, and intelligent software have 
resulted in a vast proliferation of data and allowed us to collect, store, and 
process data from almost anything in different forms and magnitude. The 
power created by this never-before-seen technological scenario raises some 
critical questions:

• what to do with all this information and how to use it for minimiz-
ing risks and making better decisions?

• considering all sophisticated analytical tools, how to incorporate
their insights into the organizational culture?

Traditional successful leaders most commonly rely on their experience 
and intuition to make crucial decisions. New generations of digital leaders 
face real challenges to put their transformational view and guide compa-
nies towards data-driven objectives. They must deal with several variables, 
and the speed and volume of transactions are just too much for human 
decision-makers.

In this regard, Stanford professors Jeffrey Pfeffer and Robert Sutton explored 
the gap between having information and acting. The authors explained how 
some action inhibitors such as exaggerated competition between internal 
departments, inefficient and complex performance measurement systems, 
and lack of critical thinking could undermine an organization’s ability to 
progress despite having all this knowledge available to them. Unfortunately, 
turning awareness into doing, with actionable initiatives, is hard, creating an 
ever-widening gap between leaders who are acting and those who are not [1].
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In this landscape, AAs surge as a potential agent to help companies redesign 
their strategies and enhance their capacity to put data into action. The compa-
nies have obtained real value in conjunction with real-time data updates from 
predictive and prescriptive analytic techniques to enable dynamic decision-
making. Industry 4.0 emerging knowledge such as natural language process-
ing, machine learning (ML), automation, and intelligent machines can create 
leaps of efficiency, meaning, and insight that is hidden within the business and 
the world at large – a unique opportunity for leaders to make more informed 
and effective decisions [2].

Indeed, this is simultaneously the best and the worst of times for decision-
makers. This is best because of the considerable amount of affordable data 
coupled with improved analytics methods and a better knowledge of how 
to mitigate the cognitive biases that often undermine the decision process 
in an organization. This is the worst because of the frequent disconnection 
between organizational dynamics and digital decision-making increases the 
levels of frustration among operational managers and executive leaders [3].

While the concept of BD and AAs has been around for years, many com-
panies are still lagging when it comes to incorporating data to improve 
the decision-making process. According to the Global Data and Analytics 
Survey 2016: Big Decisions from PWC, more than two-thirds (61%) of partic-
ipants say their business decisions are only somewhat or rarely data-driven 
[2]. A recent Deloitte survey reported that although many companies have 
adopted technologies and created data teams, few are making the transition 
to reach higher maturity levels and fully embrace data analytics. The report 
correlated the adoption of a fragmented, siloed strategy to data analytics 
techniques and technologies, with a decline in the success rate achieved by 
many enterprises, and highlighted the importance of culture-orientation to 
data-driven responsibility assignment, adequate training, and leadership 
in becoming a data-driven organization. Among those, culture was identi-
fied as the most common culprit, and only 39% of respondents consider 
their company has embedded a powerfully built cultural orientation to 
benefit from data insights. Additionally, the survey showed that only 37% 
of respondents believe that the workforce in their company understands 
the importance of data.

Buying and using analytics tools is not hard— changing behaviors is [4].

Surprisingly, the survey showed that 67% of those surveyed express discom-
fort consulting or manipulating data from their available resources and tools, 
an alarming statistic considering that data and analytics are at the heart of 
smart business decisions. Current leaders need to identify data quality issues 
and develop an enterprise-wide approach to ensure that information is being 
extracted or created on an ongoing basis. This involves drawing a detailed 
road map for investing in technology and building a common and standard-
ized baseline for monitoring and managing risk [4].
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The digital revolution is disrupting the way managers use data to improve 
several operations, including logistics, resource allocation, scheduling, 
manufacturing, maintenance planning and execution, marketing, and sales. 
Many organizations are following these trends and integrating continuous 
improvement, innovation, business intelligence, and operations research in 
the same environment of AAs.

Comprehensive analysis can significantly improve decision-making, reduce 
risk, and uncover valuable insights from data that would otherwise remain 
hidden [5]. As BD has increasingly scaled up, AAs tools become more and 
more essential to enable understanding, find patterns, and optimize pro-
cesses. Statistical and mathematical techniques are being primarily adopted 
to address business problems and systemize decision-making. With advanced 
statistical models, valuable insights are obtained, and companies can explore 
new opportunities. For example, managers can use data analytics to boost 
their efficiency when faced with complicated financial dashboards and 
reports. Analytical methods can be applied to identify trends and extract 
detailed insights to evaluate cost variations, understand competitors' position, 
and define customer and product segmentation strategies. Similarly, AAs cal-
culation can be applied to solve business challenges in operational excellence, 
product development, and strategic planning areas.

Analytics has also proved to be a high-value approach for strategic deci-
sions in the supply chain area. Inefficiencies can be identified, and improve-
ment opportunities unhidden. Risk modeling and assessments can be 
executed to support investment decisions. Some other improvement oppor-
tunities include inventory management, channel management, procurement, 
and logistics [6].

Organization Design and Key Performance Indicators (KPIs)

Organizational Changes in the Digital World

The accelerated pace of strategic change driven by disruptive technologies 
has resulted in an increasing trend for companies to review their organiza-
tional structures. To boost a company’s performance, business leaders have 
focused on their ability to adapt to a more complex environment defined by 
hyper-competition, disruptive technologies, high customer standards, and 
tight regulation. The introduction of technologies such as automation and 
ML/artificial intelligence (AI) can dramatically change how work gets done – 
they alter some processes and eliminate others. Companies that prioritize 
their digital journey are committed to rewiring their organizational struc-
ture to reflect their objectives and capture all the potential benefits.
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Despite the growing trend, the statistics related to reorganization initiatives 
are not favorable. Surveys conducted by top management firms reported that 
more than 80% of the respondents indicated that they had experienced a 
recent redesign in their organizations, and less than 50% rated fewer than 
half of the reorganization efforts as successful [7,8]. To successfully reach 
the desired result, leaders must deeply work on different aspects such as 
hierarchy, number of layers, leadership and talent capabilities, performance-
management system, and communication. In today’s fast-changing world, 
many companies have replaced their traditional organizational structure 
and successfully embraced Agile principles to establish a modern and adapt-
able operating model.

Traditional organizational structures, based on most of Taylor’s and Ford’s 
principles associated with Scientific Management, have dominated industries 
from 1911 to 2011, known as “the management century.” This model opened an 
era of unprecedented effectiveness and efficiencies leveraged by some highly 
adopted principles, such as Quality Control, Total-Quality Management, 
Knowledge Management, Lean Production, and Management [9,10].

The digital revolution is transmuting economies, industries, and societ-
ies. This quickly evolving environment, highly influenced by the constant 
introduction of technology and accelerated democratization of information, 
demands more flexibility and capacity to react to changes.

Traditionally, organizations are designed for and measured by stabil-
ity in their structures, responsibility profiles, and goal systems. Their fixed 
and vertical hierarchy structure – box and lines on the org chart – typically 
defines where activities are executed, how performance is measured, and 
who is responsible for awarding bonuses. Usually, a boss oversees the team 
and manages direct reports. Business leaders believe their organizations 
should operate in a mathematical model where structure, governance, and 
processes are aligned to perform in a clear, predictable way [11]. The deci-
sion-making process in this type of structure follows a top-down hierarchy 
for almost all levels of decision, slowing down the flow.

On the other hand, Agile organizations first define the “primary” one 
dimension of their organizational structure and, consequently, where indi-
vidual workers work. Performance monitoring, and determination of ben-
efits, however, are most likely to happen in teams that cut across formal 
structures. Supported by a backbone of stable elements, an iterative and 
flexible architecture is followed. They master the art of stability and flex-
ibility and can quickly respond to new market opportunities and deploy 
resources where need. With a focus on rapid interaction and experimenta-
tion, they are open to keep continually learning and face uncertainty [12]. 
To become more agile, companies are modifying their organizational struc-
ture, redefining roles, and improving integration between the business and 
information technology. Agile management practices promote continuous 
improvement, adaptive planning, evolutionary development, innovation, 
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collaboration, and rapid and flexible response to environmental conditions, 
market, customers, technology, and competition [13].

Embedding KPIs in the Organizational Culture

Regardless of whether it is based on Traditional or Agile concepts, organiza-
tional redesign comes together with an in-depth review of the performance 
management system, which includes governance mechanisms, business 
metrics, and measurement systems and methods. Top-down strategies that 
cascade down companies’ targets – created to achieve chief executive officer’s 
and senior leaders’ targets – to business units, smaller units, and ultimately 
individuals, may, along the way, produce a siloed and dysfunctional group 
of metrics. To overcome this problem, common KPIs must be clearly defined 
[11]. By incorporating KPIs, companies can change organizational practices 
and interdependency between methods. They are a powerful tool to align 
different divisions and individuals with one goal, making performance 
management all the members’ responsibility.

Although some studies have shown that performance measurement prac-
tices can shape the employee’s mindset and behavior and vice versa, the 
cultural aspect is not commonly explored in the literature [14]. KPIs are the 
key to development, and an effective performance management system and 
successful implementation require a stable integration among departments 
and business units combined with increased perception of its importance. 
Business leaders are responsible for ensuring the correct definition of KPIs to 
support business strategies.

In the current practice, dashboards are used to report and present KPIs with 
contextual information to help the identification of deviations and their root 
causes. However, some drawbacks are related to the complexity of finding rela-
tionships between KPIs and their characteristics [15]. Many companies face the 
challenge of standardizing KPI definition and data granularity level across all 
parts of the business. A classic example is the cost allocation definition, where 
some areas allocate items as variable costs while others define them as fixed 
costs. A consensus around this common taxonomy is essential to succeed.

Performance-management systems have significantly evolved over the 
years, and the metrics they use have become more complex and sophisti-
cated. KPIs are not always well defined and communicated, and sometimes 
it is hard to define an appropriate KPI to connect with each business objec-
tive. New sources of data, in different forms (e.g., unstructured data) and 
increased sizes, have the potential to enhance the company’s analytical capa-
bilities by reinforcing their association with internal KPIs and creating value 
by making these data actionable [16]. Application of data analytics takes the 
performance-management cycle to a higher level since it provides advanced 
insights and pattern identification to complement the simple visualization 
provided by traditional Balanced Score Cards and descriptive dashboards. 
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This is much more than metrics management. Indeed, data analytics creates 
a healthy skeletal structure that enables continuous improvement and opti-
mization. It helps to investigate what is working and what is not working in 
each department. High-performance organizations can even automate sev-
eral decision processes, for example, using Robotic Process Automation to 
redesign routine tasks and establish intelligent systems to control process 
variability. Relevant data extracted from internal and external sources can 
be used to build predictive models aimed to forecast gaps on strategic KPIs, 
guiding decision-makers towards the company’s objectives.

For example, the AAs firm, Quantum Black, developed a predictive model 
using the operational data from a mining company such as operating hours, 
ore characteristics, and load volume and external data like weather condi-
tions. The analytical model can detect the initial signs of failures, such as 
motor voltage, current, and temperature, empowering the company's capac-
ity to identify and solve persistent failures on its conveyor belts [17].

The next sections will present a set of tools and methods based on AAs 
technologies designed to leverage the decision-making capabilities of people 
from different levels in an organization.

Decision Support Tools

Despite the importance of AAs, many companies are still struggling to incor-
porate those principles in the corporate culture and make the best use of its 
insights for decision-making. Leaders are continually seeking to understand 
the mechanisms to make more informed decisions and desire efficient ways 
to access sophisticated ideas so they can quickly absorb the meaning behind 
the data and efficiently act.

New tools based on AAs can enhance the traditional decision-making 
process, transforming data into information and insights, uncovering pat-
terns previously invisible and presenting them in a ready-to-use format. 
What-if scenarios, simulations, and predictions executed sometimes in real 
time can provide immediate guidance in an increasingly dynamic environ-
ment [18]. Optimization algorithms based on AI methods are being devel-
oped to deal with highly complex problems, such as energy efficiency [19] 
and logistics [20,21].

Making informed decisions in the current disruptive scenario includes 
knowing how to handle BD effectively and how to apply the available 
resources required to explore the maximum benefit (Figure 9.1).

A four-layer hierarchy known as the Data, Information, Knowledge, and 
Wisdom model is useful to describe methods for problem-solving and deci-
sion-making. The most basic level is Data, followed by Information, which 
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adds value extracted from data; afterward, Knowledge adds how to use data, 
and finally, Wisdom adds when and why to use the acquired data (Figure 9.2).

In the context of BD Analytics, decision-making tools can be divided into 
two groups: decision-making techniques and decision-making technologies. 
Regardless of the business challenge, many techniques and technologies have 
been developed and can be combined to effectively support each phase of pro-
cessing, analyzing, visualizing, and communicating BD results [22] (Figure 9.3).

FIGURE 9.1
Components of decision support solutions.

FIGURE 9.2
Data, Information, Knowledge, and Wisdom hierarchy.
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Decision-making techniques – They are developed to make decision-
making possible in each phase of the analytical process. Several 
methods are applied based on many disciplines; some categories 
are mathematical tools, data analysis tools, visualization tools, and 
other more sophisticated techniques. Some examples of those tech-
niques are described in Figure 9.4. The models do not fully extend 
to all their subfields but provide an overview of some relevant 
methods.

Decision-making technologies – They involve a set of new technolo-
gies designed to deal with the challenges of BD (storage and process-
ing). Batch processing was the first generation of technologies and 
only considered data that are already in the data storage. Scalability 
and reliability are the main advantages of batch processing; how-
ever, a limitation is found in terms of high-throughput latency in 
its implementation. To tackle this challenge, stream processing was 
developed. It is designed for real-time analytics typically supported 
by a distributed environment. The third generation is a hybrid pro-
cessing system that synthesizes batch processing and streaming 
based on the Lambda Architecture in three different layers (batch 
layer, speed layer, and serving layer).

A description of some processing technologies developed for each paradigm 
is presented in Figure 9.5.

To provide a robust framework to support the integration of BD analyt-
ics in the business decision-making process, [5] presented a five phases 

FIGURE 9.3
Techniques and technologies to support the analytics of BD [22].
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FIGURE 9.5
BD technologies classified by distinct processing paradigm.

FIGURE 9.4
Examples of decision-making techniques [22,23].
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approach. The research explored some BD tools (technologies), techniques, 
and architectures as a conceptualization of some possible approaches to 
performing BD analytics. A summarized description of each phase is pro-
vided in the following.

Phase 1  – Intelligence

The first phase englobes the identification of different data sources and req-
uisites for extraction, processing, storage, and migration to the end-user. In 
this phase, strategic data is collected, which includes structured and unstruc-
tured data gathered from machine outputs such as log files, sensor data, and 
mobile, GPS, and satellite data. In addition to operational data, there is social 
media data, text, images, and audio. After acquisition, this data can be appro-
priately stored in a traditional Database Management System – like MySQL 
or PostgreSQL – or NoSQL database – like MongoDB, CouchDB.

Phase 2  – Data Preparation

In this phase, the data is organized, prepared, and processed. High-speed 
networks using ETL/ELT or BD tools like Hadoop and MapReduce can be 
applied. For data query, computation, and processing a range of different 
programming languages are available, such as R, Python, Scala, and SQL. 
Some tools and platforms can facilitate the storage, manipulation, and data 
discovery activities in an integrated and single solution. Examples include 
SAP HANA, Vertica, and IBM Netezza.

Phase 3  – Design

The objective of this phase is to analyze possible courses of action consider-
ing a representative or conceptualization model of the problem. In this phase, 
three measures are described:

• Model Planning,
• Information Analytics, and
• Analysis.

In the planning stage, models and algorithms are selected. AAs techniques, 
such as clustering, classification, regression, and association regulations, can 
be applied and combined with AI methods and ML such as decision trees, 
neural networks, and pattern-based analytics. Further possibilities include 
time series, text analysis, graph analyses, and others.

Afterward, in the data analytics step, the selected model is applied using 
analytical tools and technologies such as RapidMiner, KNIME, HANA, 
Revolution R Enterprise, or even a created from the scratch algorithm in 
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Python. Finally, in the analyzing step, the outputs of the previous steps 
are analyzed, and the possible courses of action to be taken are defined to 
feed the next phase.

Phase 4  – Choice

In this phase, methods for evaluation of the impacts of each solution are 
applied. It is separated into two stages: assess and make a decision. In the 
evaluation stage, the proposed courses of actions and their impact are evalu-
ated and prioritized using some tools such as reports, dashboards, simula-
tion, what-if scenarios, KPIs, cognitive maps, and advanced or interactive 
data visualization solutions (e.g., Power BI, Tableau, Qlik View, and Spotfire). 
Subsequently, based on the results of the evaluation step, the decision is made 
choosing the best or most appropriate solution.

Phase 5  – Implementation

In the final phase of the decision-making process, the selected solution 
will be implemented, and its results are operationalized or put to action. 
Continuous monitoring can be established to provide real-time and regular 
feedback about the results of the decision.

The five phases presented above are a valuable resource to help decision-
makers understand the current and emerging technologies and structures 
necessary to take advantage of the vast amount of data produced in their 
operations and available in external sources. In the next topic, the focus is 
on a more detailed description of some analytics applications designed to 
process individual data sets to support decision-making in specific fields.

AAs Solutions Applied for Decision-Making

Decision-making solutions developed around the world are created based on 
the efficient combination of techniques, technologies, and business rules and 
necessities. Most of the current solutions are disrupting traditional methods 
and boosting companies’ performance. In the following, some of them are 
presented.

Intelligent Action Boards (Performance Assistants)

After all the hard effort to define relevant metrics and create an organiza-
tional structure to monitor and report performance of KPIs, it is expected that 
managers know what to do. However, dashboards are deluging administra-
tors with much data and presenting too many actionable understandings, 
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resultant in information paralysis [24]. The disconnection between theory 
and practice is not found in the concept of dashboard creation. Well deployed 
dashboards reflect companies’ performance, are periodically updated – some-
times in near real-time – with accurate data, and are available for decision-
makers. The problem is that with so much data to analyze, the managers' 
available time or skills to interpret the metrics is not enough. Consequently, 
there is a delay in the response time to prevent performance problems or 
actions are not taken. Additionally, opportunities to recognize strong perfor-
mance may be missed.

Mckinsey and Systems Solutions Center created “Intelligent Action Boards” 
to help managers get things done [24]. Instead of only report metrics, “this 
next-generation instrument allows businesses to improve performance across 
a wide variety of roles, from companies to sales.” The solution is designed to 
apply AAs to automatically extract insights from metrics using rules-based 
logic and configure alerts that tell decision-makers a clear course of actions 
(recommendation system) that are necessary to improve performance. Action 
boards will significantly increase the capacity of companies to take action 
and respond to their information. Figure 9.6 shows an example of an action 
board report for mining fleet performance. In the example, a predictive 

FIGURE 9.6
Smart action board implemented to manage mining fleet performance.
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model forecasts the production by the end of the shift and performs AAs 
insight to deliver customized recommendations to the shift manager in order 
to improve production. Two recommendations are shown at the bottom of 
the report in this scenario.

Predictive and Prescriptive Models

Predictive models are developed to predict to help a person or organization 
make data-driven decisions by using data mining and the possibility to pre-
dict expected results. According to [25], “Predictive data analytics is the art of 
developing and applying methods which create forecasting based on models 
obtained from historical data.” Forecast values using predictive models involve 
several independent parameters (predictors) that possibly affect the dependent 
parameter (target). Relevant variables are previously defined, and their data is 
submitted to a statistical algorithm, which may be a simple linear regression 
or an advanced ML algorithm, such as the Artificial Neural Networks (ANNs).

All predictive data analytics projects start with the business problem and 
the kind of insight that a predictive model can provide to help the organiza-
tion solve the problem. It is crucial to be aware that predictive models are 
intended to empower the decision-making process. Therefore, they have a 
supportive function and are not meant to find the optimal decision. For this 
objective, prescriptive or optimization models are the best alternatives.

Prescriptive analytics is considered a key driver for companies to reach 
a higher level in the BD analytics journey. All levels of strategic decisions 
and opportunities to enhance business performance can be improved [26]. Its 
objective is utilizing the vast and diverse amount of available data to make 
predictions and recommend (prescribe) the best alternative. For developing 
this idea, predictive analytics output is incorporated and combined with AI, 
optimization methods, and intelligent platforms and methods in a probabi-
listic context to deliver flexible, constrained, automated, time-dependent, and 
optimized outcomes [26].

The way prescriptive analytics participate in the decision-making process 
may be classified into two levels: decision support – providing a direct rec-
ommendation or advanced insights, or decision automation – automatically 
implementing the prescribed action. The quality and applicability of the pre-
scriptions are a result of the correct combination of structured and unstruc-
tured data, the coherence to represent the knowledge about the field under 
study, and the capacity to extract benefits of the decisions in question [26].

There are many different types of predictive and prescriptive modeling 
methods. The classification used here is based on the definition provided by 
[26], who identified three categories for predictive analytics: ML, Statistical 
Analysis, and Probabilistic Models; and six categories for prescriptive ana-
lytics: Probabilistic Models, ML/Data Mining, Mathematical Programming, 
Evolutionary Computation, Simulation, and Logic-based Models (Figures 
9.7 and 9.8).
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Optimization Tools

There is a deep relationship between optimization and prediction models. 
Hertog and Postek mentioned that “optimization is utilized to achieve pre-
dictive patterns, and predictive devices are used to predict variables in opti-
mization methods” [27]. Optimization methods are widely used in many 
industries. Most of the applications are intended to optimize productivity, 
energy and cost efficiency, and safety. Before the advent of BD, the optimiza-
tion methods traditionally used were designed to develop practical solutions 
for business problems. The latest developments allow us to access, store, and 
process high-quality data in large magnitudes, creating an excellent opportu-
nity to use groundbreaking optimization methods to achieve better results. 
Among all existing methods, particle swarm, genetic algorithm, bee colony, 
ant colony, firefly algorithm, and tabu search are the most significant relevant 
in critical businesses [28].

FIGURE 9.7
Classification of predictive analysis techniques [26].
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Digital Twin Models

The term “Twins” was used for the first time in NASA’s Apollo program, 
where two or more identical versions of space vehicles were constructed, 
allowing the specialists on earth to use one of them to mirror the conditions 
of the space vehicle during the mission. Real-time data collected from the 
flight were used to represent the flight conditions and assist the astronauts 
in orbit in critical situations [29]. In 2010, the National Aeronautics and Space 
Administration introduced the term Digital Twin (DT) to describe models 
that presented three essential characteristics: robust simulation environ-
ment, high fidelity, and real-time connection with the physical version. Since 
then, they are increasingly being used in several areas of the industry 4.0, 
from original equipment in a process plant to an entire smart city that can 
be mirrored in a reliable virtual model. The models have been used for mul-
tiple purposes, such as optimization, virtual instrumentation (virtual reality 
assistant), and operational and equipment monitoring [30].

DTs models can be applied to create decision-support solutions or even 
be configured to adjust the process parameters to the optimal performance 
dynamically. Their models are intended to generate the virtual techniques 
for an object, being, or system in the digital approach to simulate their behav-
iors, using information from its physical units (such as sensor data) to make 
predictions, simulations, and dynamic change analysis. DT paves the way for 
the cyber-physical integration of process, being an essential factor for smart 
operations. Its operational principle combines simulation and optimization 
to guide the physical process to perform the optimal solution.

The concept of a DT is not new but empowered by an estimated 25 bil-
lion connected global devices by 2021 [31] through enhanced information 

FIGURE 9.8
Classification of prescriptive analysis techniques [26]. 
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technology and operational technology capabilities, and the last advances 
in BD and AI, DT models will be connected to the real world in real time 
for continuous monitoring and control, interacting with users do drive new 
business opportunities [32].

DTs are considered the next generation of simulation, and it is essential 
to understand the differences between both. The timeline in Figure 9.9 rep-
resents the most relevant changes in simulation systems until the current 
application of DTs.

The real-time aspect of DT is what most differentiates it from ordinary 
simulations, which are often used for offline optimization and design. A 
virtual model can be applied for the entire design–execute–change–decom-
mission life cycle in real time. Highly connected via sensors, the real-world 
data is collated into the model, thus avoiding the problems associated with 
manual data collection, inconsistent updates, and difficulty of understand-
ing the data. When physical things interact, standard simulations do not 
provide insights and intelligence that allow real-time intervention and long-
term, continuous improvement. On the other hand, DTs are a source of com-
prehension that help operators incorporate this knowledge to make crucial 
decisions [33].

The capacity to collect data continuously and update a virtual version 
makes DTs a powerful tool for manufacturers and owners. In a mineral pro-
cessing plant, DTs can replicate equipment, process, or the whole plant. At 
the heart of a DT is a model that mirrors the features and operation of the 
system [34]. For example, a DT model of a flotation cell can automatically 
adjust in operation, such as correcting the amount of reagent based on ore 
characteristics and other process parameters (bubble size, shape and color, 
float speed, and others). In this case, the decision-making rationale may be 
determined by experience and best practices (traditional automation setup) 
or, even better, optimized through the combination of predictive models and 

FIGURE 9.9
Simulation evolution timeline [29].
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AI algorithms or other sophisticated AAs methods (modern DT application). 
By combining current and historical data, the DT continuously forecasts 
the operational performance and equipment health and also predicts how a 
system can be automatically adjusted in critical situations and help uncover 
unexpected failures signs or operational issues before they occur by compar-
ing historical, predicted, and actual data [23]. Those predictions can also be 
used in strategic decisions such as maintenance plans or definition of the best 
product mix. Moreover, some models have been used to test plant responses 
in abnormal conditions and for workforce training in a safe environment.

DTs are built as the optimal ultra-realistic version of a process or system, 
and the expected optimal behavior is compared with the current measure-
ments to identify deviations and trigger actions in the control system towards 
the best performance.

Manufacturing is the most popular setting for DT. The biggest reason 
behind this is because manufacturers are always seeking for ways to track 
and monitor products to save time and costs [35]. DTs allow complete visu-
alization of the manufacturing value chain, offering appropriate conditions 
for performing simulations and testing optimal parametrization in the entire 
system. In logistics, DTs have been applied for truck dispatch in Port and 
Mining operations. The model forecasts operational performance and calcu-
lates and assesses different dispatching alternatives. These models use real-
time data extracted from its physical version to feed the DT model and to 
define the action triggers [36–38].

Augmented Analytics

Augmented Analytics develops potential data and information capabilities. 
It is transforming the lines between traditional Business Intelligence (BI) and 
AAs tools by enabling automation in all phases of the analytics cycle [39]. It 
is a promising solution to enhance the analytical process that facilitates the 
use of advanced ML and AI to extract value from data by experienced users 
[40]. Figure 9.10 presents some examples of AI applications through the set of 
activities of the analytics cycle.

Insights generated from earlier cycles in the analytics process can reveal 
new opportunities to redefine business problems. Automating the data prep-
aration phase may dramatically save time and increase productivity. Data 
profiling and transformation work with data in different formats and magni-
tude. While data profiling phase identifies abnormal data distributions, null 
or inconsistent values, detect outliers, etc., data transformation suggests data 
cleaning, including treatment of null values, standardization, etc., reorganiza-
tion including column splitting, aggregation, etc., blending and enrichment, 
including identification of join columns or suggestion of new data sets [40].

In the data discovery phase, analysis is enhanced by visualization tools 
such as Power BI, Tableau, Click View, and others. Those tools suggest dif-
ferent types of advanced data visualization based on the selected data, 
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providing quick insights and levels of granularity analysis in a single inter-
face. Furthermore, AAs can be applied to extract more in-depth insights; for 
example, from clustering analysis or forecasting models. The recent innova-
tions in Natural Language Processing (NLP) have allowed data querying as 
an interactive feature for visualizations and automatic insights (trends, best 
performers, comparison with previous periods, key influencers, etc.) [40].

Platforms like Data Robot combine millions of features, ML algorithms, 
and model parameters to test and rank their performance. This method 
increases productivity and reduces the risk of biases [41].

In the deployment phase, model deployment can be integrated into pro-
duction systems without extensive coding activities. The value created goes 
beyond model deployment and extends to model monitoring by incorporat-
ing new data automatically and retraining the model to optimize the per-
formance of models already implemented by [40]. Normally, analytical tools 
do not consider decision-making and action taking in their scope. However, 
in the AAs world, operational decisions are increasingly being automated 
through ML models. Afterward, it may be necessary to take immediate 
action [40] automatically.

Based on the lack of data scientists, many companies are embedding aug-
mented analytics in their data strategy. According to Gartner’s prediction, 
Augmented Analytics will be responsible for automating more than 40% of 
data science responsibilities by 2020 [32].

All the AAs, as mentioned earlier, solutions applied for prediction, pre-
scription, optimization, simulation, and, consequently, decision-making might 
significantly improve organizations’ performance across various levels as 
well as guide their initiatives to manage critical global issues such as envi-
ronmental and energy efficiency. The next section approaches an exceptional 
decision support solution that has been in the industry for decades and is 
undoubtedly taking advantage of emerging technologies and BD capabilities: 
Expert Systems.

FIGURE 9.10
Applications of AI through the analytics cycle [40].
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Expert Systems

Expert systems (ES), sometimes referred to as Knowledge-based Systems  
[42], are a branch of AI that can solve high complex real-world problems 
using data and reasoning methods commonly associated with a human 
expert [43]. According to Turban and Aronson, they are the number one sys-
tem in the significant group of solutions developed to incorporate knowledge 
in decision support systems, known as intelligent decision support systems 
or knowledge-based decision support systems [44].

They could also be defined as a computer system that performs at or near 
the level of an engineering specialist in a field of endeavor, providing intel-
ligent decision-making support.

The basic principle behind ESs comprises the idea of transferring a human 
expert knowledge to a computer using programming techniques and 
advanced algorithms and consult the computer for specific advice. Similar 
to a human consultant (expert), it provides recommendations and the logic 
behind the advice [44]. Out of all current AI developments, ESs are consid-
ered the biggest one responsible for automating decision-making in engi-
neering problem solving [45].

The application of ESs became very popular since its implementation in 
the 70s, especially in the 80s and 90s. Willian, 2017, conducted a rigorous 
analysis of 311 ES case studies published from 1984 through 2016, includ-
ing a wide range of practical fields and problems domain [46]. The research 
provides an excellent overview of the presence and trends of ESs in the 
industry (Figure 9.11).

FIGURE 9.11
Distribution of case studies by functional area [43]. 
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The wide range of applications across multiple industries is also demon-
strated by the distribution of ES cases presented in Figure 9.12.

It is observed in Figure 9.12 that tech-savvy industries tend to invest more 
in ESs than other segments. Typically, they have a culture of experimenta-
tion, management of uncertainty, and are open to explore and adopt new 
technologies because of a higher potential payback [46].

Not differently from most of the tools, concepts, and methodologies dis-
cussed in this book, ESs have also evolved due to the great exposition to BD, 
IoT, increased computational power, and improved AI approaches. ESs have 
incorporated several AI techniques, such as control, data-driven, monitor-
ing, and knowledge representation approaches [47]. Knowledge-processing 
techniques that are responsible for the organization and reasoning behind 
the ESs are mainly deployed for the following three objectives:

FIGURE 9.12
Distribution of ES cases by industry [43].
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I. To enhance the reasoning performance of the application system
II. To extend the flexibility of the application system

III. To increase the level of human characteristics of the system [33]

The process of abstracting insights extracted from the knowledge processing 
can be described in three sequential phases (Figure 9.13).

ESs Components, Types, and Methodologies

ESs Components

Some core components form the architecture of ESs:

I. Knowledge Acquisition Subsystem
Knowledge acquisition subsystem is the part that contains all

sources of knowledge incorporated into the system. Potential sources 
used to build or expand the knowledge base include human experts,
textbooks, multiformat documents (audio, video, images), databases,
high-relevance technical reports, and information extracted from the
internet [44]. Its overall function is to provide appropriate conditions
to capture and store information from the sources of knowledge in
the knowledgebase [48].

FIGURE 9.13
Typical steps for knowledge extraction [47]. 
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II. Knowledgebase
The Knowledgebase contains all acquired knowledge sources

required for problem description, comprehension, and resolution. In
this context, knowledge can be separated into three types – compiled
knowledge, qualitative knowledge, and quantitative knowledge. The
knowledge-based component comprises two essential parts: First,
facts, such as business problem and the correspondent hypotheses –
described by an experienced employee – and second, rules or par-
ticular heuristics developed to solve the specified problem [44,48].

III. Inference Engine
The Inference Engine controls and interprets the rules described

in the knowledgebase. It is considered the “brain” of the ES, play-
ing the role of an advisor and consultant. Inference mechanisms are
created to interact with the knowledgebase, searching for solutions.
Essential functions to draw and explain logical conclusions are run
in this component.

Complex decisions may demand a combination of multiple rules
to represent expert knowledge and cover numerous conditions. The
inference engine is responsible for dynamically chaining multiple
rules together to conduct inference in an ES [44,48,49].

IV. User Interface
The user interface is the part of an ES developed to facilitate the

interaction between the user and the system. In this module, the
user accesses the recommended action and explanation given by
the Inference Engine and, if necessary, ask questions to the sys-
tem using a question-and-answer approach or another language
processor [44,48].

V. Blackboard
Blackboard is an isolated working memory field destined for the

explanation of a current problem as required by the input informa-
tion. Hypotheses and decisions may also be recorded in this part of
the system. In this context, decisions are classified into three types: a
plan (how to attack the problem), an agenda (possible actions await-
ing execution), and a solution (set of hypotheses and actions that the
system has generated) [44].

VI. Explanation Facility (Justifier)
Explanation Subsystem is a crucial part of monitoring the respon-

sibility for decisions to their sources during the knowledge transfer-
ence phase and in problem-solving. Besides monitoring, when a user
needs to know how the expert system arrived at a specific solution
or question why some possible paths were excluded, the explanation
facility can also explain the system’s behavior through an interactive
interface [44].
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 VII. Knowledge Redefining System
Like human experts, ESs can learn from their experience. In the 

Knowledge Refining System, causes for success and failures are ana-
lyzed to improve accuracy and practical reasoning [44].

All those seven different elements interact together in modeling 
the problem-solving process by an acknowledged human specialist 
of a specific field. Figure 9.14 shows the structural design of an ES 
with its elements and the way they cooperate.

The knowledgebase and the deference engine are the most critical compo-
nents in an ES, as shown in the chart.

ESs Types

Based on the decision-making objective (business rule), different types of 
ESs can be applied. The most common types are as follows:

Forecast systems – Developed for making predictions, such as weather 
conditions, population growth, and agricultural production.

Troubleshooting type – This type relies on a robust database where it is 
possible to correlate parameters and make diagnoses. Maintenance 
and medical fields explore this type of system.

FIGURE 9.14
Architecture of an expert system.
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Monitoring – Comprises systems with the ability to continuously track 
and compare performance metrics in some activities like marketing, 
transport, and production.

Educational expert system – It is formed by software packages cre-
ated to teach students distinct principles of both physical and bio-
logical science.

Planning – In these systems, performance trends are compared with 
historical data and current demand to help planning activities such 
as annual budgets, allocation of funds, etc. [48].

ESs Methodologies and Techniques

Different authors describe ESs in terms of methodologies, techniques, and 
applications. The research conducted by Liao, 2005 [50], assessed 166 articles 
on ES applications and classified them into eleven categories according to 
their methodologies and applications. The number of classes tends to con-
tinually increase as more approaches are developed, including hybrid meth-
ods. The following methodologies are widely used in industrial applications.

Rule-Based Systems

In the Rule-base system, the information is presented in the form of a series 
of rules, such as IF-THEN, which combines the condition and the solution for 
dealing with a specific situation [50]. The IF parameter points to the condition 
for the rule to be checked, and the THEN parameter brings the action or conclu-
sion if all IF conditions are satisfied [44]. Inferences can be performed applying 
the defined rules on data in order to find better solutions. Systems that use this 
methodology have high commercial applicability because of the robustness of 
advanced technology and the availability of development tools to end-users. 
This methodology is well suited for classification and diagnostic problems [45].

Knowledge-Based Systems

Also referred to as advisory systems, knowledge systems, intelligent job-aid sys-
tems, or operational systems, this type of system can efficiently perform activi-
ties that do not necessarily require an expert. The knowledge may be available 
in documented form or undocumented (expertise). A typical application is the 
automation of the help desk service using the knowledge-based methodology 
to analyze customers' profiles and recognize and address their needs [44].

Artificial Neural Networks

ANN systems are designed to simulate a biological neural network by 
developing artificial neurons. They can be implemented in ESs that depend 
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upon many levels of logic without the engineering of a detailed knowledge 
structure. Differently of rule-based systems and other ESs, systems based 
on ANN store the knowledge implicitly. They are a black box that do not pro-
vide humans with an explanation about the logic or correlations in the data 
[49]. Systems are trained to learn the relation between input parameters and 
the output and then to evaluate the relation based on their relevance, thus 
developing theirs on solutions.

Fuzzy Expert Systems

These systems apply the fuzzy logic method, which deals with uncertainty. 
In this technique, computers are programmed to simulate human reasoning 
in less precise and logical behavior than performed by conventional com-
puters. The principle behind this configuration is to reflect the uncertainty 
nature of the natural decision-making process [50,51].

Case-Based Reasoning

Case-based systems are built under the experience of previous cases solved 
(or not) by experienced human specialists. A robust database formed by past 
case's experiences is built for future retrieval when a new problem with simi-
lar characteristics is found. Database cases are compared with the current 
situation, and the solutions applied in the closest fit cases are identified and 
used for the solution generation process.

The new experiences, which include unsuccessful solutions and justifica-
tion regarding the failures, are preserved and inserted in the database in the 
form of cases – rather than rules. This methodology is useful when the know-
how of the problem is not fully available or difficult to obtain. Compared 
with other methodologies, it can provide solutions more quickly, avoiding 
the long time necessary to perform inferences typical of rule-based reason-
ing or the synthesis problem [45].

Finally, it is important to reinforce that an ES is not created to substitute the 
knowledge a worker must perform problem-solving tasks. However, these 
systems have an enormous potential to reduce the amount of work the indi-
vidual must do to solve a problem, making a variety of complex decisions 
precisely, contributing to process stability, and leaving people with the cre-
ative and innovative aspects of problem-solving.

ESs in Mining

ESs have been used in a variety of applications in different phases of the 
mining value chain. They are a valuable tool to support decision-making in 
the following areas:
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• Monitoring of environmental aspects of mining sites
• Analysis and forecasts of the mining deposits exploitation
• Performance management of the mining business
• Geomechanical evaluation and monitoring
• Geological modeling and feasibility evaluation
• Mining planning
• Forecast of gas dynamics for underground mines
• Operation management of open-pit mining
• Solving complex problems of mining rehabilitation [41,52]

Summary

AAs is a transformative tool to leverage the decision-making process. Most 
business leaders struggle in the face of the vast quantity and variety of data 
they need to deal with every day. Important decisions are taken based on 
intuition, and the potential of analytics is not fully explored to solve the orga-
nization’s challenges. Many companies committed to evolving their digital 
maturity, embracing analytics and emergent technologies, and innovating 
problem-solving methods have been focusing on their organization structure 
redesign. An Agile structure has now come up as a more flexible and stable 
alternative, showing a new mindset that incentivizes rapid interaction and 
experimentation and promotes integration between the business and IT areas.

Furthermore, traditional performance management practices are being 
enhanced or replaced by AAs tools. Decision-support solutions have been 
dramatically improved by BD techniques and technologies currently avail-
able. Examples of those modern solutions are Digital Twin, Augmented 
Analytics, Action boards, Expert Systems, and others built under predictive 
and prescriptive models.
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Future Skills Requirements

Paulo Martins and Ali Soofastaei

Advanced-Data Analytics Company Profile – Operating Model

The Analytics of big data has been one of the main topics in engineering for 
many years, and no one can deny that the application of Advanced Analytics 
(AA) tools is transforming the way many companies do business and open-
ing opportunities to competitive advantage. There are some related ques-
tions in this field. For example,

• what are the formula or critical success factors for exploiting data 
analytics? and

• how can a company be transformed to take advantage of data and 
advanced analytics tools?

Behind all efforts for successfully deploying AA, Artificial Intelligence (AI), 
Machine Learning (ML), Deep Learning (DL), companies need to rethink 
their data culture and focus their strategies to emphasize data and analytics. 
Recently completed research by McKinsey shows that there is a gap between 
laggards and leaders in adopting AA. These days, we see some companies 
are doing wonderful tasks; many are still trying with the basics; and many 
are feeling undeniably overwhelmed, with managers and members of the 
rank and file questioning the return on information initiatives [1].

To achieve this goal, many companies have established hybrid organiza-
tions, which include centers of excellence, analytics sandboxes, or innova-
tion labs to derive benefits more rapidly from their data investments [2]. For 
example, BHP set up its Innovation Center in 2017 to develop products and 
services that integrate data and devices to make BHP's work more accurate 
than ever [3]. Another mining company that has intensified the data analyt-
ics investment is Vale, which inaugurated the AI Centre in 2019 as part of the 
evolution strategy that aims to influence the implementation of innovative 
and disruptive technologies in all sections of the mining business, always 
focusing on the results through data analysis and process improvements [4]. 
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Further examples of mining companies leading the data analytics race are 
Rio Tinto [5], Barrick Gold [6], and Anglo American [7].

In a digital analytics strategy, mining companies can explore three sources 
of value levers: value creation (encompass projects that improve production 
or product quality), value protection (encompass projects enhance safety or 
deal with environment or community challenges), or value definition (proj-
ects that involve the definition of ore reserves) [8].

What Is and How to Become a Data-Driven Company?

Data Analytics is one of the buzz words nowadays. Becoming data-driven 
has been a top priority for many companies, but not all fully understand the 
benefits of analytics and are unsure about how to proceed. What exactly does 
this mean? It is essential to put data and analytics at the core of the business 
strategy, its structures, processes, and the culture rather than simply install-
ing the right tools and applications. All sources of data are treated as valu-
able resources, and employees are committed to using the right data at the 
right time to foster better decisions [9].

Some factors have a decisive influence in the current context to favor the 
implementation of AA. The volume of available data has increased, accessi-
ble in (near) real time, both from internal and external sources. Storage capac-
ity, processing power, and available bandwidth have continued to increase 
exponentially at decreasing costs. The development of new data structures, 
collaborative environment, and easy-to-integrate services have opened the 
avenue to new, practical applications.

Despite all factors, as mentioned earlier, to explore the values that can be 
captured through Advanced Data Analytics, companies should start their 
transformation journey by overcoming typical roadblocks, such as corpora-
tive culture, talent acquisition, and retention and technology. Some businesses 
have supported technology heavily as the very first step to data-oriented 
growth, but this alone is not enough. Companies have to take the human 
side of data much more seriously and creatively if they genuinely expect sig-
nificant business benefits [2].

Corporative Culture

A survey published in 2019 by New Advantage Partners reported that 72% 
of the interviewed executives had not yet forged a data culture. The authors 
have focused on the role of companies in shifting human attitudes and 
behavior around data rather than investing the vast majority on big data and 
information technology (IT) in technology and growth [10].

The human side of this cultural change starts from leadership under-
standing about the difference between AA and traditional analytics. Success 
with analytics requires endorsement from senior leaders by explicit sup-
port throughout all levels of the organization. A change in management 
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approach is required, and it includes a shared mindset that recognizes data 
and insights as the catalyst towards a more objective and efficient decision-
making process followed by an extensive communication effort. A collabora-
tive environment must be maintained to connect data and processes in order 
to make data and lessons learned affordable for all departments. As data 
science is rapidly evolving, continued education on the latest approaches and 
techniques and benefits they can provide is required to promote the orga-
nization’s culture and empower decision-makers to deal with more com-
plex questions. Hiring data scientists is a need to leverage the application of 
sophisticated analytics models and identify improvement levers. Companies 
can also deploy data translators (analytics translators) who are trained to 
build the bridge between the operators, IT specialists, and analytics experts. 
Moreover, instead of undertaking massive change, companies should focus 
their actions on the source of data, build models, and transform the organiza-
tional culture. When faced with limited resources, such as IT infrastructure 
and small team, a more gradual approach is recommended, avoiding high 
complexity by developing a pilot case instead.

Talent Acquisition and Retention

It is intuitive that organizations who struggle to develop a data culture also 
have limitations to develop their workforce. There is a secure connection 
between both, and data-driven organizations employees are better educated 
on data concepts. However, it is a significant challenge for businesses in all 
sectors to attract and retain the best talent, and most organizations have little 
capacity to recognize problem areas and potential solutions for recruitment 
challenges. Now more than ever, harnessing AA opportunities involves vari-
ous disciplines, and some roles such as data engineers, data scientists, data 
architects, and data translators, are new to most traditional companies, and 
related competencies are rarely found in-house. External hiring of new tal-
ents is mandatory and should go hand in hand with an upgrade of the exist-
ing workforce’s skills.

Companies must look into and comment on the whole employee experi-
ence in order to win over the competition and attract good people. A dis-
tinct culture, career paths, and data and analysis talent strategy must be 
identified, the link between employees and business leaders strengthened, 
and the specific contributions made by data and analytical talents must 
be articulated. New or alternative talent sources must be established and 
explored  – retraining existing staff or establishing creative, strategic col-
laborations, for instance [11].

Massive demand for data scientists and Big Data analysts has been created 
in the market. Data Scientists have consecutively been appointed – from 
2016 to 2019 – and are the number one top position in America’s Top Job List 
according to the employment site Glassdoor [12]. The 2019 list also includes 
Data Engineer, Business Analyst, Solutions Architect, Systems Engineer, 
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and Data Analyst. All those roles have growth forecasts, which indicate 
high competition for talent acquisition.

Technology

To support a data analytics strategy, companies need to ensure that the 
underlying technology is available by deploying a modern data architec-
ture. With a robust and modern data architecture in place, organizations 
can support quick data collection and data sharing that allows lead workers 
to access and use the data they require. Furthermore, it helps to establish 
and maintain the high levels of data quality necessary to help effective data-
based decision-making [13]. Most of the traditional legacy systems were not 
created to deliver a continuous flow of information in real time, and busi-
ness leaders need to work closely with chief information officers to define 
and prioritize the most relevant data for the application of AA. Additionally, 
cloud storage is also a valuable alternative to scale computing power to 
embed big-data demands – higher speed and flexibility – cost-effectively 
[14]. The overall trend across industries is a migration of excellent IT infra-
structure to the cloud.

The competitive advantage comes from establishing which data are relevant 
to address business problems and accessing a significant amount of consistent 
data, implementing high-velocity data experimentation, automated work-
flows along the data life cycle, and new ways of thinking about business chal-
lenges. Only a fraction of the overall value creation comes from algorithms, 
which is also reflected in the difficulty companies have in protecting their 
algorithms, since most of them are open source.

The Profile of a Data-Driven Mining Company

As the mining industry has to meet new challenges, such as declining 
resources access and quality, sudden fluctuations in commodity prices, 
tightening resource nationalism and regulation, and increasing customers’ 
requirements, the future mining engineers should prepare themselves for 
firmer operating conditions. It will need more insights from data and bet-
ter collaboration with suppliers, communities, employees, and customers 
to be successful.

Mining decisions will rely on real-time data extracted from processing 
equipment and sensors during the operation. Accessing this data across the 
mining value chain will enable miners to identify critical drivers of process 
variability and drive rapid operational improvements. Additionally, there 
will be a possibility to update their ore bodies, mine plans, and financial 
models more frequently while shortening planning cycles [15].
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In many cases, companies start with improved visualization tolls, integrating 
data from multiples sources and decreasing reliance on disconnected systems 
to facilitate improved analysis of information. Success also involves the devel-
opment of data science and analytical skills throughout the organization to 
turn growing volumes of data into meaningful insight. Some successful cases 
of AA implementation are described in one of the recently published articles 
by Mckinsey titled “Behind the mining productivity upswing: Technology-
enabled transformation” [16].

In some mines, AA and ML systems collect all the data and use it to enhance 
procedures in the concentration area. This approach is optimal globally 
rather than optimal locally via automated process control. This can increase 
energy efficiency. It is now not unusual for mineral recovery to be increased 
by 1%–3%, and the output to be enhanced by 4%–8% while energy consump-
tion decreases. It means an increase in productivity of 5%–10%, which almost 
means opening a new mine when used over the footprint of a regular mining 
company, not including the capital cost [16].

One metal mine uses ML and AA to construct an industrial device that 
increases performance and improves mineral quality. The business collects 
information for small to large plants from more than 100 sensors. An algo-
rithm forecasts the plant performance and offers a range of proposals based 
on achievable parameters to optimize it. The plant managers who make the 
decisions are reviewing the program. The effect of the applied modifications 
is continually calculated to refine the system [16].

Another example in this area shows how a metal mine used internet of 
things (IoT) sensors, combined with a central dataset and advanced ML, to 
boost the chemical recuperation from mining by 10%–15%. The real-time data 
gathered from the ML model calculates the ideal variables for sodium hydrox-
ide recovery that improved performance over that previously achieved. This 
has saved millions of dollars in chemical capital and the effect of pollution on 
the environment [16].

The following sections will explain the insights and perspectives about the 
transformative impact AA and other emerging technologies will have on the 
future of the mining workforce [17].

Jobs of the Future in Mining

The last section briefly presented some considerations about the skills 
shortage faced by companies that are looking for embedding AA in their 
corporative culture. 

The introduction of new technology redevelops current positions across 
the mine value chain, and today we do not know many of the tasks, skills, 
and job titles. Smart systems, automation, and AI are advancing quickly, 
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reshaping the workforce of the future and adjusting the abilities organizations 
are looking for in their individuals.

Technology has the power to significantly improve our lives, enhancing 
efficiency, living requirements, and median life span, freeing individuals to 
place on emphasis on personal fulfillment [18]. All those possibilities raise 
fundamental questions:

• Who will be running the mine of the future, and what skills will 
be needed?

• How can mining companies create an attractive workplace to win 
the competition for young talents?

• What changes will be necessary for the educational agenda to effi-
ciently adapt and overcome the skills shortage in the mining industry?

The high volume of data generated by a digital mine needs to be appropri-
ately managed to deliver real-time insights, and talents from non-traditional 
resources can offer a variety of abilities and the mindset that will prepare 
miners to overcome future challenges. The new frontier of mining jobs will 
undoubtedly include areas such as AA, AI, ML, automation, robotics, and IoT. 
The more mining companies invest in innovation and technology, the higher 
is the impact on the work, workers, and mining workplace, for both front-line 
employees and management. Introducing the latest applications and recruit-
ing people from the gaming or “joystick” generation will not alone guarantee 
a company’s analytics success. It is essential to place digital tools at the center 
of an operational mindset and fully embed them in the total flow of the work 
[19]. To manage all these innovative methods and tools, organizations need 
to be ready to adapt quickly and create a training agenda to upskill the new 
generation of employees.

In the mine of the future, most of the manual and routine tasks that require 
minimum cognitive effort will be replaced by Robotic Process Automation 
and cognitive assistants. However, instead of replacing humans, technology 
will change the modality of work and, in some cases, create new jobs to inte-
grate them in order to prosper in this new changing landscape. People will 
be retrained to use technology, and jobs will be redesigned to take better 
advantage of existing social skills [15].

The natural trend is to separate workers and break the roles so that busi-
nesses can determine the best resources to execute each task, be it conven-
tional, outsourced, or digital technology employees. The ideal end stage is to 
automate tasks that do not add value and allow the right person to complete 
or question tasks of interest. Once every job is so coordinated, mining com-
panies will start to build a vision for their future employees – the roadmap 
of skills they believe will be the most critical demand. It helps them to master 
their future – developing strategies to fill their talent holes before the com-
petitors even know which gaps exist [20].
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Some fields like computer technology, IT, statistics, mathematics, and data 
science will be essential to manage this transition to the digital mine since 
they help to develop critical and analytical thinking, interpretation of data, 
and problem-solving skills.

Activities that were executed in groups may come to be completed by 
individual employees supported by various types of machines that provide 
digital assistance [21]. Connected solutions that focus on the integration from 
mine to port are developed to process online information from personnel 
and machinery and manage the complete operation from a control room 
(integrated remote operating centers), sometimes hundreds or thousands of 
kilometers away from real operation. Driverless trucks and trains, automated 
drills, and other automation initiatives are entirely changing the way min-
ing companies allocate staff, minimizing risk and operational costs while 
increasing efficiency and productivity.

Real-time analysis supports decision-making using data collected from 
thousands of sensors, cameras, and imaging technologies. These new devices 
generate vast amounts of geospatial, equipment health, and operational data. 
For instance, a Rio Tinto mining truck with 220 sensors generates about five 
terabytes of data per day, and the entire Rio Tinto iron ore business generates 
approximately 3.5 petabytes of data per day [22]. BHP is using a downhole 
tool to collect and log elemental distributions for real-time analysis. Vale has 
improved its asset management supported by the application of AI models 
in data collected from mine equipment, such as off-road trucks, excavators, 
and loaders [23,24]. All those examples reinforce the trend of increasing 
demand for Data and Data Literacy skills, where professionals have a com-
plete domain of digital technologies and data analytics tools and methods.

In a detailed analysis of the future of the workforce in the mining indus-
try, the consulting firm Ernest Young defined a methodology to quantify the 
impact of technology, dividing the mining value chain into six stages and 
considering the diversity of occupations in each stage [25]. The approach cre-
ated a probabilistic model called the Technology Impact Index, which pro-
vides the following segmentation to classify different levels of impact:

• Enhanced (probabilities between 0 and 0.3) – Indicates that these 
occupations will be enhanced by technology and digital assets, and 
a few changes will be necessary to adjust for the future.

• Redesigned (probabilities between 0.3 and 0.84) – Indicates that 
some aspects will need to be redesigned, while some functions will 
be replaced and some other upskilled.

• Automated (probabilities between 0.85 and 1) – It is the most likely 
automation classification, indicating that the majority of tasks will be 
replaced, causing an occupation reduction.

Figure 10.1 presents the results for the six stages of the mining value chain.
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In the Exploration phase, there is expected to be a reduction in drill operators, 
traditional surveyors, and field geologists, while there is an increasing demand 
on data analytics and modeling skills and better communication with central-
ized decision-making management [26]. When it comes to Mining Operations, 
results reveal the most considerable proportion in terms of redesign caused by 
the optimization and integration with technology, such as drones, integrated 
systems, and geospatial technologies, which will lead to fundamental changes 
in operations and workforce. Decision support will be the focus rather than the 
execution, and the relationship between people and assets will be reshaped. 
Consequently, there will be a reduction in drill operators, traditional mine 
geologists, truck operators, and on-site employees, while the market for data 
analytics and design skills will grow. Data scientists, data translators, geotech-
nical engineers, and modelers will be in high demand. The processing stage 
will be impacted by a fully integrated mine-to-plant approach trend. Digital 
tools will support the integration between upstream and downstream opera-
tions. Characterization and data from the upstream process will be utilized for 
predictive analysis and optimized decisions. Data, analytics skills, and deci-
sion support for plant setpoint management will increase.

The future of transport will see a reduction of the on-site workforce, and 
significant enhancements and redesigns in its occupations due to the imple-
mentation of autonomous assets (rails, conveyors systems, etc.) and opti-
mized and integrated planning have been enabled by technologies, such as 
AA, ML, automation, digital twin, and others. Trading is the phase that has 

FIGURE 10.1
Occupation type by value chain [25].
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a more significant number of occupations susceptible to automation. It will 
require marketing professionals with an integrated view and knowledge 
of product development. A customer-centric approach and its integration 
upstream into the supply chain is the new focus leveraged by solutions, such 
as blockchain, market forecasting, and modeling methods. The end-to-end 
value chain shows the highest quantity of occupations enhanced by tech-
nology. A never-before-seen integration across the mining value chain will 
improve management and optimization. The driver to this transformation is 
a greater integration of roles and responsibilities combined with an operat-
ing model, performance metrics, and target setting alignment. The expected 
changes will be supported by the implementation of AA, digital twin, and 
integrated technologies.

According to the International Institute for Sustainable Development, as a 
result of the successful implementation of autonomous haul trucks, the opera-
tional workforce will be profoundly impacted in the short term. In the study, 
advanced control systems will have a long-term effect too, but it is still con-
tingent on other automation technologies being implemented [27]. Although 
automation will impact some occupations, it is demonstrated that the enhance-
ments and productivity benefits delivered by technology will be far more sig-
nificant. The impact of technology in the current occupations was assessed to 
determine the occupation mix in the future. Results for those that represent 
more than 1% of the current workforce and the workforce of the future are 
presented in Figure 10.2. For visualization purposes, data were divided into 
two groups: high proportion group – occupations which currently represent 
more than 3% of the total workforce – and low proportion group – those occu-
pations which represent less than 2% of the total workforce.

FIGURE 10.2
Proportion of current and future workforce [25].
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Figure 10.2 confirms the tendency of reduction in the number of operational 
jobs associated with manual and routine tasks, as shown by the differences 
between current and future workforce in the groups that involve Plant Operators 
(stationary and earthmoving), Truck Drivers, Drillers, Miners, and Shot Firers. 
New requirements for roles in the creation, monitoring, management, and 
maintenance of autonomous remotely controlled equipment and data analysis 
and systems will be developed [27]. Consequently, the mine of the future will 
see a more technologically knowledgeable workforce that combines technical 
mining skills with digital technological competency. At the same time, newer 
functions such as data sciences, data engineers, data architects, data translators, 
modelers, etc. will provide core practical support [25].

Future Skills Needed

The speed of technological disruption and evolution are demanding more 
high-level responsiveness and innovation from organizations to retain their 
competitive advantage. Intelligent mines need specific skill sets, and under-
standing the current gap is crucial to prepare companies to plan their work-
force and sustain competitive advantage strategically. As discussed in the 
last section, the Ernest Young report predicts that the request for digital lit-
eracy skills and information across all phases of the mining value chain will 
keep growing, leading to a redefinition of most of the functions linked with 
human-to-machine interaction. The incorporation of these skills will play an 
essential role in the decision-making process, optimizing everyday work [25].

The document points out that emerging technology, such as helicopters, 
autonomous vehicles, and remote-controlled operating systems, would 
enhance mining operation and exploration. Integrated operating centers 
allows more work to be performed remotely and flexibly, keeping employees 
away from the risks on-site. Traditional mining jobs such as truck drivers, 
drill operators, supervisors, and field geologists will be redefined based on 
the data and digital skills required to manage emerging technologies. The 
report also shows that the future distribution of occupation types will also 
impact skills demand. Figure 10.3 lists the skills with growing demand and 
those that will be reduced.

The analysis conducted in the report identified that the following skills 
would be of higher relevance for the occupations in the mining value chain 
and also the most resistant to the impact of technology:

• Creativity
• Change Management
• Design Thinking
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• Data Analysis
• Data and Digital Literacy
• Stakeholder Analysis
• Complex Stakeholder Engagement
• Strategic Planning
• Collaboration

A more detailed representation focused on the operator of the futures was 
developed by Low, Abrahamsson, and Johanson [21], who modified the 
typology of the future Industry 4.0 operator formed by the Romero et al. [26] 
to relate the eight worker stereotypes to the future mineworkers.

• The super-strong miner uses biomechanical support to boost the 
mobility and power of his limbs.

• The advanced miner uses increased reality to incorporate data from 
the digital to the physical world. Models have maintainers who are 
funded directly by equipment manufacturers. In individual glasses 
receiving and sending live videos, the problems could be solved by 
both partners via the manufacturer’s guidelines.

• The virtual miners use virtual reality to simulate dangerous real-life 
situations and aid in training. Virtual reality training is relatively 
common in mining [28] and is perhaps one of the industries where it 
is the most useful. This includes planning for high-risk cases, such 
as fire and the introduction of new models. In principle, it is possible 
to put the entire management of production and maintenance in a 
virtual situation and thus make it unbiased.

• For health measurements as well as GPS position, the healthy mine-
worker uses wearable sensors. In particular, these reforms have 

FIGURE 10.3
Movement of skills [25].
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also been made in the mining industry. As an example, improved 
technologies are used, and projects are being carried out to incor-
porate sensors to monitor the health of miners.

• The cleverer mineworkers use smart helpers to connect databases, 
computers, machines, and other IT systems. There are many exam-
ples at present where radiofrequency identification tag systems and 
an intelligent application are used for prompt and multifunctional 
devices.

• For Very different, challenging jobs, the cooperative mine worker uses 
joint robots. There are semi-independent systems on the sites such 
as loaders and excavators where the operator "structures" the unit 
first and then automatically controls it. At the same time, the worker 
remotely directs it for the duration of the actual loading. The repeti-
tive and frustrating task of driving from and to the muck is done by 
the vehicle.

• For contact between employees, businesses, and IoT, social network-
ing workers make use of company social networking. This has been 
made possible by the development of public Wi-Fi and 5G. Although 
most mines do not have dedicated corporate social networks, 
Internet access in mines often means social media access. In the past, 
there were mines in which underground workers used group chats 
to exchange information by using mine-spreading Wi-Fi.

• The miner uses big data analysis to discover useful information and 
to forecast specific occurrences.

The researchers named this new operator profile as “Miner 4.0” and concluded 
that the possibilities created by technology would influence the future work-
force. On the other hand, mining companies need to be prepared to respond to 
all those changes correctly. According to the Deloitte’s Future of Work report, 
the subject is not about frontier employees being able to adapt and preserve 
pace with disruption and adjustments to work, but around the organization’s 
ability to adapt along with them [19].

Challenges

Many of the critical resources mining companies need for the future will not 
be available in-house, and developing the required capabilities in-house can 
take years. Developing, hiring, and retaining the appropriate talent would 
require a sustained effort and a robust strategy. Moreover, besides mapping 
future roles, mining companies should work with research centers, mining 
schools, and universities to ensure the scholars are trained with the skills 
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needed to work in the mines of the future. The rate of change promoted by 
technology is challenging the capacity to attract, develop, and retain the tal-
ent required to run the mine of the future.

Need for Mining Engineering Academic Curriculum Review

The last developments driven by technology are motivating a complete 
review in the roles and the competences of the mining engineer. Additionally, 
universities are facing a decline in the number of engineering and mining-
related degrees [29,30], and there is a gap between the skills required to run 
a digital mine and academic curriculum learned in the institutions. The cur-
rent scenario requires a more focused and specialized skill set. Modern min-
ing companies are capital- and technology-intensive, with complex processes 
and industrial systems [31. Prerequisites to succeed in the digital world and 
transform the next-generation mine include the capacity to enable technolo-
gies and systems engineering, change management, and innovation [32].

According to the Global Mineral Engineering Curriculum Review devel-
oped by the IMPC Commission on Education, there is a difference between 
what is being taught in some minerals engineering courses and what the 
current industry needs [33]. The industry that undergraduate students will 
face has dramatically changed compared to the one for which much of the 
mining curriculum was created [33]. In the SAP’s Future of Mining report, 
Finlayson stated: “If you take a mining engineer curriculum when Curtin 
(University) took over WAIT (Western Australian Institute of Technology) 
50 years ago compared to now, it is the same curriculum bar one unit.” [34].

The focus of mining engineering curricula in Australia has always been 
around academic requirements associated with mine manager’s statutory 
certificate of competency. Although those skills are still essential, the future 
mining engineer needs to be able to absorb the dynamic of technology 
advances as well as address global challenges such as the paradigm of sus-
tainable mining [32]. According to predictions by different researches, 80% 
of the current technologies will be out of date in the next ten years, and 80% 
of the workforce will have an education acquired more than ten years before 
that [31]. Therefore, education providers need to redesign their strategy based 
on a deep understanding of technological trends and changing practices in 
order to build an appropriate workforce to run the mine of the future [33]. 
The Mines of the Future report highlighted that educational changes should 
encompass not only courses and content but also other facets such as deliv-
ery mode and menu of educational offerings [8].

Fortunately, the standard view recognizes the urgent need to modernize 
the academic curriculum in order to meet digital age challenges, including 
teaching with digital devices such as IoT, blockchain, and AI. Universities 
are using several internet webinars and courses, such as mining education in 
Australia, University of British Columbia mining, and Edu-Mine, to comple-
ment their curricula as a valuable source of high-quality, modern studies [35].
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A team of academic staff and industry experts at the University of the 
Witwatersrand in the School of Mining Engineering developed a new tech-
nology-driven curriculum, which included more innovation and future 
technologies content into the program. The team identified that a future 
undergraduate mining engineering curriculum should develop the compre-
hension and ability to operate within a holistic nature of mining engineering 
across three dimensions:

1. Technological competences related to the changes caused by indus-
try 4.0 on mining processes and people;

2. Comprehension about skills, techniques, and best practices related to
environmental and social aspects impacting the license to operate; and

3. Soft skills related to social intelligence, emotional intelligence, and
leadership that is required to work in an increasingly interdisciplin-
ary environment effectively.

After a benchmarking exercise that showed that none of the mining engi-
neering programs worldwide included the three dimensions, the group 
decided to move some courses to different semesters or merge them in order 
to make place for new courses/content. The new mining engineering pro-
gram includes some of the following new courses: Digital Technologies and 
Mine Data Analytics; Engineering Services for Mining; Mine Transportation, 
Automation and Robotics; Water, Energy and the Environment; Mine 
Management Principles and Entrepreneurship; and Health, Safety and 
Mining Law. Furthermore, other courses will also have their content reviewed 
to take into account Industry 4.0 [36].

Some examples of universities that have already started to adapt their cur-
ricula are Curtin University [37], University of New South Wales, and the 
University of Queensland [38].

According to the Mines of the Future report, mining engineering educa-
tion efforts must include research and development engineers with the fol-
lowing essential qualifications:

• High-level technical skills;
• Knowledge and ability to apply, optimize, and adapt to emerging

technologies, especially digital technologies;
• Data literacy and capacity of manipulating large datasets (sometimes 

Big Data) to manage efficiently and control systems;
• The capacity of planning and operating mines with more socially

acceptable surface footprints and environmental issues;
• Holistic knowledge about the full value chain of the mining opera-

tion, incorporating systems-approach to planning and operations;
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• Use of risk-based techniques for planning, decision-making, and 
management; and

• The capacity of working as a team member or leader of multidisci-
plinary groups.

Although some of the current academic programs already cover a portion 
of these skills, it is essential to encourage universities to embrace significant 
changes to ensure that they are efficiently preparing mining professionals 
for the future needs of the industry [8].

A continuous learning cycle will characterize the mine of the future. 
Mining companies will become a learning organization that recognizes 
and values lifelong learning. Learning and personal development will be 
integrated into the ordinary mining engineering work. This will demand a 
different approach for organizational structure, with a high degree of decen-
tralization of both authority and responsibility [39].

In-House Training and Qualification

It is important to remember that future employees are not necessarily uni-
versities or high school students with the qualifications required for these 
roles. The mining recruitment system will not be able to hire all the new 
skills required. The quickest and most cost-efficient solution relies on look-
ing internally and developing their current talent. Many have acquired new 
skills, finished training, and adapted their skills to play a new role. A Pew 
Research Centre survey, published in 2016, found that 87% of American 
employees consider it will be necessary for them to get training and develop 
new job abilities during their employment life to stay up to date with modi-
fications in the workplace [40]. Some major companies are already pushing 
this trend. For example, Amazon recently made a $700 million commitment 
to reskilling 100,000 workers to enhance their technology-based skills (e.g., 
warehouse workers were trained to become basic data analysts). JPMorgan 
Chase decided to invest $350 million over a five-year period to develop tech-
nical expertise in high-demand skills. One of the most important investments 
has been made by Walmart, which spent more than $2 billion in wages and 
training programs. In the Walmart Pathways program, entry-level employ-
ees learn corporate business model principles and essential soft skills [41].

Mining companies also need to know how to continue to learn and retrain 
their staff to confidently use modern and dynamic technologies like AA 
and automated systems. Only a limited number of external experts with 
the appropriate knowledge will be available , and businesses will actively 
develop new skills to avoid shortages. Relevant skill-based training should 
consider technical and soft competencies to fulfill the demand for collabora-
tive, innovative, and system-thinker individuals. They can deal with high-
complexity issues and see the interconnectedness and improvement across 
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the value chain [25]. Technology can be used to boost training in work, like 
Virtual Reality or improved mobile devices. Mobile and wearable devices 
direct workers in new jobs, both on-site and remotely.

The competition to be employers of choice in the mining industry is grow-
ing. Provided the competitive market for data-related skills, it might be hard 
to get into the mining industry considering the negative public perception, 
hard work conditions, and general aspects associated with the sector’s 
brand. So, how to attract young talent to choose to work in a remote area 
when they can work in the Silicon Valley or a modern office in a large and 
developed city?

In order to win this battle, organizations need to clarify business goals 
and align them with their talent strategy. This includes identifying specific 
tasks that could be disrupted by technology in each role now or in the future 
[20]. This also involves redesigning their talent acquisition strategies, chang-
ing the reliance on bonuses and travel perks approach, and becoming more 
open to competing for workers that prioritize flexibility in the urban life [19]. 
Instead of relying on a fixed schedule, the work dynamic is moving to a more 
flexible model (anywhere and anytime). The focus now is on a more agile 
and experimental approach, adaptative learning, outcomes, and fostering 
oriented cultures. It demands an environment where people can innovate 
from the bottom, changing the focus from resource-orientation to people, 
human capital, and brainpower. Management must be prepared to upskill 
employees to work on more complex tasks and providing learning, access 
to onboarding, and development opportunities to attract and retain top per-
formers [19]. The retention strategy can be expanded to include the physical, 
emotional, financial, and spiritual health and well-being of employees [19].

Location of Future Work

The impacts of digitalization and technology advances will not only be 
noticed in the professional profile and skills required in the mine of the 
future. The workflows and work location will also change dramatically. 
There is a more dynamic and decentralized infrastructure and process for 
this working space, with new models for cooperation and interaction with 
customized technology, which will allow more mobility and accessibility [8].

Remote Operation Centers

The off-site environment provided by the Remote Operation Centers central-
izes and connects operations in the mines and plants, protecting employ-
ees from the risks of the on-site operation and reducing costs. The remote 
work may also be an alternative to attract more talents to work on mining 
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organizations. Such control rooms can be found almost everywhere in the 
world due to improvements in communications systems, advanced sensing 
and systems procedures, navigation, and imaging technologies [24]. There 
will be less need for operators to manage, assess, and improve operations, 
but more skilled professionals [8]. Technology-aided workers may serve two 
or three traditional roles with a focus on control, problem-solving, and orga-
nizational improvement. A single worker can track a certain process in sev-
eral mine sites (e.g., truck dispatch) [42]. Computer programs with algorithms 
can more efficiently control fleets of self-contained carriages and loads. 
Driverless technology can increase output by 15%–20%, fuel consumption by 
10%–15%, and maintenance costs by an 8% decrease [27].

The remote operation centers also facilitate collaboration across orga-
nizational boundaries by making it easy to connect with other internal 
processes and even remote parties. This integration enhances the potential 
for improved efficiency where discrete parts of the value chain, such as a 
drill, blast, loading, transporting, and processing, can be adjusted to meet 
business objectives.

On-Demand Experts

The mine of the future will also be marked by a more intense collaboration 
and integration with internal and external partners. With the gap in special-
ized skills, there will be a trend for services provided by on-demand experts. 
Indeed, some areas such as the long-term mine planning have already been 
applied to this type of specialized external support for many years, since 
there is a lack of specialists in this field and the frequency of activities does 
not justify a fixed professional in operation. The current disruptive scenario 
opens an avenue for mining and data analytics consulting firms located in 
large cities, empowered by a range of high-end systems to carry out various 
parts of the job. These companies take advantage of having many experts 
working with peers and sharing experiences from multiple clients.

Additionally, this new landscape is strengthened by emerging technolo-
gies, such as virtual networks and real-time connectivity with the workforce 
in the mine sites. Situations that require rapid changes, e.g., market oppor-
tunity, can be quickly addressed by connecting experts in different loca-
tions and using appropriate technology to facilitate their interaction [42]. 
The changes are not restricted to low-demand activities. For example, in the 
future of field operations, maintenance technicians will be armed with aug-
mented reality tools and connected with teams of experts at headquarters 
that will guide them through the complex repairs in a step-by-step manner. 
Even better, other critical conditions can be identified and proactively fixed 
by the team. This work dynamic enables greater awareness of the status of 
each part of an operation, enhancing the integration of information available 
and providing a view of the whole operation [42,43]. Consequently, a much 
faster and efficient resolution is obtained.
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Summary

The application of AA solutions has been transforming organizations in 
many industries. A data-driven company should be prepared for extracting 
the maximum value from data by focusing on three strategic challenges: cor-
porative culture, talent acquisition and retention, and technology. Significant 
factors to enhance analytical maturity and accelerate companies’ AA journey 
involve leadership engagement, well-designed data governance structure, 
system integration, and implementation of new technologies for extracting, 
storage, and processing of data across the mining value chain. Similar to many 
other industries, technology advances will dramatically change many occu-
pations in the sector, and mining companies have to adapt their workforces’ 
skill sets in order to keep pace in this very fast-changing world. Data literacy, 
understanding about digital technologies and systems, and soft skills such as 
emotional intelligence are valuable qualifications to succeed in this modern 
mining scenario. Some strategies to be adopted by mining companies may 
include a partnership with research centers, mining schools and universities, 
in-house training, and incorporation of outsourcing specialized services.
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