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Mineral physics involves the application of physics
and chemistry techniques in order to understand and
predict the fundamental behavior of Earth materials
(e.g., Kieffer and Navrotsky, 1985), and hence provide
solutions to large-scale problems in Earth and plane-

tary sciences. Mineral physics, therefore, is relevant to
all aspects of solid Earth sciences, from surface pro-
cesses and environmental geochemistry to the deep
Earth and the nature of the core. In this volume,
however, we focus only on the geophysical applica-
tions of mineral physics (see also Ahrens (1995),
Hemley (1998), and Poirier (2000)). These applica-
tions, however, are not just be constrained to
understanding structure the Earth (see Volume 1)

and its evolution (see Volume 9), but also will play a
vital role in our understanding of the dynamics and
evolution of other planets in our solar system (see
Volume 10 and Oganov et al. (2005)).

As a discipline, mineral physics as such has only
been recognized for some 30 years or so, but in fact it
can trace its origins back to the very foundations of
solid Earth geophysics itself. Thus, for example, the
work of Oldham (1906) and Gutenberg (1913), that
defined the seismological characteristics of the core,
led to the inference on the basis of materials physics
that the outer core is liquid because of its inability to
support the promulgation of shear waves.

A landmark paper in the history of the application
of mineral physics to the understanding of the solid
Earth is the Density of the Earth by Williamson and
Adams (1923). Here the elastic constants of various
rock types were used to interpret the density profile

as a function of depth within the Earth that had been
inferred from seismic and gravitational data. Their
work was marked by taking into account the grav-
itationally induced compression of material at depth
within the Earth, which is described by the
Williamson–Adams relation that explicitly links geo-
physical observables (g(r), the acceleration due to
gravity as a function of radius, r, and the longitudinal
and shear seismic wave velocities Vp and Vs) with

mineral properties (Ks, the adiabatic bulk modulus
and density, �), via

d�ðrÞ=�ðrÞ ¼ – gðrÞdr=jðrÞ ½1�

where jðrÞ is the seismic parameter as a function of
radius, and is given by

jðrÞ ¼ V 2
pðrÞ – 4=3ð ÞV 2

sðrÞ ¼ KsðrÞ=�ðrÞ ½2�

Further progress in inferring the nature of Earth’s
deep interior rested upon the experimental determina-
tion of the elastic properties of rocks and minerals as a
function of pressure and temperature. Notably, this
work was pioneered over several decades by
Bridgman (1958). In parallel with experimental studies,
however, a greater understanding of the theory behind
the effect of pressure on compressibility was being
made by Murnaghan (1937) and Birch (1938). These
insights into the equations of state of materials enabled
Birch (1952) (see Figure 1) to write his classic paper
entitled Elasticity and the Constitution of the Earth’s Interior,
which laid the foundations of our current understand-
ing of the composition and structure of our planet.

One notable outcome from the investigation of the
effect of pressure and temperature on material prop-
erties was the discovery of new high-density
polymorphs of crustal minerals. Thus, Coes (1953)
synthesized a new high-density polymorph of SiO2

(subsequently named coesite), and Ringwood (1959)
reported the synthesis of the spinel structured
Fe2SiO4 (that had previously been predicted by
Bernal (1936)). Ringwood and colleagues went on to
make a variety of other high-density silicate poly-
morphs, including the phases, which are now thought
to make up the transition zone of the mantle, namely
the spinelloids wadsleyite (�-Mg2SiO4) and ring-
woodite (�-Mg2SiO4), and the garnet-structured
polymorph of MgSiO3 (majorite). Further insights
into the probable nature of deep Earth minerals
came from Stishov and Popova (1961) who synthe-
sized the rutile-structured polymorph of SiO2

(stishovite) that is characterized by having Si in
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octahedral coordination and from Takahashi and
Bassett (1964) who first made the hexagonal close-
packed polymorph of Fe, which is today thought to
be the form of Fe to be found in the Earth’s core (but
see Chapter 2.05). As high-pressure and -temperature
experimental techniques evolved, still further phases

were discovered, the most important of which was

the ‘postspinel, perovskite-structured polymorph of

MgSiO3 (Liu, 1975). It was thought for sometime that

this discovery and the subsequent work on the details

of the high-pressure phase diagrams of silicate miner-

als had enabled a robust mineralogical model for the

mantle to be established. This view, however, has had

to be revised in the past few years, after the recent

discovery of a ‘postperovskite’ phase (Murakami et al.,

2004; Oganov and Ono, 2000), which may be stable in

the deepest part of the lower mantle.
Notwithstanding, however, the possibility of

further new discoveries, the mineralogy, and compo-

sition of the mantle and the core are now relatively

well defined. The current view of the mineralogy of

the mantle is summarized in Figure 2, while as

suggested by Birch (1952), the core is considered to

be composed of iron (with minor amounts of nickel)

alloyed with light elements (probably O, S, and or Si).

The solid inner core is crystallizing from the outer

core, and so contains less light elements. The current

status of our understanding of the nature of the deep

Earth is reviewed in detail in Chapters 2.02, 2.03,

2.04, and 2.05. Chap Stixrude provides a general

overview of the structure of the mantle. The nature of

the lower mantle is still relatively controversial, since

generating lower mantle pressures (�25–130 GPa) and

temperatures (�2000–3000 K) is still experimentally

challenging, and mineral physics data and phase

Figure 1 Francis Birch (1903–92), Royal Astronomical
Society Medalist 1960; Bowie Medalist 1960.
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relations for the minerals thought to be found here are
less robust. Furthermore, the recent discovery of
the postperovskite phase has added even greater
uncertainty to the nature of the D0 zone and the
core–mantle boundary. The problems of the lower
mantle and the core–mantle boundary are therefore
reviewed in Chapter 2.03. Although the major ele-
ment chemistry of the mantle is quite well studied, it
is probably fair to say that the understanding of the
trace elements chemistry and the role of volatiles in
the deep mantle is still in its infancy. This aspect of
mantle chemistry, however, is vital if we are to fully
understand the processes involved in planetary for-
mation, core segregation, and subsequent evolution
of the Earth (see Volumes 9 and 10). The Chapter
2.04 provides a review of our understanding of this
aspect of the mantle, while the considerable progress
in our understanding of the nature and evolution of
the core is provided in Chapter 2.05.

As indicated above, our understanding of the lower
mantle and core are limited to some extent by our
inability easily to reproduce the high-pressure and -
temperature conditions to be found in planetary inter-
iors. To obtain greater insight, theory and experiment
must be used together, and Chapters 2.06 and 2.13
present reviews of the theory underlying high-pres-
sure, high-temperature physics, and the major
experimental methods that are being developed to
probe this parameter space. The Chapter 2.06 outlines
the thermodynamic basis behind high-pressure–high-
temperature behavior, and expands in greater detail
on equations of state and the way in which the density
and elastic properties of materials respond to changes
in pressure and temperature. The macroscopic beha-
vior of minerals depends upon the microscopic or
atomistic interactions within the mineral structure.
Thus, for example, free energy (and eventually phase
stability) depends in part upon entropy, which in turn
is dominated (for silicates at least) by lattice vibrations.
Hence, in Chapter 2.07, a detailed analysis of lattice
vibrations and spectroscopy of mantle minerals is pre-
sented. For the past 20 years, advances in computing
power have enabled computational mineral physics to
make a contribution to our understanding of the ther-
modynamic, thermo-elastic, and dynamical properties
of high-pressure minerals. Initially, the results of simu-
lations based on inter-atomic potentials provided
semiquantitative insights into, for example, the lattice
vibrations and the thermodynamics of mantle phases
(e.g., Price et al., 1987; Wall and Price, 1988). But more
recently, quantum mechanical simulations of mantle
and core phases have been able to achieve a precision

and accuracy that is comparable with that achievable

experimentally, and as such ab initio modeling must

now be seen as a legitimate complement to experi-

mental study. Therefore in this volume, the theory

and results from ab initio studies of some deep Earth

phases are reviewed in Chapter 2.13.
Despite the power and insight provided by theory,

mineral physics is dependent upon quantitative high-

pressure and -temperature experimental results.

Such work was pioneered by Williamson, Adams

(Figure 3), and Bridgman, and then taken up by

others such as Ringwood, Bassett, Liu, and many

groups in Japan (see, e.g., Akimoto (1987) and

Figure 4), but in the past 30 years huge advances

have been made and today, for example, laser-heated

diamond anvil cells can be used to access tempera-

tures and pressures up to �6000 K and 250 GPa.

Such experiments, however, can only be carried out

on very small sample volumes and for very short

periods of time. Multianvil experiments can be used

to study much larger volumes of material and are

stable over a longer time interval. These techniques

are, therefore, complementary and are both developing

rapidly. Chap Ito provides a review of multianvil cell

Figure 3 Leason Heberling Adams (1887–1969),

American Geophysical Union (AGU) President 1944–47,

Bowie Medalist 1950.
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methods, while Chap Mao gives an analysis of dia-

mond-anvil cell techniques. A third technique for

producing high pressures and temperatures is via

shock compression. In this approach a high-velocity

impact is produced by firing a projectile at a mineral

target. Very high pressure and shock-produced heating

can be obtained, but only for a few 100 ns. Analysis of

the experimental results is not always straightforward,

as a knowledge of some high P–T physical properties is

usually needed to infer peak shock temperatures, and

shock results are not always in agreement with static

experiments (see, e.g., the debate on the high-pressure

melting of Fe in Chapters 2.18 and 2.13). For more

details on this techniques see Ahrens (1995), Poirier

(2000), and Nellis (2002).
Achieving the high pressures and temperatures

that occur in the deep Earth is, however, just the

beginning of the challenge that faces experimental

mineral physicists, since it is also necessary to mea-

sure a variety of physical properties under these

conditions. Therefore in Chapters 2.10, 2.11, and

2.12 the specific techniques for measuring elastic

and acoustic properties, electronic and magnetic

properties, and rheological properties are described

in greater detail.
The long-term goal of mineral physics research is to

enable a full interpretation of seismic tomographic data

(see Volume 1), and to provide a three-dimensional

description of the mineralogy, composition, and thermal
structure of the Earth’s deep interior. To this end, we
need not only full descriptions of the seismic properties
of rocks and minerals, as a function of composition,
pressure, and temperature (see Chapter 2.02), but also
an understanding of the nature and origin of anisotropy
in the Earth (see Chapter 2.16) and the significance and
reasons for seismic wave attenuation (see Chapter 5.05).

In addition to being able to invert seismic data to
provide an instantaneous picture of the Earth’s inter-
ior, we desire to be able to describe the dynamic
evolution of our planet (see Volumes 7 and 8). As
such we need to be able to constrain, for example,
geodynamical models of mantle convection, with the
appropriate rheological descriptions of mantle phases
(see Chapter 2.14), and self-consistent descriptions of
heat flux and planetary thermal structure. Key to the
latter is our understanding of thermal conductivity at
high pressures and temperatures, which is an area
where theory and experiment are still evolving and
much progress is still required (see Chapter 2.19).
Similarly, our ability to describe the dynamics of
core convection, and hence the geodynamo, is
critically dependent on our understanding of the
physical properties of liquid and solid iron under
core conditions (see Chapters 2.05, 2.13, 2.18, and
Price et al., 2004).

One particular problem in our understanding of
the Earth is the nature of the core–mantle boundary.
It has been variously suggested, for example, that it is
a ‘grave yard’ for subducted slabs; a reaction zone
with the core; associated with a postperovskite phase
change; has pods of partially molten material; is
enriched in iron; and is the source of deep mantle
plumes (see Volume 7). To establish the importance
of some of these hypotheses requires high-quality
seismic data, but also tight constraints on the thermal
structure of the core and the high-pressure melting
behavior of mantle and core material (see Chapter
2.18). The melting of mantle material also obviously
plays a vital role in volcanism and planetary evolu-
tion, and the migration of melts and their eruption or
injection into the crust is central to our understand-
ing of the dynamics of the upper mantle. The
properties of melts are discussed in Chapter 2.15.

Another long-standing problem in geophysics is
the energetics of the core and the driving force
behind the geodynamo (see Volume 8). To be able
to model this process, accurate descriptions of the
melting of iron and the chemical compositions of the
inner and outer core are essential (e.g., Nimmo et al.,
2004). The possible presence of radioactive elements

Figure 4 Syun-iti Akimoto (1925–2004), Royal

Astronomical Society Medalist 1983, Bowie Medalist 1983.
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in the core (such as K40) would be highly significant

as such internal sources of heat would greatly influ-

ence the cooling rate of the core and hence the age

and rate of growth of the inner core; but it is still an

open question. The stability of the geodynamo may

also be affected by thermal and electrical coupling

with the mantle; hence, we need to fully understand

the electrical properties of mantle phases (see Chapter

2.21). Finally, for example, insights into the past

nature of the geodynamo, as its palaeo-intensity,

can only be obtained from paleomagnetic data (see

Volume 5), which requires a detailed understanding

of rock minerals and magnetism (see Chapter 2.20).
In the following chapters in this volume, the great

progress that has been made in our understanding of

the physics and chemistry of minerals is clearly laid

out. However, each author also highlights a number

of issues which are still outstanding or that need

further work to resolve current contradictions. The

resolution of some of the problems outlined above,

and in the subsequent chapters, will depend on more

precise or higher-resolution geophysical measure-

ments (e.g., the exact density contrast between the

inner and outer core), while others will be solved as a

result of new experimental or computational techni-

ques. The combination, for example, of intense

synchrotron radiation and neutron sources with

both diamond anvil and multianvil cell devices pro-

mises to yield much more information on high

pressure seismic (or equivalently elastic) properties

of deep Earth phases. In the foreseeable future, devel-

opments in anvil design will see large-volume

devices that can be used to determine phase equili-

bria to 60 GPa, or to study high-pressure rheology to

30 GPa and beyond. But more predictably, the con-

tinued development of increasingly powerful

computers will see the role of computational mineral

physics grow still further, as the study of more com-

plex problems (like rheology and thermal transport)

becomes routine. In addition, the use of more sophis-

ticated ab initio methods (like quantum Monte Carlo

techniques) will become possible, and accurate stu-

dies of the band structure and electrical properties of

iron bearing silicates will be performed. Finally, the

pressures of the Earth’s interior (up to 360 GPa) will

not represent the limit of interest for mineral physi-

cists. Already extra-solar system, giant, Earth-like

planets are being considered, and understanding

their internal structure will open up even greater

challenges (e.g., Umemoto and Wentzcovitch, 2006

Umemoto et al., 2006).

In conclusion, therefore, this volume contains a com-
prehensive review of our current state of understanding
of mineral physics, but without doubt there is still much
that is unknown, but the prospect for further progress is
excellent, and it is certain that in the next decades many
issues, which are still controversial today, will have been
resolved.
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2.02.1 Introduction

The theoretical problem of computing the radial
structure of a hydrostatic, gravitationally self-com-
pressed body like Earth is well developed. In its
simplest form, one solves the Poisson equation
together with a constitutive relation for the variation
of pressure and density with depth. While such solu-
tions are important for our understanding of the
structure of stars and giant planets, they have not
played a major role in our understanding of Earth
structure for at least two important reasons. First is
the still overwhelming complexity of the constitutive
relation in the case of the Earth and the other terres-
trial planets. There are at least six essential elements
and they are distributed inhomogeneously with
depth, most evidently in the separation between the
crust, mantle, and core. Moreover, there are more
than 10 essential phases in the mantle alone, as com-
pared with the single fluid phase that suffices in the
case of the gas giants. Second is the power of

seismological observations to reveal Earth structure.
Adams and Williamson were able to estimate the
radial density profile of Earth’s mantle from a very
different starting point, the observed variation of
seismic wave velocities with depth, as embodied in
their famous equation. The number and quality of
seismic observations continues to grow as does our
ability to interpret them, so that over the past few
decades, seismologists have been able to constrain
not only radial, but also lateral variations in seismic
wave velocities and to produce three-dimensional
(3-D) models of Earth structure.

One of the goals of geophysics is to relate the
structure of Earth’s interior as revealed primarily by
seismology, to its thermal and chemical state, its
dynamics and evolution. It is not generally possible
to construct this more complete picture from knowl-
edge of the seismologically revealed structure alone.
The limitations are not so much practical – there is
every indication that our knowledge of Earth struc-
ture will continue to improve for some time with

7



further observation – but fundamental. The relation-
ship of seismic wave velocity to composition and
temperature cannot be inverted uniquely without
further information.

Our primary interest in the seismic properties of
Earth materials derives from this overarching goal, to
place the current structural snapshot provided by
seismology in the larger context of Earth evolution.
Knowledge of material properties and behavior is the
essential link between seismological observations and
the temperature and composition of the interior.
Indeed, the combination of geophysical observation
and knowledge of materials properties derived from
experimental and theoretical studies provide our
most important constraints on the composition of
the mantle and its thermal structure.

It is the aim of this contribution to illustrate the
role of mineral physics as the interpretive link
between seismic structure and dynamics, and to
review what studies of material properties have
taught us about the dynamics and composition of
Earth. Our focus will be on Earth’s mantle because
the problem of determining the chemical and thermal
state is particularly rich and because substantial
progress has been made in the last decade.

The organization of this contribution takes its cue
from Earth’s seismic structure. We begin with a
review of the 1-D elastic structure that accounts for
most of the observed seismic signal. Special topics
here will include the origin of high gradient zones
and the origin of discontinuities. We continue with a
discussion of lateral variations in seismic structure
and their interpretation in terms of lateral variations
in temperature, composition, and phase. A discussion
of anisotropy will highlight the many important
advances that have been made, particularly in our
knowledge of the full elastic constant tensor of
minerals, and also the formidable difficulties remain-
ing, including a need for a better understanding of
deformation mechanisms. We end with that part of
Earth’s seismic structure that is currently least amen-
able to interpretation, the anelastic part, indicating
important developments in our understanding of the
relevant material properties, and the gaps in our
knowledge that remain.

2.02.2 Radial Structure

2.02.2.1 Overview

Perhaps the most remarkable and informative feature
of Earth’s radial structure is that it is not smooth

(Table 1). The variation of seismic wave velocities
with depth is broken up at several depths by rapid
changes in physical properties. These are generally
referred to as discontinuities, although in all prob-
ability, they represent regions where physical
properties change very rapidly over a finite depth
interval. Each discontinuity is associated with a mean
depth, a range of depth due to topography on the
discontinuity, and a contrast in physical properties,
most directly the impedance contrast

�I

I
¼ ��

�
þ �V

V
½1�

where � is the density and V is either the shear or
longitudinal-wave velocity and � represents the
difference across the discontinuity. For isochemical
changes in physical properties that follow Birch’s law
(Anderson et al., 1968), the velocity contrast is
approximately two-thirds of the impedance contrast
for S-waves and approximately three-fourths for
P-waves. Of the 14 discontinuities reported, some
(e.g., 410, 660) are much more certain than others
(e.g., 1200, 1700), both in terms of their existence and
their properties.

Discontinuities are important because they tie
seismological observations to the Earth’s thermal
and chemical state in an unusually precise and rich
way. Many discontinuities in the mantle occur at
depths that correspond closely to the pressure of
phase transformations that are known from experi-
ments to occur in plausible mantle bulk compositions
(Figure 1). The pressure at which the phase trans-
formation occurs generally depends on temperature
via the Claussius–Clapeyron equation. The mean
depth of a discontinuity then anchors the geotherm.
Lateral variations in the depth of the discontinuity
constrain lateral variations in temperature.

Phase transformations also influence mantle
dynamics. For example, in a subducting slab, the
perovskite forming reaction will be delayed as com-
pared with the surroundings, tending to impede the
slab’s descent. The extent to which a phase transfor-
mation alters dynamics scales with the phase
buoyancy parameter (Christensen and Yuen, 1985):

� ¼ ���

g��2h
½2�

where � is the Clapeyron slope, g is the acceleration
due to gravity, � is the thermal expansivity, and h is
the depth of the mantle. Phase transformations with
negative Clapeyron slopes, such as the perovskite
forming reaction, tend to impede radial mass transfer,
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while those with positive Clapeyron slopes, such as
the olivine to wadsleyite transformation, tend to
encourage it. In application to Earth’s mantle, the
phase buoyancy parameter must be generalized to
account for the fact that only a fraction of the mantle
undergoes the phase transformation (i.e., 50–60% in
the case of the olivine to wadsleyite transition), and
that nearly all phase transformations are at least
divariant and occur over a finite range of depth.

Phase transformations also depend sensitively on
bulk composition, which means that the Earth’s dis-

continuity structure also constrains mantle

chemistry. For example, the sequence of phase

transformations with increasing pressure in olivine
would be quite different if the mantle had twice as
much FeO, and would no longer resemble the Earth’s
radial structure (Akaogi et al., 1989).

Not all discontinuities can be explained by phase
transformations. In some cases, no phase transforma-
tions occur near the appropriate depth. In others,
phase transformations do occur, but the change in
physical properties caused by the transition is far too
subtle to explain the seismic signal. In the case of the
D0 discontinuity, a phase transformation was only
recently found that finally appears to explain most
of the properties of this previously enigmatic

Table 1 Mantle discontinuities

Discontinuity Depth (km) Contrast Affinity References Origin References

Hales 59(12) þ7.0% Global? Revenaugh and

Jordan (1991a,

1991b)

Anisotropy Bostock (1998)

Gutenberg 77(14) �9.0% Oceans Revenaugh and

Jordan (1991a,

1991b)

Anisotropy Gung, et al. (2003)

Lehmann 230(30) þ3.8% Continents Revenaugh and
Jordan (1991a,

1991b)

Anisotropy Gung, et al. (2003)

X 313(21) þ3.3% Subduction Revenaugh and

Jordan (1991a,
1991b)

opx¼ hpcpx Woodland (1998)

� 410(22) þ8.5% Global Flanagan and Shearer

(1998), Dziewonski
and Anderson (1981)

ol¼wa Ringwood and

Major (1970)

� 520(27) þ3.0% Global Flanagan and Shearer

(1998), Shearer

(1990)

wa¼ ri Rigden, et al. (1991)

� 660- þ8%? Subduction Simmons and Gurrola

(2000)

ak¼pv Hirose (2002)

� 660(38) þ15.8 Global Flanagan and Shearer

(1998), Dziewonski
and Anderson (1981)

ri¼pvþmw Ito and Takahashi

(1989)

� 720(24) þ2.0 Global? Revenaugh and

Jordan (1991)

gt¼pv Stixrude (1997)

� 900(150) ? Subduction? Kawakatsu and Niu

(1994)

Comp.? Kawakatsu and Niu

(1994)

� 1200 ? Global? Vinnik, et al. (2001) st¼hy? Karki, et al. (1997a,

1997b)
� 1700 ? ? Vinnik, et al. (2001) capvc¼capvt? Stixrude, et al. (1996)

D0 2640(100) þ2.0% Fast Lay, et al. (1998b) pv¼ppv Oganov and Ono

(2004)

ULVZ 2870(20) �10% Slow Garnero and
Helmberger (1996)

melt Williams and
Garnero (1996)

Contrast is the S-wave impedance contrast, except for the D0 and ULVZ discontinuities (2640, 2870 km) which are reported as the S-wave
velocity contrast. Value in parentheses following depth is the peak-to-peak (410, 520, 660), or rms (others) variation in the depth. The
estimated impedance contrast at 660- is half of that of the 660 itself based on subequal reflectivity from 660- and 660 in the study of
Simmons and Gurrola (2000). Affinity designations fast and slow refer to regions of anomalously high and low wave speeds in tomographic
models, respectively. Origin designation ‘‘comp.’’ refers to a contrast in bulk composition possibly associated with subducted crust.
Abbreviations capvc and capvt refer to the cubic and tetragonal phases of CaSiO3 perovskite, respectively. Entries with a question mark
are either unknown or uncertain.
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structure. Rapid variation with depth in chemical
composition (e.g., the Moho), the pattern or strength
of anisotropy, or in the magnitude of attenuation and
dispersion may also cause discontinuities.

2.02.2.2 Upper Mantle

We take the upper mantle to be that region of the
Earth between the Mohorovicic discontinuity and
the 410 km discontinuity. This part of the Earth is
challenging from a mineral physics point of view
because heterogeneity, anisotropy, and attenuation
are all large. Discussions of globally average radial
structure are prone to mislead, which is why regional
1-D profiles, as well as 3-D tomographic models are
important to keep in mind. This part of the Earth is
remarkably rich in structure with features that have
resisted explanations in terms of mineralogical
models.

One of the most remarkable features of upper
mantle structure is the presence of a low velocity
zone (Gutenberg, 1959). A pattern of decreasing
velocity with increasing depth appears unique to
the boundary layers of the mantle (see also discussion

of D0 below). The low velocity zone is more promi-
nent under oceans than under continents; and is more
prominent under young oceanic lithosphere than old
(Anderson, 1989).

The origin of the low velocity zone is readily
understood in terms of Earth’s thermal state and the
properties of minerals. Negative velocity gradients
will appear whenever the thermal gradient exceeds a
critical value such that the increase of velocity with
compression is overcome by the decrease of velocity
on heating (Anderson et al., 1968; Birch, 1969). The
critical thermal gradient

�S ¼ –
qVS

qP

� �
T

�
qVS

qT

� �
P

½3�

for shear waves is modest: 2 K km�1 for olivine. One
then expects negative velocity gradients to be wide-
spread in the shallow upper mantle on the basis of
heat flow observations. There is a critical thermal
gradient for the density as well

�r ¼
1

�KT
½4�

where � is the thermal expansivity and KT is the
isothermal bulk modulus, which is just the inverse
of the thermal pressure gradient that has been
discussed by Anderson (Anderson, 1995). The value
for olivine �10 K km�1, is less than that in most of
the Earth’s upper thermal boundary layer. The low
velocity zone should be associated with locally
unstable stratification in which more dense material
overlies less dense material.

Comparison to the critical thermal gradient also
explains much of the lateral variations in the struc-
ture of the low velocity zone. In the half-space
cooling model of mantle, the geothermal gradient
decreases with lithospheric age, producing a weaker
negative velocity gradient as seen seismologically
(Graves and Helmberger, 1988; Nataf et al., 1986;
Nishimura and Forsyth, 1989). Under continents,
the geothermal gradient is much less steep, but
even under cratons exceeds the critical value; for
example, the gradient is 4 K km�1 under the Abitibi
province ( Jaupart and Mareschal, 1999). Indeed, the
low velocity zone appears to be much less prominent,
but not absent under some continental regions
(Grand and Helmberger, 1984).

Are other factors required to quantitatively
explain the values of the lowest velocities seen in
the low velocity zone? It has long been suggested
that partial melt may be present in this region of
the mantle (Anderson and Sammis, 1969; Birch,
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Figure 1 Phase proportions (blue, left axis) in a typical

mantle bulk composition: Depleted MORB Mantle (DMM) of

Workman and Hart (2005), along an isentrope (red, right

axis) consistent with MORB genesis: potential temperature
of 1600 K (Klein and Langmuir, 1987; McKenzie and Bickle,

1988). The isentrope and phase proportions are computed

self-consistently from a unified thermodynamic formalism

(Stixrude and Lithgow-Bertelloni, 2005a, 2005b). Phases
are: plagiolcase (plg), spinel (sp), olivine (ol), orthopyroxene

(opx), clinopyroxene (cpx), high-pressure Mg-rich

clinopyroxene (hpcpx), garnet (gt), wadsleyite (wa),
ringwoodite (ri), akimotoite (ak), Calcium silicate perovskite

(capv), Magnesium silicate perovsite (pv), and ferropericlase

(fp). From Stixrude L and Lithgow-Bertelloni C (2007)

Influence of phase transformations on lateral heterogeneity
and dynamics in Earth’s mantle. Earth and Planetary

Science Letters.
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1969; Green and Liebermann, 1976; Lambert and

Wyllie, 1968; Ringwood, 1969; Sato et al., 1989).

While partial melt is not required to explain the

existence of a low velocity zone per se as the argument

regarding the critical thermal gradient above demon-

strates, it is difficult to rule out its presence on the

basis of quantitative comparisons of seismological

observations to the elastic properties of upper

mantle assemblages. Recent such comparisons have

concluded that partial melt is not required to explain

the seismological observations, except in the

immediate vicinity of the ridge (Faul and Jackson,

2005; Stixrude and Lithgow-Bertelloni, 2005a)

(Figure 2). These studies also find it essential to

account for the effects of attenuation and dispersion,

which is unusually large in this region (see below).
The low velocity zone has sometimes been seen as

being bounded above by the Gutenberg (G) disconti-

nuity near 65 km. This discontinuity has also been

associated with the base of the lithosphere. The impe-

dance contrast is variable, large, and negative, that is,

velocities are less below the transition (Gaherty et al.,

1999a; Revenaugh and Jordan, 1991b). Phase transfor-
mations occurring near this depth do not produce
velocity discontinuities of nearly sufficient magnitude,
or even the right sign. A rapid change in attenuation
produces a velocity change of the right sign (Karato
and Jung, 1998), but far too small in magnitude
(Stixrude and Lithgow-Bertelloni, 2005a). A rapid
change in partial melt fraction, from a melt-free litho-
sphere to a partially molten low velocity zone, also
produces a velocity change that is too small as model-
ing indicates that the discontinuity is made up equally
of anomalously high velocity above the discontinuity
and anomalously low velocity below (Stixrude and
Lithgow-Bertelloni, 2005a) (Figure 2).

The Lehmann discontinuity, near 200 km depth,
also does not have a counterpart in mantle phase trans-
formations. In some global models (Dziewonski and
Anderson, 1981) this discontinuity is enormous,
exceeding in magnitude the much more widely
studied 410 km discontinuity. The Lehmann disconti-
nuity is observed preferentially under continents (Gu
et al., 2001), while the G discontinuity is found
preferentially under oceans (Revenaugh and Jordan,
1991b). It has been proposed that the Lehmann discon-
tinuity represents a change in anisotropy caused by a
change in the dominant deformation mechanism from
dislocation dominated to diffusion dominated creep
(Karato, 1992). The Lehmann and Gutenberg disconti-
nuities may actually be the same feature, occurring at
shallower depths under oceans and greater depths
under continents. Both may be caused by a change in
anisotropy via a change in the pattern of preferred
orientation associated with the base of the lithosphere
and a transition to more deformable asthenosphere
where preferred orientation is more likely to develop
(Gung et al., 2003) (Figure 3). This model is in apparent
disagreement with those based on ScS reverberation,
which require an increase in SV with increasing depth
across the Lehmann (Gaherty and Jordan, 1995;
Revenaugh and Jordan, 1991b).

A smaller discontinuity is seen locally called the X
discontinuity near 300 km depth (Revenaugh and
Jordan, 1991b). A phase transition appears to be the
most likely explanation (Woodland, 1998), involving
a subtle modification of the orthopyroxene structure
to a slightly denser monoclinic form with the same
space group as diopside (clinopyroxene) (Angel et al.,
1992; Pacalo and Gasparik, 1990) (Figure 1). The
elastic properties of this unquenchable high pressure
phase have only recently been measured and
appear to confirm the connection to the seismic dis-
continuity (Kung et al., 2005). The velocity contrast
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to the seismological attenuation model QR19 (Romanowicz,

1998) and �¼ 0.25 (bold dashed). The shading represents

the uncertainty in the calculated velocity. The mineralogical

model is compared with seismological models (light lines)
PAC (Graves and Helmberger, 1988), NF110þ (Nishimura

and Forsyth, 1989), and PA5 (Gaherty, et al., 1999a). The

approximate magnitude of SH–SV anisotropy is indicated
by the vertical bar. From Stixrude L and Lithgow-Bertelloni C,

(2005a) Mineralogy and elasticity of the oceanic upper

mantle: Origin of the low-velocity zone Journal of

Geophysical Research, Solid Earth 110: B03204
(doi:10.1029/2004JB002965).
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in the pure composition is 8%, reduced to less than
0.5% in a typical pyrolite composition along a
normal mantle geotherm (Stixrude and Lithgow-
Bertelloni, 2005a). The proportion of orthopyroxene,
and thus the magnitude of the velocity change,
should increase with decreasing temperature and
with depletion; indeed, the X discontinuity is prefer-
entially observed near subduction zones.

The velocity gradient between the low velocity
zone and the 410 km discontinuity is very large
(Figure 2). In some regional models, the gradient
exceeds that of the transition zone (Gaherty et al.,
1999a; Graves and Helmberger, 1988; Nishimura and
Forsyth, 1989). According to the usual Bullen
analysis, this means that this region is either nonadia-
batic, or inhomogeneous in bulk composition or phase
(Stixrude and Lithgow-Bertelloni, 2005a). In this con-
text, it is important to remind ourselves that when we
discuss radial gradients in velocities, we are not dis-
cussing seismological observations, but rather
nonunique models that are consistent with those
observations. An approach that has seen only little
application to date is the direct comparison of miner-
alogical models of mantle structure with the
seismological observations themselves. This could be
accomplished, for example, in the manner of a hypoth-
esis test: computing seismological observables (e.g.,
body wave travel times and normal mode frequencies)
from a mineralogical model and comparing with the
observations. It is probably only through approaches
like these that many of the more difficult issues in
upper mantle structure will be resolved.

2.02.2.3 Transition Zone

This region is so named because of the phase trans-
formations that were anticipated and subsequently

found to take place within it. While phase transfor-

mations are not restricted to the transition zone as

our discussion of the upper and lower mantles make

clear, the two largest ones in terms of changes in

physical properties do occur here. This region

encompasses the transformation of the mantle from

uniformly fourfold to uniformly sixfold coordinated

silicon.
The two largest discontinuities in the mantle

occur at 410 and 660 km depth. These have been

explained by phase transformations from olivine to

its high pressure polymorph wadsleyite for the 410

(Ringwood and Major, 1970) and from ringwoodite,

the next highest pressure olivine polymorph, to the

assemblage perovskite plus periclase for the 660

according to the reaction (Liu, 1976)(Figure 1).

Mg2SiO4 ðringwooditeÞ ¼ MgSiO3 ðperovskiteÞ
þ MgO ðpericlaseÞ ½5�

These explanations have received considerably scru-
tiny over the past several years and have held up
well. In addition to the issues discussed in more detail
below has been vigorous debate concerning the pres-
sure at which the two transformations occur and
whether these in fact match the depth of the discon-
tinuities (Chudinovskikh and Boehler, 2001; Fei et al.,
2004; Irifune et al., 1998; Shim et al., 2001), and
whether the Clapeyron slope of the transitions can
account for the seismologically observed topography
on the discontinuities (Helffrich, 2000).

In the case of the 410 km discontinuity, the mag-
nitude and the sharpness of the velocity jump have

also been the subject of considerable debate. Several

studies have argued that the magnitude of the velo-

city change at the olivine to wadsleyite transition in

a typical pyrolitic mantle composition is too large

and that the mantle at this depth must have a

Mechanical lithosphere

Anisotropy SH > SV

Anisotropy SH > SV
Weak anisotropy

Frozen anisotropy

H G
100 km

200 km

300 km

L

Asthenospheric shear zone

Figure 3 Sketch illustrating the pattern of anisotropy found in a recent tomographic model in relation to lithospheric

thickness, and to the Lehmann (L) and Gutenberg (G) discontinuities. The Hales discontinuity (H) is also indicated. From Gung YC,

Panning M, and Bomanowicz B (2003) Global anisotropy and the thickness of continents. Nature 422: 707–711.
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relatively olivine poor bulk composition (Duffy et al.,
1995; Gwanmesia et al., 1990; Li et al., 1998; Liu et al.,
2005; Zha et al., 1997). Phase equilibrium studies
(Akaogi et al., 1989; Frost 2003; Katsura and Ito,
1989; Katsura et al., 2004) have shown that the olivine
to wadsleyite transition in the binary Mg2SiO4–
Fe2SiO4 system occurs over a depth range too wide
to account for the observed reflectivity of this
transition, at frequencies as high as 1 Hz (Benz and
Vidale, 1993).

There have been several proposals to explain the
apparent discrepancy in sharpness (Fujisawa, 1998;
Solomatov and Stevenson, 1994). Perhaps the sim-
plest recognizes that the mantle is not a binary
system: chemical exchange of olivine and wadsleyite
with nontransforming phases sharpens the transition
considerably (Irifune and Isshiki, 1998; Stixrude,
1997) (Figure 4). Nonlinearities inherent in the
form of coexistence loops also tend to sharpen the
transition (Helffrich and Bina, 1994; Helffrich and
Wood, 1996; Stixrude, 1997). Modeling of finite fre-
quency wave propagation shows that the form of the

transition predicted by equilibrium thermodynamics
and a pyrolitic bulk composition can account quanti-
tatively for the observations (Gaherty et al., 1999b).
This study also shows that when the shape of the
transition is properly accounted for, the magnitude of
the velocity jump in pyrolite is consistent with those
observations most sensitive to it, that is, the
reflectivity.

The detailed form of the 410 km discontinuity
may become a very sensitive probe of mantle condi-
tions. The width of the discontinuity is found to
increase with decreasing temperature (Katsura and
Ito, 1989), which would affect the visibility of transi-
tion (Helffrich and Bina, 1994). Phase equilibria
depend strongly on iron content such that the transi-
tion is broadened with iron enrichment. Iron
enrichment beyond xFe¼ 0.15 at normal mantle tem-
peratures causes the transition to become univariant
(infinitely sharp in a pure olivine composition), with
ringwoodite coexisting with olivine and wadsleyite
(Akaogi et al., 1989; Fei et al., 1991). The transition is
also sensitive to water content as wadsleyite appears
to have a much higher solubility than olivine (Wood,
1995) although more recent results suggest that water
partitioning between these two phases, and the influ-
ence of water on the form of the 410, is not as large as
previously assumed (Hirschmann et al., 2005).
Portions of the mantle are found to have broad and
nonlinear 410 discontinuities, consistent with the
anticipated effects of water enrichment (van der
Meijde et al., 2003).

In some locations, the 410 is overlain by low
velocity patches that have been interpreted as regions
of partial melt, perhaps associated with water enrich-
ment. These patches appear to be associated with
subduction zones, suggesting the slab as a possible
source of water (Obayashi et al., 2006; Revenaugh
and Sipkin 1994; Song et al., 2004). Other interpreta-
tions involving much more pervasive fluxing of
water through the transition zone have also been
advanced (Bercovici and Karato, 2003), although it
has been argued that this scenario is inconsistent with
the thermodynamics of water-enhanced mantle melt-
ing (Hirschmann et al., 2005). Measurements of the
density of hydrous melt at the pressure of the 410
indicate that it may be gravitationally stable
(Matsukage et al., 2005; Sakamaki et al., 2006).

Initial studies of the influence of iron on the ring-
woodite to perovskite plus periclase transition also
seemed to indicate that this transition was too broad
to explain reflectivity observations ( Jeanloz and
Thompson, 1983; Lees et al., 1983). But in a seminal

A B

C

γ

α + γ β + γ

Π = 0.7 Π = 0.5 Π = 0.3 

Figure 4 The influence of nontransforming phase(s) (�) on
the sharpness of the transformation from phase� to phase �.

Colored lines indicate the compositions of the three

coexisting phases with increasing scaled pressure (�) within
the coexistence interval. When the bulk composition lies on

the A–B join, the transition is broad: the bulk composition

represented by the solid triangle lies within the coexistence

region over the entire pressure range shown (�¼0.3–0.7).
When component C is added, the transition occurs over a

narrower pressure interval: the bulk composition represented

by the solid square lies within the coexistence region over a

fraction of the pressure range shown (�¼0.5–0.7). After
Stixrude L (1997) Structure and sharpness of phase

transitions and mantle discontinuities. Journal of

Geophysical Research, Solid Earth 102: 14835–14852.
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study Ito and Takahashi (1989) showed that this

transition was remarkably sharp, occurring over a pres-

sure range less than experimental resolution (0.1 GPa).

The unusual sharpness was subsequently explained in

terms of Mg–Fe partitioning and nonideal Mg–Fe

mixing in the participating phases (Fei et al., 1991;

Wood, 1990). While the central result of Ito and

Takahashi’s study remains unchallenged, it will be

important to replicate these results in realistic mantle

compositions (Litasov et al., 2005), and to further

explore the thermochemistry of the phases involved.
Recent studies have indicated complexity in the

structure of the 660 (Figure 5). In relatively cold

mantle, the transition (eqn [5]) is preceded by

(Weidner and Wang, 1998)

MgSiO3 ðakimotoiteÞ ¼ MgSiO3 ðperovskiteÞ ½6�

while in hot mantle the amount of ringwoodite is
diminished prior to the transition (eqn [5]) via
(Hirose, 2002)

Mg2SiO4 ðringwooditeÞ ¼ MgSiO3 ðmajoriteÞ
þ MgO ðpericlaseÞ ½7�

In cold and hot mantle, the reactions (eqns [5]–[7])
will be followed by a further reaction

MgSiO3 ðmajoriteÞ ¼ MgSiO3 ðperovskiteÞ ½8�

The sequence of reactions [5] and [6] should produce a
‘doubled’ 660 in which a single velocity jump is
replaced by two that are closely spaced in depth and
of similar magnitude. There is some seismological evi-
dence for this doubling in some locations (Simmons
and Gurrola, 2000). The relative importance of reac-
tions [5]–[8] will also depend on the bulk composition,
particularly the Al content (Weidner and Wang, 1998).

Below 660 is a steep velocity gradient that may be
considered a continuation of the transition zone. This

feature is seen in mineralogical models as the signature

of the garnet to perovskite transition (eqn [8]), which

is gradual and spread out over more than 100 km

(Weidner and Wang, 1998). The gradual nature of

this transition, as opposed to the much sharper ones

discussed so far, is readily understood. The difference

in composition between Al-rich garnet, and relatively

Al-poor perovskite is large, and this creates a broad

pressure–composition coexistence region (phase loop)
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(Akaogi et al., 2002; Hirose et al., 2001). Although it is
broad, this transition may be responsible for a seismic
discontinuity seen in some studies near 720 km depth
(Deuss et al., 2006; Revenaugh and Jordan, 1991b;
Stixrude, 1997). Apparent bifurcation of the 660 may
then have two distinct sources: eqns [5] and [6] in cold
mantle, and eqns [5] and [8] in hotter mantle. It is
conceivable that three reflectors may be observable in
cold mantle (eqns [5], [6], and [8]), although this has
not yet been seen.

The 520 km discontinuity is seen in global stacks
of SS precursors (Shearer, 1990); there is evidence
that it is only regionally observable (Gossler and
Kind, 1996; Gu et al., 1998; Revenaugh and Jordan,
1991a). Phase transformations that may contribute to
this discontinuity include wadsleyite to ringwoodite
(Rigden et al., 1991) and the exsolution of calcium
perovskite from garnet (Ita and Stixrude, 1992; Koito
et al., 2000). Both of these transitions are broad, which
may account for the intermittent visibility of the 520.
Seismological evidence for doubling of this disconti-
nuity in some regions has renewed interest in the
structure and sharpness of these transitions (Deuss
and Woodhouse, 2001). The 520 km discontinuity
has also been attributed to chemical heterogeneity,
possibly associated with subduction (Sinogeikin et al.,
2003).

In addition to velocity discontinuities, the
transition zone is distinguished by an unusually
large velocity gradient, which exceeds that of any
individual transition zone phase (Figure 6). Most
explanations have focused on the series of phase
transformations that occur in the transition zone as
the cause of this gradient. These include not
only those already mentioned in connection with
discontinuities, but also broader features such as
the dissolution of pyroxenes into garnet. The
standard model, that the transition zone is adiabatic
and chemically homogeneous with a pyrolitic
composition, has been tested successfully against
seismological constraints on the bulk sound
velocity (Ita and Stixrude, 1992). Quantitative tests
against the longitudinal- and shear-wave velocity are
still hampered by uncertainties in the physical
properties of key phases, particularly garnet-majorite
(Liu et al., 2000; Sinogeikin and Bass, 2002) and
CaSiO3 perovskite.

2.02.2.4 Lower Mantle

The most prominent seismic anomaly in the lower
mantle is the division between the D0 layer and

the rest. The D0 layer is distinguished by a change

in radial velocity gradient, and a velocity disconti-

nuity at its top (Lay and Helmberger, 1983). The

velocity discontinuity is prominent where it is

seen, although it is not present everywhere and is

larger in S than in P (Lay et al., 1998a; Wysession

et al., 1998; Young and Lay, 1987). Below this

discontinuity most models show velocity decreas-

ing with increasing depth: the D0 represents the

mantle’s second low velocity zone. In analogy with

that in the shallow mantle, the D0 velocity gradient

may also be caused by superadiabatic temperature

gradients associated with the lower dynamical

boundary layer of mantle convection.
Mineralogical explanations of the D0 discontinu-

ity now focus on the transformation from MgSiO3

perovskite to the postperovskite phase (Figure 7)

(Murakami et al., 2004; Oganov and Ono, 2004;

Tsuchiya et al., 2004a). The transition appears to
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The average gradients from global seismic models

PREM81, ACY400, IASP91 (Dziewonski and Anderson,
1981; Kennett and Engdahl, 1991; Montagner and

Anderson, 1989) are shown by horizontal solid lines. Solid

diamonds are extrapolation of Brillouin spectroscopy data

on a garnet of 1:1 majorite:pyrope composition, and open
diamonds are an extrapolation of data of (Liu, et al., 2000) on

the same composition. Triangles – olivine, circles –

wadsleyite, squares – ringwoodite. All velocity
extrapolations are done along a 1673 K adiabat. From

Sinogeikin SV and Bass JD (2002) Elasticity of majorite and

a majorite–pyrope solid solution to high pressure:

Implications for the transition zone. Geophysical Research
Letters 29: 1017 (doi:10.1029/2001GL013937).
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occur at the right pressure and to have the right

Clapeyron slope to explain the intermittent visibility.

Predictions of the elastic constants show a larger

contrast in VS than in VP, consistent with most

seismological observations of the discontinuity

(Iitaka et al., 2004; Tsuchiya et al., 2004b;

Wentzcovitch et al., 2006). Indeed, a phase transfor-

mation with very similar properties was anticipated

on the basis of a combined seismological and

geodynamical study (Sidorin et al., 1999).
The ultralow velocity zone is a narrow intermit-

tent layer less than 40 km thick with longitudinal-

wave velocities approximately 10% lower than that

of the rest of D0 (Garnero and Helmberger, 1996). It

is still unclear what could cause such a large anomaly.

A search for explanations is hampered by uncertain-

ties concerning the relative magnitude of density and

longitudinal and shear velocity anomalies. Many stu-

dies have focused on the possibility of partial melt in

this region (Stixrude and Karki, 2005; Williams and

Garnero, 1996). Others have emphasized the role of

iron enrichment, possibly related to chemical reac-

tion between mantle and core (Garnero and Jeanloz,

2000), or subduction (Dobson and Brodholt, 2005). In

this view the ultralow velocity zone may be more

properly regarded as the outermost layer of the core,

rather than the bottom-most layer of the mantle

(Buffett et al., 2000).
There have been persistent reports of reflection

or scattering from within the lower mantle (Castle

and van der Hilst, 2003; Deuss and Woodhouse,

2002; Johnson, 1969; Kaneshima and Helffrich, 1998;

Kawakatsu and Niu, 1994; Lestunff, et al., 1995;

Paulssen, 1988; van der Meijde et al., 2005; Vinnik

et al., 2001). These are only locally observed, and so

may either be associated with chemical heterogeneity,

possibly related to subduction (Kaneshima and

Helffrich, 1998; Kawakatsu and Niu, 1994), or a

phase transition that has either a weak velocity signal

or a large Clapeyron slope. Phase transformations

that are expected to occur in the lower mantle

and that are associated with significant velocity

anomalies include (Figure 8): (1) Phase transforma-

tions in silica, from stishovite, to CaCl2 to �-PbO2

structured phases (Carpenter et al., 2000; Karki et al.,

1997b). Free silica would be expected only in

enriched compositions, such as deeply subducted

oceanic crust. The first of these transitions has
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a particularly large elastic anomaly. (2) A phase
transformation in calcium perovskite from tetragonal
to cubic phases (Stixrude et al., 1996).

2.02.2.5 Core

It is known that the properties of the outer core do
not match those of pure iron, which is significantly
denser (Birch, 1964; Brown and McQueen, 1986).
The search for the light element is still in its infancy,
with the number of candidate light elements seeming
to grow, rather than narrow with time (Poirier, 1994).
It has been pointed out that there is no a priori reason
to believe that the composition of the core is simple
or that it contains only one or a few elements other
than iron (Stevenson, 1981). In any case, further
experimental and theoretical constraints on the
phase diagrams and physical properties of iron light
element systems will be essential to the solution.

Two relatively new approaches to constraining
the nature and amount of light element in the core
show considerable promise. The first relates the par-
titioning of candidate light elements between solid
and liquid phases to the density contrast at the inner-
core boundary (Alfe et al., 2002a). While sulfur and

silicon are found to partition only slightly, producing

a density jump that is too small, oxygen strongly

favors the liquid phase, producing a density jump

that is too large. Within the accuracy of the theore-

tical calculations used to predict the partitioning, this

study then appears to rule out either of these three as

the sole light element in the inner core, and suggests

a combination of oxygen with either silicon or sulfur

as providing a match to the seismologically observed

properties. Another approach is to test core formation

hypotheses via experimental constraints on element

partitioning between core and mantle material. In the

limit that proto-core liquid approached equilibrium

with the mantle as it descended, experiments point to

sulfur as the only one sufficiently siderophile to

remain in significant amounts in iron at pressures

thought to be representative of core formation

(�30 GPa) (Li and Agee, 1996). On the other hand,

experimental simulations of the core–mantle bound-

ary (136 GPa) show substantial reaction between core

and mantle material and incorporation of large

amounts of Si and O in the metal (Knittle and

Jeanloz, 1989; Takafuji et al., 2005) (Figure 9).
The temperature in the core may be constrained

by the melting temperature of iron and iron alloys.
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Consensus has been building in recent years on the
melting temperature of pure iron near the inner-core
boundary. First-principles theory (Alfe et al., 2002b)
and temperature measurements in dynamic compres-
sion (Nguyen and Holmes, 2004), both converge on
the melting temperature proposed by Brown and
McQueen (1986) on the basis of dynamic compres-
sion and modeled temperatures. The largest

remaining uncertainty appears to be the influence

of the light element on the melting temperature.

Density functional theory predicts freezing point

depression of 700 K for light element concentrations

required to match the density deficit (Alfe et al.,

2002a), similar to estimates based on the van Laar

equation (Brown and McQueen, 1982). An alterna-

tive approach to estimating the temperature at

Earth’s center is to compare the elasticity of iron to

that of the inner core. This leads to an estimate of

5400 K at the inner-core boundary, consistent with

estimates based on melting temperatures (Steinle-

Neumann et al., 2001).
The outer core is homogeneous and adiabatic to

within seismic resolution (Masters, 1979) and repre-

sents possibly the clearest opportunity for estimating

the temperature increment across any layer in the

Earth. The adiabatic temperature gradient

qln T

qP

� �
S

¼ �

KS
½9�

depends on KS, which is known as a function of depth
from seismology, and the Grüneisen parameter �,
which has been measured for pure iron (Brown and
McQueen, 1986). Integrating this equation across the
outer core produces a temperature difference of
1400 K (Steinle-Neumann et al., 2002), yielding a
temperature of 4000 K at the core–mantle boundary.
The influence of the light element on the Grüneisen
parameter is not necessarily negligible and will need
to be measured to test this prediction.

One of the most remarkable discoveries of core
structure in recent years has been that of inner-core

anisotropy. Longitudinal waves travel a few percent

faster along a near polar axis than in the equatorial

plane (Morelli et al., 1986; Woodhouse et al., 1986).

Lattice-preferred orientation seems a natural explana-

tion because all plausible crystalline phases of iron

have single-crystal elastic anisotropy at the relevant

conditions that exceeds that of the inner core (Stixrude

and Cohen, 1995; Söderlind et al., 1996), notwithstand-

ing disagreements about the values of the high-

temperature elastic constants as predicted by different

approximate theories (Gannarelli et al., 2005; Steinle-

Neumann et al., 2001). The identity of the stable phase

is critical since the pattern of anisotropy in body-

centered cubic and hexagonal candidates are very dif-

ferent. Although the body-centered cubic phase

appears to be elastically unstable for pure iron, favoring

a hexagonal close-packed inner core, there is some

evidence that light elements and nickel tend to
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stabilize this structure (Lin et al., 2002a; Lin et al., 2002b;
Vocadlo et al., 2003). Still unknown is the source of
stress that might produce preferred orientation, or
knowledge of the dominant slip planes and critical
resolved shear stresses that would permit prediction
of texture given an applied stress. Further seismologi-
cal investigations have shown that the structure of the
inner core is also laterally heterogeneous (Creager,
1997; Su and Dziewonski, 1995; Tanaka and
Hamaguchi, 1997), and that there may be a distinct
innermost layer (Ishii and Dziewonski, 2002), which
may be due to a phase transformation.

2.02.3 Lateral Heterogeneity

2.02.3.1 Overview

Lateral variations in seismic wave velocities have
three sources: lateral variations in temperature, che-
mical composition, and phase assemblage
(Figure 10). The first of these has received most
attention. Indeed, comparison of tomographic models
with surface tectonic features indicates that tempera-
ture may be the largest source of lateral variations:
arcs are slow, cratons and subducting slabs are fast,
and there is a good correlation between the history of
past subduction and the location of fast velocity

anomalies throughout the mantle. Quantifying these
interpretations has proved challenging. One reason is
that temperature is almost certainly not the only
important factor. For example, it is recognized that
continental mantle lithosphere must be depleted in
order to remain dynamically stable, and that this
depletion contributes along with temperature, to the
velocity anomaly ( Jordan, 1975). Throughout the
upper 1000 km of the mantle, lateral variations in
phase assemblage may contribute as much as the
influence of temperature alone. In the lower mantle,
it can be demonstrated that sources other than tem-
perature are required to explain the lateral
heterogeneity.

2.02.3.2 Temperature

Several studies have sought to estimate lateral varia-
tions in temperature in the upper mantle on the basis
of tomographic models and measured properties of
minerals (Godey et al., 2004; Goes et al., 2000; Sobolev
et al., 1996). These estimates are consistent with the
results of geothermobarometry, surface tectonics, and
heat flow observations. In one sense, the upper man-
tle is an ideal testing ground for the physical
interpretation of mantle tomography because the
elastic constants of the constituent minerals are rela-
tively well known. But the upper mantle is also
remarkably complex. A potentially important factor
that is not accounted for in these studies is the lateral
variations in phase proportions. Another source of
uncertainty is anelasticity, which magnifies the tem-
perature dependence of the velocity by an amount
that is poorly constrained experimentally.

The temperature dependence of the seismic wave
velocities of mantle minerals decreases rapidly with
increasing pressure (Figure 11). If we ascribe a
purely thermal origin to lateral structure, we would
then expect the amplitude of tomographic models to
decrease rapidly with depth. But tomographic models
show a different pattern. The amplitude tends to
decrease rapidly in the upper boundary layer,
reaches a minimum at mid-mantle depths, and then
increases with depth in the bottom half of the mantle.
Part of the increase in amplitude with depth may be
associated with the lower thermal boundary layer,
where we would expect lateral temperature varia-
tions to exceed that in the mid-mantle. While
concerns regarding radial resolution of tomographic
models cannot be dismissed, it seems likely that this
aspect of lower mantle structure cannot be explained
by temperature alone.
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Earth’s mantle: lateral variations in temperature, in chemical
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Another indication that temperature alone
cannot explain lower mantle structure is the

comparison of lateral variations in S- and P-wave

velocities. The ratio

R ¼ dln VS

dln VP

� �
z

½10�

where VS is the shear-wave speed and VP is the long-
itudinal-wave speed and the subscript z indicates that
variations are at constant depth, reaches values as
large as 3.5 in the lower mantle and appears to
increase systematically with increasing depth
(Masters et al., 2000; Ritsema and van Heijst, 2002;
Robertson and Woodhouse, 1996). This is to be
compared with

Rthermal ¼
ð1 – AÞð�S – 1Þ

� – 1
þ A

� � – 1

½11�

where A ¼ 4=3V 2
S =V 2

P ; �S ¼ ðqln KS=qln �ÞP, � ¼
ðqln G=qln �ÞP. The ratio takes on its limiting value

Rthermal!A�1�2.5 as �S!1. In some portions of the
mantle, lateral variations in shear and bulk sound
velocities appear to be anticorrelated: regions that
are slow in VS are fast in VB (Masters et al., 2000; Su
and Dziewonski, 1997; Vasco and Johnson, 1998).
Large values of R and anticorrelated VS and VB both
require �S < 1 if they are to be explained by tempera-
ture alone, a condition not met by lower mantle
minerals. Lower mantle phases all have �S >1 so

that longitudinal, shear, and bulk sound velocities
all decrease with increasing temperature (Agnon
and Bukowinski, 1990; Karki et al., 1999; Oganov
et al., 2001; Wentzcovitch et al., 2004). Anelasticity
increases the value of Rthermal (Karato, 1993), but
apparently not sufficiently to account for the tomo-
graphic value (Masters et al., 2000), and in any case
cannot produce anticorrelation in VS and VB.

2.02.3.3 Composition

Of the five major cations in the mantle, iron has the
largest influence on the density and the elastic wave
velocities. The influence of iron content on the shear
velocity differs substantially among the major mantle
minerals. This means that different bulk compositions
(e.g., MORB, pyrolite) will have different sensitivities
to lateral variations in iron content (Figure 12).

What sort of lateral variations in composition
might explain the unusual features of lower mantle
structure? A definitive answer is prevented by our
ignorance of the elastic properties of lower mantle
phases. Lateral variations in iron content do not
appear capable of producing anticorrelation in bulk-
and shear-wave velocity, as both velocities are
decreased by addition of iron to MgSiO3 perovskite
(Kiefer et al., 2002). It has been argued that lateral
variations in Ca content can produce anticorrelation
since CaSiO3 perovskite has a greater shear-wave
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velocity but lesser bulk sound velocity that MgSiO3

perovskite (Karato and Karki, 2001). However, this
argument is based on first-principles calculations of
CaSiO3 perovskite that assumed a cubic structure
(Karki and Crain, 1998). One of the remarkable fea-
tures of this phase is that it undergoes a slight
noncubic distortion with decreasing temperature
(Adams and Oganov, 2006; Ono et al., 2004; Shim
et al., 2002; Stixrude et al., 1996) that nevertheless
produces a very large 15% softening of VS, while
leaving the density and VB virtually unaffected
(Stixrude et al., 2007).

Dynamical models suggest that lateral variations
in composition in the lower mantle may be associated
with segregation of basalt (Christensen and
Hofmann, 1994; Davies, 2006; Nakagawa and
Buffett, 2005; Xie and Tackley, 2004). In situ equation
of state studies indicate that basalt is denser than
average mantle and would tend to pile up at the
core–mantle boundary (Hirose et al., 2005). Basalt-
rich piles may be swept up by mantle convection, and
may explain lower mantle anomalies with boundaries
that are sharp, that is, of apparently nonthermal ori-
gin (Ni et al., 2002), and primitive signatures in
mantle geochemistry (Kellogg et al., 1999). A defini-
tive test of such scenarios awaits determination of the
elastic properties of minerals in basalt that are cur-
rently unmeasured, such as a calcium-ferrite
structured oxide.

2.02.3.4 Phase

The mantle is made of several different phases, with

distinct elastic properties. As temperature varies, the

relative proportions and compositions of these phases

change, producing an additional contribution to lat-

erally varying structure (Figure 13). This effect has

been discussed in terms of thermally induced phase

transformations (Anderson, 1987). The magnitude of

the effect is

qV

qT

� �
P;phase

� f
qP

qT

� �
eq

�V

�P
½12�

where f is the volume fraction of the mantle com-
posed of the transforming phases, �V is the velocity
contrast between them, �P is the pressure range over
which the transition occurs, and the derivative on the
right-hand side is the effective Clapeyron slope. The
effect is largest for sharp transitions, such as the
olivine to wadsleyite transition, and in this case may
also be described in terms of the topography of the
transition. It is sensible to describe lateral variations
in velocity due to phase equilibria in terms of topo-
graphy when the topography exceeds the width of
the phase transformation

qP

qT

� �
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where �T is the anticipated magnitude of lateral
temperature variations. But the influence of phase
transformations is also important for broad transitions
such as pyroxene to garnet. In the upper mantle, most
phase transitions have positive Clapeyron slopes.
This means that, except in the vicinity of the
660 km discontinuity, phase transitions systemati-
cally increase the temperature dependence of
seismic wave velocities throughout the upper
800 km of the mantle.

Lateral variations in phase have been invoked to
explain some of the unusual features of the deep

lower mantle, including the anticorrelation in bulk-

and shear-wave velocities mentioned earlier (Iitaka

et al., 2004; Oganov and Ono, 2004; Tsuchiya et al.,

2004b; Wentzcovitch et al., 2006). As perovskite trans-

forms to postperovskite, the shear modulus increases

while the bulk modulus decreases. Lateral variations

in the relative abundance of these two phases caused,

for example, by lateral variations in temperature, will

then produce anticorrelated variations in VS and VB.

Since the stability of the postperovskite phase is

apparently restricted to the D0 layer, it is not clear

whether this mechanism can explain all of the
anomalous features of lower mantle tomography
which appear to extend over a much greater depth
interval. The high-spin to low-spin transition in iron
may have a significant effect on the physical proper-
ties of ferropericlase and perovskite (Badro et al.,
2003, 2004; Cohen et al., 1997; Li et al., 2005;
Pasternak et al., 1997). Recent theoretical results indi-
cate that the transition is spread out over hundreds of
kilometers of depth and should affect laterally vary-
ing structure over much of the lower mantle
(Tsuchiya et al., 2006). The high-spin to low-spin
transition increases the bulk modulus in ferroperi-
clase (Lin et al., 2005; Speziale et al., 2005b). If it also
increases the shear modulus, as Birch’s law would
predict, the transition would not account for anti-
correlation of VB and VS.

2.02.4 Anisotropy

2.02.4.1 Overview

Anisotropy is a potentially powerful probe of mantle
dynamics because it is produced by deformation. In
dislocation creep, the easiest crystallographic slip
plane tends to align with the plane of flow, and the
easiest slip direction with the direction of flow. Since
all mantle minerals are elastically anisotropic
(Figure 14), this preferred orientation or texturing
produces bulk anisotropy that is measurable by seis-
mic waves. This mechanism for producing anisotropy
is often referred to as lattice preferred orientation.
Another mechanism is shape-preferred orientation in
which the rheological contrast between the materials
making up a composite cause them to be arranged
inhomogeneously on deformation. Heterogeneous
arrangements familiar from structural geology,
including foliation and lineation, lead to anisotropy
for seismic waves with wavelengths much longer than
the scale length of heterogeneity.

Anisotropy is pervasive in the continental crust, and
significant in the upper mantle, the D0 layer, and the
inner core, the latter of which was discussed above in
the section on the core. Anisotropy may also exist in
the transition zone as indicated by global (Montagner
and Kennett, 1996; Trampert and van Heijst, 2002) and
regional (Fouch and Fischer, 1996) seismic models.

2.02.4.2 Upper Mantle

Anisotropy is well developed in the uppermost man-
tle. Studies of the seismic structure of this region, the
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texture of mantle samples, and the elastic properties
of the constituent minerals have led to a simple first
order picture. Convective flow in the upper mantle
preferentially aligns olivine crystals such that the
seismically fast direction is parallel to the flow direc-
tion (Christensen and Salisbury, 1979; Mainprice
et al., 2000). Two seismological signals are often dis-
tinguished, associated with different data sets and
modeling strategies. Horizontally propagating shear
waves travel at two different velocities depending on
the direction of polarization: the faster is horizontal
with VSH and the slower is vertical with VSV. The
difference in velocity of the two polarizations is also
referred to as shear-wave splitting. The shear-wave
velocity also depends on the direction of propaga-
tion, and this is usually referred to as azimuthal
anisotropy. Azimuthal anisotropy is also detected
along vertically propagating paths via shear-wave
splitting (Silver, 1996).

In detail, the picture of upper-mantle anisotropy
is much richer than this first-order pattern. There are
unexplained anomalies even in regions where the

pattern of flow is presumably simple and large scale

such as the Pacific basin. For example, the fast direc-

tion does not align everywhere with the direction of

present-day plate motions (Montagner and Guillot,

2002; Tanimoto and Anderson, 1984). The magni-

tude of VSH–VSV varies spatially in a way that does

not correlate simply with lithosphere age: the differ-

ence is maximum near the center of the north Pacific

(Ekstrom and Dziewonski, 1998). At subduction

zones, the fast direction is sometimes parallel, rather

than normal to the trench (Fouch and Fischer, 1996;

Russo and Silver, 1994). Explanations of these fea-

tures will come from a better understanding of the

development of texture in large-scale mantle flow

(Chastel et al., 1993; Ribe 1989), the preferred

slip planes and critical resolved shear stresses

in olivine and how these depend on stress,

temperature, pressure, and impurities (Jung and

Karato, 2001; Mainprice et al., 2005), how stress

and strain are partitioned between lithosphere and

asthenosphere, and the relative importance of dislo-

cation versus diffusion creep (Karato, 1992; van

Hunen et al., 2005).

2.02.4.3 D0 Layer

The D0 layer is also substantially anisotropic

(Lay et al., 1998b; Panning and Romanowicz, 2004).

The minerals that make up this region all have

large single-crystal anisotropies, with ferropericlase

having the largest (Karki et al., 2001; Stackhouse et al.,

2005; Wentzcovitch et al., 2006) (Figure 14). The

anisotropy of periclase depends strongly on pressure

and actually reverses sense near 20 GPa: the direc-

tions of fastest and slowest elastic wave propagation

interchange (Karki et al., 1997a). This behavior

emphasizes the importance of experimental measure-

ments and first-principles predictions of elasticity at

the relevant pressures. The easy glide planes of the

minerals in D0 are unconstrained by experiment or

first-principles theory. If one assumes that the easy

glide planes are the same as those seen in ambient

pressure experiments or analog materials, anisotropy

produced by lattice preferred orientation in neither

ferropericlase nor perovskite can explain the domi-

nant pattern VSH > VSV seen in seismology (Karato,

1998; Stixrude, 1998), while postperovskite does

(Merkel et al., 2006). One must be cautious, because

the sense and magnitude of anisotropy depends

strongly on the easy glide plane.
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Figure 14 Single crystal azimuthal anisotropy of S-wave

velocity in mantle minerals plotted, except for silica, over

their pressure range of stability in pyrolite. The
discontinuous changes in silica and Mg2SiO4 are due to

phase transformations. The breaks in slope in garnet

(pyrope), periclase, and calcium perovskite are due to

interchanges in the fastest and slowest directions where the
anisotropy passes through zero (Karki, et al., 1997a). After

Mainprice D, Barruol G, and Ismail WB (2000) The seismic

anisotropy of the Earth’s mantle: From single crystal to

polycrystal. In: Karato SI, Forte A, Liebermann R, Masters G,
and Stixrude L (eds.) Earth’s Deep Interior: Mineral Physics

and Tomography from the Atomic to the Global Scale.
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2.02.5 Attenuation and Dispersion

2.02.5.1 Overview

The Earth is not a perfectly elastic medium, even at
seismic frequencies. There are two important conse-
quences. Attenuation refers to the loss of amplitude
of the elastic wave with propagation. Dispersion
refers to the dependence of the elastic-wave velocity
on the frequency. It can be shown that attenuation
and dispersion are intimately related. Indeed, the
importance of attenuation in the Earth first alerted
seismologists to the dispersion that should yield a
difference in velocities between low-frequency nor-
mal mode oscillations and higher-frequency body
waves. The magnitude of attenuation is measured
by the inverse quality factor Q�1, the fractional
energy loss per cycle.

From the mineralogical point of view, attenuation
is potentially important as a very sensitive probe of
temperature and minor element composition
(Karato, 1993; Karato and Jung, 1998). Because
attenuation is caused at the atomic scale by thermally
activated processes, its magnitude is expected to
depend exponentially on temperature. By analogy
with the viscosity, the attenuation is expected also
to depend strongly on the concentration of water,
although there are as yet no experimental constraints
on this effect. But with this promise come formidable
challenges. Dissipative processes depend on defect
concentrations and dynamics and/or the presence
of multiple scales, such as grains and grain bound-
aries. These are much more challenging to study in
the laboratory than equilibrium thermodynamic
properties such as the elastic response.

2.02.5.2 Influence of Temperature

The most thorough study of attenuation is of olivine
aggregates, specially fabricated to have approximately
uniform grain size and minimal dislocation density
(Gribb and Cooper, 1998; Jackson et al., 2002).
Whether such samples are representative of the man-
tle is an important question, although at this stage,
when experimental data are so few, the need for pre-
cise and reproducible results is paramount. The key
results of Jackson et al. (2002) within the seismic fre-
quency band (�1–100 s) and in the limit of small
attenuation, are consistent with the following relations:

Q – 1ðP;T ; !Þ ¼ Ad –m! –� exp –�
E� þ PV �

RT

� �
½14�

V ðP;T ; !Þ ¼V ðP;T ;1Þ

� 1 –
1

2
cot

��

2

� �
Q – 1ðP;T ; !Þ

� �
½15�

where ! is the frequency, d is the grain size, m¼ 0.28 is
the grain size exponent, �¼ 0.26, E �¼ 430 kJ mol�1 is
the activation energy, V � is the activation volume, and
R is the gas constant. For the experimental value of �,
the factor multiplying Q�1 in eqn [15] has the value
1.16. The activation volume is currently unconstrained,
which means the influence of pressure on attenuation
is highly uncertain, although this quantity has been
measured for other rheological properties such as visc-
osity and climb-controlled dislocation creep in olivine.
Partial melt in the amount of 1% increases Q�1 by a
factor that depends weakly on frequency and grain size
and is approximately 2 in the seismic band and for
plausible grain sizes (1–10 mm) (Faul et al., 2004). The
influence of crystallographically bound hydrogen on
the attenuation is currently unconstrained, although it
is known that the viscosity decreases with increasing
hydrogen concentration (Mei and Kohlstedt, 2000a,
2000b). The second relation makes the relationship
explicit between attenuation and dispersion.
Equations [14] and [15] are consistent with earlier
theories developed primarily on the basis of seismolo-
gical observations and the idea of a distribution of
dissipitave relaxation times in solids (Anderson, 1989).

An important consequence of eqn [15] is that, if
the value of the frequency exponent is known, the

magnitude of the dispersion depends only on the

value of Q�1. This means that it is possible directly

to relate seismological velocity models to experimen-

tal measurements in the elastic limit. Knowing

the seismological value of Q�1 and V, one may

compute V(1) and compare this directly with high-

frequency experiments or first-principles calcula-

tions. Alternatively, one may correct elastic wave

velocities according to the seismological value of

Q�1 in order to compare with the seismological velo-

city model (Stixrude and Lithgow-Bertelloni, 2005a).

These considerations are most important in the low

velocity zone where 1000/Q reaches 20 and the

difference in velocity between the elastic limit and

the seismic band may be as great as 2%.
Attenuation enhances the temperature dependence

of seismic wave velocities and is important to consider

in the interpretation of seismic tomography (Karato,

1993). The temperature derivative of eqn [15] is

qln V ð!Þ
qT

¼ qln V ð1Þ
qT

–
1

2
cot

��

2

� �
Q – 1 H �

RT 2
½16�
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where H �¼ E �þPV � is the activation enthalpy. For
�¼ 0.26, H �¼ 430 kJ mol�1, 1000/Q¼ 10, and
T¼ 1600 K, the second term is�6� 10�5 K�1, nearly
as large as the elastic temperature derivative neglect-
ing the influence of phase transformations (Figure 11).

Laboratory studies predict large lateral variations
in attenuation in the mantle. Over a range of tempera-
ture 1500–1600 K, the attenuation varies by a factor of
2. This extreme sensitivity promises powerful con-
straints on the temperature structure of the mantle
that are complimentary to those derived from the
elastic wave speeds. Attenuation tomography reveals
a decrease in Q�1 with increasing lithospheric age
from 0–100 Ma in the Pacific low velocity zone of
approximately one order of magnitude
(Romanowicz, 1998). Arcs appear to have exception-
ally high attenuation (Barazangi and Isacks, 1971; Roth
et al., 2000). Unraveling the relative contributions of
partial melt, water concentration, and other factors
(grain size?) to this observation will provide unique
constraints on the process of arc magma generation.
This program is still limited by the lack of experimen-
tal data on the influence of water content on Q.

2.02.5.3 Speculations on the Influence
of Pressure

Comparisons of laboratory determinations to radial
seismological models of Q�1 reveal some surprises.
The comparison is hampered by the fact that there
are currently no experimental data at elevated pres-
sure. Two models have been explored in the
literature, eqn [14] with the activation volume
assumed to be independent of pressure and tempera-
ture, and the homologous temperature formulation in
which activated properties are assumed to scale with
the ratio of the absolute temperature to melting tem-
perature (Weertman, 1970)

Q – 1ðP;T ; !Þ ¼ Ad –m! –�exp –�
gTmðPÞ

T

� �
½17�

where Tm(P) is the melting temperature as a function
of pressure, and the parameter g is assumed to be
constant. Neither of these models resembles the varia-
tion of Q�1 in the vicinity of the low velocity zone
(Figure 15). The high attenuation zone in the mantle
is much more sharply defined at its lower boundary
than either eqn [14] or [17]. While the limited vertical
resolution of the seismological Q models cannot be
overlooked, the comparison seems to imply either (1)
eqns [14] and [17] do not represent the pressure

dependence of activated processes, at least not those
responsible for dissipation in the seismic band in the
mantle; (2) there is a change in the composition or
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temperatures and activation volumes and grain size either

independent of depth (dashed curves in upper figure,

rightmost pink curve in lower figure), or increasing by a factor
of 5 (solid curve in upper figure) or 2 (red and blue curves in

lower figure) as a function of depth, compared with

seismological attenuation models (Dziewonski and Anderson,

1981; Romanowicz, 1995; Selby and Woodhouse, 2002).
From Faul UH and Jackson I (2005) The seismological

signature of temperature and grain size variations in the upper

mantle. Earth and Planetary Science Letters 234: 119–134.
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phase of the mantle at this depth, for example, a
change in water content or partial melt fraction; (3)
there is a change in the physical mechanism of
attenuation at the base of the low velocity zone.
Faul and Jackson (2005) have proposed that the base
of the low velocity zone represents a rapid change
in grain size with increasing depth, although the
mechanism by which such a change could occur is
uncertain.

2.02.6 Conclusions

Over the past decade, studies of the seismic proper-
ties of major earth forming materials have
dramatically expanded in scope. The field has
moved from measurements of the elastic properties
of individual minerals at elevated pressure and tem-
perature to now include studies of deformation
mechanisms and their relationship to the develop-
ment of anisotropy, attenuation, and dispersion, and
the interplay between phase equilibria and elasticity
in mantle assemblages approaching realistic bulk
compositions. Major challenges remain in each of
the mantle’s regions. Upper-mantle structure is
remarkably rich and surprisingly full of features
that resist explanation, such as the discontinuity
structure and the high velocity gradient. Phase trans-
formations are ubiquitous in the transition zone:
there is no depth at which a transformation is not in
progress, so that understanding this region will
require the continued development of thermody-
namic models of the mantle that are simultaneously
able to capture phase equilibria and physical proper-
ties. The lower mantle still lies beyond the reach of
many experimental techniques for measuring the
elastic constants and most of our knowledge of elas-
ticity in this region comes from first-principles
theory. New physics in the lower mantle, including
high-spin to low-spin transitions, the postperovskite
transition, and valence state changes, promise new
solutions to problems such as the anticorrelation
between bulk- and shear-wave velocity variations,
and fertile ground for new ideas. Many classic pro-
blems of the core, including its composition and
temperature, seem to be yielding to new approaches
and promise new constraints on the origin and evolu-
tion of Earth’s deepest layer. At the same time, the
seismic structure of the inner core, including its
anisotropy, heterogeneity, and layering, remains
enigmatic.
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2.03.1 Introduction

Until recently, experimental high-pressure mineral

physics studies mainly focused on materials in the

upper part of the mantle, because of technical restric-

tions in pressure and temperature generation and also

in precise measurements of crystal structures and phy-

sical properties under the lower-mantle conditions.

However, developments in technologies of both laser-

heated diamond-anvil cell (LHDAC) and large-volume

Kawai-type multianvil apparatus (KMA), combined

with synchrotron radiation, have enabled us to quanti-

tatively study phase transitions and some key physical

properties of mantle minerals under the P,T conditions

encompassing those of the whole mantle.
Progress in computational mineral physics based on

ab initio calculations has also been dramatic in the last

decade in conjunction with the rapid advancement of

computer technologies. Classical molecular dynamics

calculations required a priori assumptions on the
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parameters for interatomic model potentials, which
largely rely on available experimental data. Quantum
mechanical Hamiltonians of many-body electron sys-
tems can be efficiently and quantitatively evaluated on
the basis of the density functional theory (DFT)
(Hohenberg and Kohn, 1964; Kohn and Sham, 1965).
Practical calculations of minerals having complex crys-
tal structures can be achieved using various methods
and techniques developed following the DFT. As a
result of such advancement in ab initio calculations, it
is now possible to predict stability and some physical
properties of high-pressure forms quantitatively with
uncertainties that are even comparable to those
attached in experimentally derived data, as was drama-
tically shown in a series of recent articles relevant to the
postperovskite phase transition (Tsuchiya et al., 2004a,
2004b; Oganov and Ono, 2004; Iitaka et al., 2004).

Another reason for the relatively scarce mineral
physics studies for the lower part of the mantle may
originate from the fact that there has been no indica-
tion of the occurrence of major phase transitions under
these conditions, except for those corresponding to
uppermost (�660–800 km) and lowermost (�2700–
2900 km; the D0 layer) parts of the lower mantle.
This is in marked contrast to the nature of the mantle
transition region, best described as ‘‘the key to a num-
ber of geophysical problems’’ by Birch (1952). Recent
seismological studies, however, demonstrated that
there are regions that significantly scatter seismic
waves, which may be related to some unknown
phase transitions and/or chemical boundaries at cer-
tain depths in the upper to middle regions of the lower
mantle (e.g., Niu and Kawakatsu, 1996). In addition,
both geochemical considerations and mantle dynamics
simulations suggest that the mantle may be divided
into chemically distinct regions by a boundary at
1500–2000 km depths in the lower mantle (e.g.,
Kellogg et al., 1999; Tackley, 2000; Trampert et al.,
2004). Moreover, seismological studies with various
methods of analysis have shown detailed structures
in the D0 layer, demonstrating marked heterogeneity
in both horizontal and vertical directions (Lay et al.,
2004). Thus, there is growing evidence that the lower
mantle is not featureless any more, and many mineral
physicists have started to develop experimental and
computational techniques for higher pressure and
temperature conditions (with improved accuracy) in
order to elucidate the mineralogy of the lower mantle.

In spite of the great efforts in both experimental and
theoretical studies (mostly conducted in the last dec-
ade), our knowledge on the stability and mineral
physics properties of high-pressure phases relevant to

the lower mantle is still very limited compared with
that on the shallower parts of the mantle. Although
LHDACs are now capable of generating pressures and
temperatures corresponding to, or even beyond, the
mantle–core boundary, there remain a number of dis-
agreements in phase equilibrium studies using this
method with various techniques in heating, tempera-
ture/pressure measurements, phase identification, etc.
Mineral physics parameters that constrain densities of
high-pressure phases in the lower mantle have been
accumulated thanks to the intense synchrotron sources,
particularly those available at third-generation syn-
chrotron facilities, such as ESRF, APS, and SPring-8,
combined with both LHDAC and KMA, but those
related to elastic wave velocities are scarce to date.

In the present chapter, we briefly review recent
progress and limitations in experimental and compu-
tational techniques in studying phase transitions and
some key physical properties under the lower-mantle
conditions. Then we summarize current knowledge
on these properties obtained experimentally and/or
theoretically using these techniques. We rather focus
on the phase transitions and phase relations in simple
silicates, oxides, carbonates, and hydrous systems
closely related to the mantle and slab materials,
because experimental measurements or theoretical
predictions of other properties such as shear moduli
and their pressure/temperature dependency are still
limited for lower-mantle conditions. In contrast,
equation of state (EoS) parameters, that is, zero-
pressure densities, bulk moduli, and their pressure/
temperature dependencies of some of the high-
pressure phases are summarized, as far as reliable
data are available. We also review the phase transi-
tions and density changes in lithologies associated
with the subduction of slabs and also those in the
surrounding model mantle materials on the basis of
experimental results on multicomponent systems.
Some implications for the mineralogy of the lower
mantle are discussed based on these data and those
obtained for the simpler systems.

2.03.2 Experimental and Theoretical
Backgrounds

2.03.2.1 High-Pressure Technology

Two kinds of high-pressure devices, LHDAC and
KMA, have been used to realize static high-pressure
and high-temperature conditions of the lower mantle
in the laboratory. The upper limit of high-pressure
generation in LHDAC has been dramatically
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expanded using a smaller anvil top (culet) with var-
ious shapes for utilizing the potential hardness of
single-crystal diamond. As a result, generation of
pressures of multimegabars can now be comfortably
produced in some laboratories. Moreover, quasihy-
drostatic pressures are also available by introducing
gas pressure media, such as Ar or He, which also
serve as thermal insulators in heating samples with
laser beams.

The quality of heating of samples in LHDAC has
also been substantially improved using various laser
sources, such as YAG, CO2, and YLF, with higher
powers and more sophisticated computer-controlled
feedback systems, as compared with the laser heating
in early stages of its development in the 1970s and
1980s. These can now yield stable high temperature
in a sample as small as �100 to several tens of
micrometers in diameter and even smaller thickness.

Pressures produced in KMA studies (Kawai and
Endo, 1970) using conventional tungsten carbide
anvils have long been limited to 25–30 GPa, although
the relatively large sample volume in this apparatus
made it possible to precisely determine the phase
transitions, some physical properties, melting tem-
peratures, element partitioning, etc., of high-
pressure phases. Temperatures up to 3000 K are
also produced stably for hours or even a few days
using various forms of heaters, such as C, LaCrO3,
TiC, WC, and some refractory metals. In addition,
both temperature and pressure gradients within the
sample in KMA are believed to be far smaller than
those in LHDAC.

Introduction of harder materials, that is, sintered
bodies of polycrystalline diamonds (SD) with some
binders, such as Co and Si, as the second-stage anvils
of KMA has dramatically changed this situation.
Using relatively large SD anvil cubes of over 10 mm
in edge length, some laboratories are now able to
produce pressures approaching 60 GPa at high tem-
peratures using KMA (e.g., Ito et al., 2005), without
sacrificing the advantage of the relatively large sam-
ple volumes in this apparatus. It is expected that
pressures as high as �100 GPa may be produced in
KMA, if SD anvils with larger dimensions are sup-
plied on a commercial basis.

Applications of synchrotron radiation to both
LHDAC and KMA started in the mid-1980s, when
the second-generation synchrotron sources became
available worldwide (e.g., Shimomura et al., 1984).
A combination of white X-ray and an energy-disper-
sive system has been used for KMA experiments at
synchrotron facilities, because geometrical constraints

imposed by the tungsten carbide anvils and surround-
ing guide-block systems make it difficult to conduct
angle-dispersive diffraction measurements. Use of the
energy-dispersive method combined with a multi-
channel analyzer has the merit of rapid acquisition
and analysis of X-ray diffraction data, so that realtime
observations of phase transitions are possible under
high pressure and high temperature. Although this
method is not very suitable for the precise determina-
tion of crystal structures (due to relatively low spatial
resolutions in the diffraction peak position and also to
significant variations in background X-ray with the
energy range), some attempts have been successfully
made to make crystal structure refinements using a
combined step scanning and energy-dispersive mea-
surements (Wang et al., 2004).

Identification of the phases present and precise
determinations of the lattice parameters, and hence
unit-cell volumes, of the high-pressure phases can be
made by in situ X-ray diffraction measurements. The
in situ pressure can also be monitored by the unit-cell
volume changes in some reference materials, such as
NaCl, Au, Pt, and MgO, using an appropriate EoS.
Thus the phase boundaries and the P,V,T relations of
a number of high-pressure phases relevant to lower-
mantle mineralogy have been determined by in situ

X-ray measurements using KMA, although there
remain some uncertainties in the estimated pressures
due to the lack of reliable pressure scales, as reviewed
later, particularly at pressures of the deeper parts of
the lower mantle. The effect of pressure on the elec-
tromotive force of a thermocouple is another
unresolved issue, which may yield an additional
uncertainty in the pressure estimation based on
these EoS’s.

Corresponding in situ X-ray observations have
also been made using LHDAC. As the geometrical
restrictions on the X-ray paths are not so severe in
this device, X-ray diffraction is measured with an
angle-dispersion method using monochromatized
X-ray. The X-ray beam is focused to generally
�10–20 mm with collimating mirrors, and directed
to the disk-shape sample with diameters of
�20–200 mm, depending on pressure ranges. YAG
or ILF lasers with beam sizes of �10 to several tens
of micrometers are used in most of the synchrotron
facilities. By adopting imaging plates (IPs) for X-ray
exposure combined with data processing systems,
rapid data acquisition and reductions are also possi-
ble. Thus, the phase identification and measurements
of unit-cell parameters of high-pressure phases can
be made by the combination of LHDAC and
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synchrotron radiation at pressure and temperature
conditions corresponding to the entire mantle (e.g.,
Murakami et al., 2004a).

The major uncertainty in the in situ X-ray obser-
vations with LHDAC arises from the possible large
temperature gradients in the small thin sample. Some
studies demonstrated that variations of temperature
are not very large in the radial direction of the
disk-shape sample, suggesting that the temperature
uncertainty may be of the order of �10% or less of
the nominal values, if the diameter of the laser
beam is significantly larger than that of the X-ray
beam (Shen et al., 2001). However, the temperature
gradient in the axial direction of the sample can
be substantially larger than this estimation (Irifune
et al., 2005), depending on the nature and thickness
of the thermal insulator or pressure medium, as
diamond has very high thermal conductivity. It
should also be noted that the high thermal conduc-
tivity of diamond makes it difficult to maintain
high temperatures greater than �2000 K at pressures
of the Earth’s core (P > 300 GPa) in LHDAC, as
the thickness of the thermal insulator becomes so
thin that the sample cannot be efficiently heated by
laser.

2.03.2.2 Ab Initio Calculation

Ab initio approaches are those that solve the funda-
mental equations of quantum mechanics with a
bare minimum of approximations. DFT is, in prin-
ciple, an exact theory for the ground state and
allows us to reduce the interacting many-electron
problem to a single-electron problem (the nuclei
being treated as an adiabatic background). A key to
the application of DFT in handling the interacting
electron gas was given by Kohn and Sham (1965)
by splitting the kinetic energy of a system of
interacting electrons into the kinetic energy of
noninteracting electrons plus some remainder,
which can be conveniently incorporated into the
exchange-correlation energy.

The local density approximation (LDA) replaces
the exchange-correlation potential at each point
by that of a homogeneous electron gas with a density
equal to the local density at the point. The
LDA works remarkably well for a wide variety of
materials, especially in the calculations of EoS’s,
elastic constants, and other properties of silicates.
Cell parameters and bulk moduli obtained from
well-converged calculations often agree with the
experimental data within a few percent and �10%,

respectively. Agreement with the laboratory data is
not perfect, however, and some systematic discrepan-
cies are noted for some materials.

Attempts to improve LDA via introducing non-
local corrections have yielded some success. The
generalized gradient approximation (GGA; Perdew
et al., 1992, 1996) is a significantly improved method
over LDA for certain transition metals (Bagno et al.,
1989) and hydrogen-bonded systems (Hamann, 1997;
Tsuchiya et al., 2002, 2005a). There is some evidence,
however, that GGA improves the energetics of sili-
cates and oxides but the structures can be
underbound. The volume and bulk modulus calcu-
lated with GGA tend to be larger and smaller,
respectively, than those measured experimentally
(Hamann, 1996; Demuth et al., 1999; Tsuchiya and
Kawamura, 2001). Considering the thermal effect
with zero-point motion, LDA provides the structural
and elastic quantities much closer (typically within a
few percent) to experimental values than those
obtained with GGA. In addition, a discrepancy of
about 10� 15 GPa is usually seen in transition pres-
sures calculated with LDA and GGA (Hamann, 1996;
Tsuchiya et al., 2004a, 2004c), which provide lower
and upper bounds, respectively. Experimental transi-
tion pressures are usually found between the values
obtained with LDA and GGA, although GGA tends
to provide the pressure with better fit to the experi-
mental value than LDA (Hamann, 1996; Tsuchiya
et al., 2004a, 2004c). The main source of computa-
tional error can be attributed to how to treat the
exchange-correlation potential.

The standard DFT has limitations in applying to
Fe-bearing oxides and silicates in the following case.
One-electron approximation with the standard DFT
approaches fails to describe the electronic structure
of Fe–O bonding correctly due to its strongly corre-
lated behavior. Both LDA and GGA usually produce
metallic bands for Fe–O bonding in silicates. They
also do not provide the correct crystal field effects
that break the d-orbital degeneracy. More sophisti-
cated classes of technique, such as LDAþU,
LDAþDMFT (dynamical mean-field theory), mul-
tireference configurational interaction, etc., are
needed to treat the many-body effect of electrons
more accurately and to investigate geophysically
important iron-bearing systems.

Among these schemes, LDAþU (Anisimov et al.,
1991) is the most practical method for minerals under
the current state of computer technology. The main
problem of applying LDAþU to materials under
pressure is the determination of the effective
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Hubbard U parameter, meaning screened on-site
Coulomb interaction. Tsuchiya et al. (2006) com-
puted the effective U in magnesiowüstite
(Mg1�xFex)O in a nonempirical and internally con-
sistent way based on a linear response approach for
the occupancy matrix (Cococcioni and de Gironcoli,
2005). Thus, the ab initio LDAþU technique appears
to open a new way to explore the mineral physics
properties of iron-bearing systems relevant to the
Earth’s deep interior (see Chapter 2.13).

2.03.2.3 Pressure Scale

The construction of an accurate pressure standard is
a critical issue in the quantitative measurements of
mineral physics properties under high pressure. The
pressure (P)–volume (V )–temperature (T ) equation
of state (PVT-EoS) of materials is most useful in
evaluating the experimental pressures under the
P,T conditions of the Earth’s deep mantle. The EoS
of a pressure standard is usually derived on the basis
of a conversion of dynamical shock Hugoniot data to
isothermal compression data. In principle, some para-
meters specifying the thermal properties of a solid
are necessary for this conversion process of the
Hugoniot. However, measurements of these para-
meters without any pressure and also temperature
standards are virtually impossible. In all EoS’s pre-
sently used as primary pressure standards, the
conversion of the Hugoniot was therefore performed
with some simple assumptions about the unknown
high-pressure behavior of the conversion parameters.
The most critical issue on the validity of such
assumptions is the volume dependence of the ther-
modynamic Grüneisen parameter, which is a
fundamental quantity characterizing the thermal
effect on the material.

The characteristic properties of gold (Au), namely
its low rigidity, simple crystal structure, chemical
inertness, and structural stability, make it particularly
suitable as a pressure standard under high P,T con-
ditions, and it has therefore been used as a primary
standard in many in situ X-ray diffraction studies
(e.g., Mao et al., 1991; Funamori et al., 1996).
However, some recent in situ experiments noted
that the pressure values estimated by different ther-
mal EoS’s of gold show significant discrepancies.
Using the EoS of gold proposed by Anderson et al.
(1989), which is frequently used as the pressure scale
in experiments using multianvil apparatus, Irifune
et al. (1998a) first reported that the postspinel phase
boundary of Mg2SiO4 shifted to about 2.5 GPa lower

than the pressure corresponding to the depth of the
660 km seismic discontinuity (�23.5 GPa and
�2000 K). Similar results were obtained for other
various minerals as summarized in Irifune (2002).

Tsuchiya (2003) predicted the thermal properties
and the PVT-EoS of gold based on the ab initio

theory including thermal effect of electrons. The
state-of-the-art ab initio calculation showed that the
relationship �/�0¼ (V/V0)q, assumed in some stu-
dies, is adequate for gold, at least up to V/V0¼ 0.7
and the predicted value of q was 2.15, which is inter-
mediate between the values used in Heinz and
Jeanloz (1984) and Anderson et al. (1989). According
to this study, the ab initio EoS model reduced the
discrepancies between the observed phase bound-
aries of spinel, ilmenite, and garnet, and the seismic
discontinuity. However, a gap of about 0.7 GPa still
remains between the postspinel transition pressure
and that of the 660 km discontinuity. The similar
conclusions with a slightly larger (1.0–1.4 GPa) dis-
crepancy have also been obtained by an experimental
study using an empirical PVT-EoS model of MgO to
determine pressure (Matsui and Nishiyama, 2002).

Even for gold, there are several PVT models
derived by different groups, which are still not
mutually consistent. Such a problem is also found in
EoS’s of platinum ( Jamieson et al., 1982; Holmes et al.,
1989). Moreover, platinum appears to be unsuitable
for the pressure scale in some cases, because of its
reactivity with the sample or materials of the experi-
mental cell at high P,T conditions (Ono et al., 2005a).
A similar problem is also encountered with the pres-
sures obtained using MgO. The pressures obtained
using EoS’s of different materials therefore show a
significant scatter. Akahama et al. (2002) determined
the pressures based on room-temperature EoS’s of
several materials compressed simultaneously in a
diamond-anvil cell and reported that the EoS of
platinum proposed by Holmes et al. (1989) provided
pressures more than 10 GPa higher than those cal-
culated using EoS of gold as proposed by Anderson
et al. (1989) at pressures of a megabar even at 300 K. A
similar inconsistency has also been reported in pres-
sure determination based on gold and silver EoS’s
(Akahama et al., 2004).

Examples of the difference in pressures based on
different EoS’s of gold and platinum are shown in
Figure 1, along a temperature (2300 K) close to the
typical lower-mantle geotherm. The pressures eval-
uated based on various EoS’s of gold differ by
�2–3 GPa at the pressures of the uppermost parts
of the lower mantle (25–30 GPa), and are within
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5 GPa at pressures up to �60 GPa. However, the
differences become substantially larger at higher
pressures, reaching �15 GPa at the base of the
lower mantle (136 GPa). It is also seen that the pres-
sures based on an EoS of Pt (Holmes et al., 1989) are
even higher than the highest pressure estimation by
Tsuchiya (2003) by 5 GPa at 136 GPa. Thus the
establishment of the mutually consistent pressure
scales is urgently needed for more accurate experi-
mental evaluation of phase transition and mineral
physics under the lower-mantle P,T conditions.

2.03.3 Mineral-Phase Transitions
in the Lower Mantle

2.03.3.1 Major Minerals in the Mantle
and Subducted Slab

Phase transitions in Earth-forming materials domi-
nate the structure and dynamics of the Earth. Major
changes in seismic velocities traveling through the
Earth’s mantle can be generally attributed to the
phase transitions of the constituent minerals,
although some of them may be closely related to
some chemical changes. Exploration and investiga-
tion of high-pressure phase transitions in mantle
minerals have therefore been one of the major issues
in studying the Earth’s deep interior.

Here, we summarize the phase transitions in major
minerals under lower-mantle conditions. Phase tran-
sitions in some relatively minor minerals relevant to
the subducted slab lithologies are also reviewed in

the following section. As the experimental data on
the phase transitions are still limited and controver-
sial at P,T conditions of the lower mantle, we have
tried to construct the most likely phase diagrams for
the minerals with simple chemical compositions
based on available laboratory data and ab initio calcu-
lations. Thermoelastic properties of some key high-
pressure phases are also reviewed and summarized
here, as far as experimental data or theoretical pre-
dictions are available.

2.03.3.1.1 MgSiO3

The high-pressure orthorhombic perovskite poly-
morph of MgSiO3 (Mg-Pv) is believed to be the
most abundant mineral in the Earth’s lower mantle.
The possibility of a further phase transition of this
phase under the lower-mantle P,T conditions has
been controversial. Some studies suggested that
Mg-Pv dissociates into an assemblage of SiO2 and
MgO at 70–80 GPa and 3000 K (Meade et al., 1995;
Saxena et al., 1996) or that it undergoes a subtle phase
change above 83 GPa and 1700 K (Shim et al., 2001b),
while others claimed that Mg-Pv is stable almost
throughout the lower mantle (e.g., Fiquet et al.,
2000). However, more recent studies suggested that
the result of Shim et al. (2001b) were due to misiden-
tification of the diffraction peaks of a newly formed
platinum carbide (Ono et al., 2005a). The dissociation
of Mg-Pv into the oxides is also unlikely to occur in
the Earth’s mantle according to the subsequent
experimental (Murakami et al., 2004a, 2005; Oganov
and Ono, 2004) studies. Theoretical investigations
also suggest that the dissociation should occur at
extremely high pressure above 1 TPa (Umemoto
et al., 2006).

Recently, the Pv to postperovskite (PPv) transi-
tion in MgSiO3 was found to occur by in situ X-ray
diffraction experiment using LHDAC and ab initio

calculations at �2500 K and �125 GPa (Murakami
et al., 2004a; Tsuchiya et al., 2004a; Oganov and Ono,
2004) (Figure 2), close to the P–T conditions of the
D0 layer near the core–mantle boundary (CMB). The
Mg-PPv phase has a crystal structure identical to that
of CaIrO3 with a space group Cmcm. This structure
consists of silica layers stacking along the b-direction
and intercalated Mg ions. In the silica layers, SiO6

octahedra connect sharing edges along the
a-direction and sharing corners along the c-direction.
Thus, this structure is more favorable at high pres-
sure than the Pv structure, although the cation
coordinations are basically same in both structures.
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The PPv structure is expected to be highly aniso-
tropic. It is more compressible along the b-direction
perpendicular to the silica layers because only ionic
Mg–O bonding exists in the interlayer spacing. The
Pv and PPv structures therefore look very different
in this respect. However, the structural relationship
between Pv and PPv is quite simple and by applying
shear strain e6, Pv can change to PPv directly
(Tsuchiya et al., 2004a). According to this relation,
the c-direction remains unchanged via the structural
transition. This suggests that nonhydrostaticity could
significantly affect the transition kinetics of the
Pv-to-PPv transition.

PPv’s thermodynamic properties and the position
and slope of the phase boundary were investigated by
means of ab initio quasiharmonic free energy calcula-
tions (Tsuchiya et al., 2004a, 2005b). The predicted
Clapeyron slope of the Pv–PPv transition was
�7.5 MPa K�1, which is remarkably close to that
required for a solid–solid transition to account for
the D0 discontinuity (Sidorin et al., 1999). Thus the
results of both experimental and theoretical studies
suggest that the PPv should be the most abundant
high-pressure phase in the D0 region.

Over the past decades, there have been a number
of experiments to determine elastic property of
Mg-Pv ( e.g., Yagi et al., 1982; Mao et al., 1991;
Yeganeh-Haeri et al., 1989; Ross and Hazen, 1990;
Funamori et al., 1996; Fiquet et al., 2000). Among
these experiments, early studies yielded relatively
large variations for zero-pressure bulk modulus K0

of Mg-Pv ranging from 254 GPa (Ross and Hazen,
1990) to 273 GPa (Mao et al., 1991). However, more
recent experiments of static compression and

Brillouin spectroscopy yielded mutually consistent
K0 values of �253–264 GPa. Density functional cal-
culations have reported similar but slightly smaller
room-temperature bulk modulus for Mg-Pv of about
250 GPa (Wentzcovitch et al., 2004; Tsuchiya et al.,
2004b, 2005b). This underbinding tendency for
Mg-Pv is seen in standard density functional calcula-
tions but is much more prominent in GGA than in
LDA (Wentzcovitch et al., 2004).

In contrast to the extensive investigations of the
EoS of Mg-Pv, the EoS of Mg-PPv has not been well
constrained experimentally. According to a density
functional prediction, the zero-pressure volume of
Mg-PPv is very close to that of Mg-Pv (Tsuchiya
et al., 2004a, 2005b). However, K0 and its pressure
derivative of Mg-PPv are significantly smaller and
larger than those of Mg-Pv, respectively, which
implies the volume of Mg-PPv should be smaller
than that of Mg-Pv at the relevant pressure range.
The volume decrease associated with the Pv–PPv
transition is estimated to be �1.5% on the basis of
ab initio calculations (Tsuchiya et al., 2004a), which is
consistent with those estimated based on LHDAC
experiments.

2.03.3.1.2 MgSiO3�FeSiO3

Mg-Pv is supposed to incorporate 5–10 mol.% of
FeSiO3 in peridotitic compositions in the lower man-
tle (Irifune, 1994; Wood and Rubie, 1996; Katsura and
Ito, 1996). However, experimental studies for the sys-
tem MgSiO3�FeSiO3 have been limited to the
pressures of the uppermost part of the lower mantle,
except for an LHDAC study (Mao et al., 1991). Recent
developments in KMA with sintered diamond anvils
substantially extend the pressure and temperature
ranges for phase equilibrium studies (as reviewed ear-
lier), and Tange (2006) extensively studied the phase
relations and the Mg–Fe partitioning between coex-
isting Mg-Pv and magnesiowüstite (Mw) at pressures
up to �50 GPa and temperatures to 2300 K.

Immediately after the discovery of the Pv–PPv
transition in MgSiO3, the effects of iron on this transi-
tion were studied using LHDAC (Mao et al., 2004,
2005). It was noted that the presence of iron signifi-
cantly reduces the stability pressure of PPv, and PPv
with up to �80 mol.% of the FeSiO3 component was
synthesized at a pressure of �140 GPa and at tem-
peratures of �2000 K (Mao et al., 2005). Thus the
phase relations in the system MgSiO3�FeSiO3 at
pressure up to �130 GPa and at a typical lower-
mantle temperature can be drawn as illustrated in
Figure 3, according to the results of these and
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Tange’s studies. Although a significant effect of ferrous
iron on the stability of Mg-PPv has been predicted by
some theoretical works using GGA (Caracas and
Cohen, 2005b; Stackhouse et al., 2006), the latest
experiment showed much smaller effects (Sinmyo
et al., 2006). Nevertheless, this issue has not been
fully resolved yet and there remains large room for
further theoretical and experimental investigations.

Effect of iron on the PPv transition has also been
studied in the light of the high-pressure phase
changes of hematite, corundum-type Fe2O3.
Hematite transforms first to the high-pressure phase
with the Pbnm Pv structure or Rh2O3(II) structures at
30 GPa, whose X-ray diffraction patterns are very
similar to each other (Ono et al., 2005b). Further
transitions in Fe2O3 to the structure assigned as the
CaIrO3-type structure has been reported to occur at a

transition pressure of �50 GPa (Ono et al., 2005b).
This transition pressure is significantly lower than
the Pv–PPv transition pressure in MgSiO3. Thus the
presence of iron in the trivalent state is also suggested
to lower the pressure of the Pv–PPv transition, as is
found for divalent iron.

2.03.3.1.3 MgSiO3�Al2O3

Irifune (1994) demonstrated that Mg-Pv is the major
host of aluminum in a pyrolite composition at pres-
sures and temperatures of the uppermost parts of the
lower mantle, possessing �4 mol.% of Al2O3. Phase
relations in the system MgSiO3�Al2O3 under the
lower-mantle conditions have since been studied
(Irifune et al., 1996a; Ito et al., 1998) with an emphasis
on the MgSiO3�Mg3Al2Si3O12 system. Irifune et al.
(1996a) showed that majorite garnet with less than
�15 mol.% Al2O3 transforms to the Pv structure via a
mixture of these two phases, while this assemblage
further changes to an assemblage of majorite plus
corundum at pressures about �28 GPa, at 1800 K.
This assemblage with the Mg3Al2Si3O12 composition
was later shown to form almost pure Pv at �38 GPa
using KMA with SD anvils (Ito et al., 1998).

Phase transitions in Al2O3 corundum under the
lower-mantle condition were first studied by
Funamori and Jeanloz (1997) using LHDAC based
on earlier ab initio predictions (Marton and Cohen,
1994; Thomson et al., 1996), which demonstrated that
corundum transforms to a new phase with the
Rh2O3(II) structure at �100 GPa and at �1000 K.
More recently, it has been predicted by ab initio

studies that Al2O3 has a similar high-pressure phase
relation to Fe2O3 (Caracas and Cohen, 2005a;
Tsuchiya et al., 2005c; Stackhouse et al., 2005b). The
Pv-to-PPv transition was thus suggested to occur in
Al2O3 at about 110 GPa at 0 K, although the Pv phase
is eclipsed by the stability field of the Rh2O3(II)
phase. This Pv-to-PPv transition pressure in Al2O3

is about 10 GPa higher but fairly close to that in
MgSiO3, though Akber-Knutson et al. (2005) pre-
dicted a much larger effect of Al by estimating the
solid solution energy. In situ X-ray diffraction experi-
ments on pyrope compositions by LHDAC (Tateno
et al., 2005) demonstrated a consistent result about the
effect of aluminum incorporation on the PPv transi-
tion pressure. Therefore, we expect that though
aluminum tends to increase the PPv transition pres-
sure in MgSiO3, the effect is not very significant.
The plausible phase diagram of the system
MgSiO3�Al2O3 in the lower-mantle P,T condition
is illustrated in Figure 4.
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2.03.3.1.4 MgO�FeO

Mw, (Mg1�xFex)O, is believed to be the next major
mineral phase in Earth’s lower mantle after ferrosili-
cate Pv, (Mg1�xFex)SiO3 (e.g., Helffrich and Wood,
2001). The magnesium end member of Mw, periclase,
possessing the B1 (NaCl) structure is known to be an
extraordinarily stable phase. No phase transitions in
this material have been observed or predicted under
the P,T conditions of the entire mantle (Duffy et al.,
1995; Alfé et al., 2005), primarily due to substantially
smaller ionic radius of magnesium relative to that of
oxygen. FeO wüstite, on the other hand, transforms to
an antiferromagnetic phase accompanied by a small
rhombohedral distortion. This transition is a typical
magnetic order–disorder transition and therefore the
transition temperature corresponds to the Neel point.
Although the rhombohedral B1 (rB1) phase is stable at
low temperatures up to about 110 GPa, at higher
pressure over 65 GPa and high temperatures, the rB1
phase transforms to the normal or inverse B8 (NiAs)
structure, as shown in Figure 5 (Fei and Mao, 1994;

Murakami et al., 2004b; Kondo et al., 2004). However,
several important properties of this high-pressure
phase such as high-temperature stability, structural
details, and electronic property are still in debate
(Fei and Mao, 1994; Mazin et al., 1998; Murakami
et al., 2004b).

For the compositions between these two end
members, some controversial experimental results
have emerged: Mw with XFe¼ 50% was reported to
dissociate into two components, Fe-rich and Mg-rich
Mw’s at 86 GPa and 1000 K (Dubrovinsky et al.,
2000). In contrast, another study using LHDAC
found no dissociation of Mw with even higher XFe

of 0.61 and 0.75 up to 102 GPa and 2550 K, though
the sample with XFe¼ 0.75 showed a displacive tran-
sition to the rB1 structure at low temperature similar
to FeO wüstite (Lin et al., 2003). Thus, further experi-
mental and theoretical studies are required to address
the possible dissociation of Mw.

Another issue relevant to Mw, as well as the
ferrosilicate Pv, which should affect thermoelastic
properties of these phases, is the occurrence of elec-
tron spin transitions under the lower-mantle
conditions. High spin (HS) to low spin (LS) transi-
tions in iron have been observed by in situ X-ray
emission spectroscopy (XES) and Mössbauer spec-
troscopy from 40 to 70 GPa in Mw containing about
18% of iron (Badro et al., 2003; Lin et al., 2005) and
from 70 and 120 GPa in (Mg,Fe)SiO3 Pv (Badro et al.,
2004; Li et al., 2004; Jackson et al., 2005) at room
temperature. Several significant effects on thermo-
chemical state of the lower mantle can be inferred by
the spin transition of iron. The spin transition in Mw
is accompanied by significant volume reductions (Lin
et al., 2005; Tsuchiya et al., 2006) and changes in these
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minerals’ optical absorption spectrum (Badro et al.,

2004). These can produce (1) seismic velocity

anomalies, (2) variations in Mg�Fe2þ partitioning

between Mw and Pv, (3) changes in radiative heat

conductivity, and (4) compositional layering

(Gaffney and Anderson, 1973; Badro et al., 2003,

2004). The elastic signature of this transition in Mw

has been partially explored (Lin et al., 2005), but there

is still much uncertainty. In contrast, anomalous com-

pression behavior has not yet been observed in

(Mg,Fe)SiO3 Pv.
The strongly correlated behaviour of iron oxide

has deterred the quantification of these changes by

density functional calculations based on the local spin

density (LSDA) and spin polarized generalized gra-

dient approximations (�-GGA). These approaches

incorrectly predict a metallic HS ground state and

then successive spin collapses across the transition as

reported for FeO (Sherman and Jansen, 1995; Cohen

et al., 1997). More recently, a new model explaining

the mechanism of HS-to-LS transition of iron in Mw

has been proposed based on calculations using more

sophisticated LDAþU technique that describe the

electronic structure of strongly correlated system

more correctly (Tsuchiya et al., 2006). In this study,

the effective Hubbard U parameter has been opti-

mized at each volume and at each iron concentration

up to XFe of 18.75% in an internally consistent way.

As a result, it has been demonstrated that the large

stability field of HS/LS mixed state appears at high

temperatures instead of the intermediate spin state,

due to the contributions of coexisting HS/LS mixing

entropy and magnetic entropy. According to this

transition mechanism, Mw is expected to be in this

HS/LS mixed state for almost the entire range of

lower-mantle P,T conditions, with the proportion of

HS iron decreasing continuously with increasing

pressure (Figure 6). No discontinuous change in

any physical properties would appear associated

with the spin transition in Mw within this range.
It has been reported that the spin transition pres-

sure significantly increases with increasing XFe. A

volume decrease associated with the spin transition

was observed in (Mg0.4Fe0.6)O at 95 GPa (Lin et al.,

2005), while no spin transition has so far been

reported in pure FeO up to 143 GPa (Badro et al.,

1999). Iron–iron interactions, which are no longer

negligible at XFe higher than 20%, might also rein-

force the magnetic moment significantly, although

the mechanism of this tendency has not been fully

understood to date.

2.03.3.1.5 CaSiO3

The lower mantle is believed to consist mainly of

(Mg,Fe)SiO3 Pv and Mw, with some CaSiO3 perov-

skite (Ca-Pv) up to 7–8 vol.% (e.g., Irifune, 1994).
Despite its importance, there are many unanswered

questions about the structure, stability, the EoS, and

other physical properties of Ca-Pv under pressure

and temperature, which complicate some attempts to

model the mineralogy of the lower mantle (Stacey
and Isaak, 2001).

CaSiO3 crystallize to the Pv structure over
10–13 GPa, depending on temperature, and is

known to be unquenchable at ambient conditions.

At lower-mantle conditions, CaSiO3 has an ideal

cubic Pv structure, while at lower temperatures it is

suggested to be slightly distorted. The small degree
of the possible distortion is hardly observed by cur-

rent high-temperature and high-pressure X-ray

techniques, and several orthorhombic and tetragonal

structures have been proposed, based on in situ X-ray

diffraction measurements (Shim et al., 2002b;

Kurashina et al., 2004; Ono et al. 2004) or theoretical
calculations (Stixrude et al., 1996; Chizmeshya et al.,

1996; Magyari-Köpe et al., 2002; Caracas et al., 2005).
EoS of Ca-Pv has been determined up to CMB

pressures by different groups (e.g., Mao et al., 1989;

Tamai and Yagi, 1989; Wang et al., 1996; Shim et al.,

2000a, 2000b, 2002b; Kurashina et al., 2004; Ono et al.,
2004; Shieh et al., 2004). The fitting of the experi-

mental results by third-order Birch–Murnaghan EoS,

yielded a unit-cell volume, V0¼ 45.54 Å3, bulk mod-

ulus, K0, ranging from 232 to 288 GPa, and its

pressure derivative, K09, within 3.9–4.5. Most of the

recent results with careful removing of the effect of
deviatoric stress on the produced pressure, however,

yielded the lower end values (232–236 GPa; Wang
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et al., 1996; Shim et al., 2000b) in this range. The
results of corresponding ab initio studies (e.g.,
Wentzcovitch et al., 1995; Chizmeshya et al., 1996;
Stixrude et al., 1996; Karki and Crain, 1998) are
similar to those obtained for the experimental data.
Most of these studies, both experimental and theore-
tical, have focused on the behavior of the cubic
modification of CaSiO3 under pressure.

Caracas et al. (2005) performed a detailed investiga-
tion of the major symmetry-allowed modifications of
CaSiO3 obtained as distortions from the parent cubic
phase by means of ab initio pseudopotential theory.
They examined nine modifications having different
symmetries and reported that the I4/mcm phase is
the most likely stable static atomic configuration up
to about 165 GPa. Enthalpy difference between this
I4/mcm and the cubic Pv phase increased with
increasing pressure, indicating that the I4/mcm struc-
ture becomes more stable relative to the cubic
structure at higher pressure. The bulk modulus was
estimated to be about 250 GPa for all modifications
with the exception of R-3c structure. This theoretical
K0 is fairly similar to recent experimental values
(Wang et al., 1996; Shim et al., 2002b), but much smaller
than those reported in earlier nonhydrostatic experi-
ments (Mao et al., 1989; Tamai and Yagi, 1989).

Some studies focused on the high-temperature
phase change from low symmetry phase to cubic
Ca-Pv. Ono et al. (2004) reported that this transition
occurs at about 600–1200 K at 25–120 GPa, where
the transition temperature increased with increasing
pressure, consistent with the theoretical prediction
(Caracas et al., 2005). These temperatures are much
lower than the typical lower-mantle geotherm of
about 2000–2500 K, suggesting that CaSiO3 may
have the cubic form throughout the actual lower
mantle (Figure 7). However, most recent ab initio

molecular dynamics studies (Li et al., 2006a, 2006b)
reported very different results. They found the tetra-
gonal phase stable even at the mantle temperatures in
addition to the low-temperature stability of the
orthorhombic phase. Their calculated elasticity of
Ca-Pv is also very different from earlier results
(Karki and Crain, 1998), particularly with respect to
the shear modulus. The cause of the discrepancies
is unclear.

2.03.3.1.6 SiO2

Recent theoretical studies suggested that a second-
order displacive phase transition from stishovite to
the CaCl2-type structure occurs at 50–60 GPa at
room temperature (Kingma et al., 1995). It has also
been predicted that the CaCl2-type silica undergoes
a further structural transition to the �-PbO2 phase
(Dubrovinsky et al., 1997; Karki et al., 1997a). The
results of the experimental studies on these issues,
however, have been controversial. LHDAC studies
reported that the CaCl2-type phase persists at least
up to 120 GPa (Andrault et al., 1998), and the transi-
tion to the �-PbO2 phase occurs at 121 GPa and
2400 K (Murakami et al., 2003). In contrast, another
similar experiment showed that the �-PbO2-like
phase was formed from cristobalite above 37 GPa at
room temperature, and that stishovite directly trans-
formed to the �-PbO2-type structure above 64 GPa
at 2500 K with a negative Clapeyron slope
(Dubrovinsky et al., 2001). In addition, Sharp et al.
(1999) found the �-PbO2-type phase in a natural
meteorite sample, which would have experienced
very low shock pressure below 30 GPa. These dis-
crepancies may come from various difficulties in
LHDAC experiments, such as associated with kinetic
problems, temperature or pressure uncertainties,
effect of different starting materials, etc.

During the last decade, a series of theoretical
studies (Kingma et al., 1995; Dubrovinsky et al.,
1997; Karki et al., 1997a) also addressed this issue of
the post-stishovite phase transitions in the framework
of the ab initio calculations. These early theoretical
studies were limited to static conditions, the calcula-
tions being performed at T¼ 0 K, without
considering the zero-point energy. To investigate
the contradictory experimental results on the high-
temperature phase stability of SiO2 under high pres-
sure, finite temperature thermal effect on the
transitions obtained by these static calculations
should be taken into account.

Tsuchiya et al. (2004c) predicted the high-
pressure and high-temperature phase equilibrium of
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three ordered modifications of SiO2 using ab initio

density functional perturbation theory and the

quasiharmonic approximation. The predicted

stishovite-CaCl2 phase transition boundary is

P¼ 56þ 0.0059T (K) GPa, which is consistent with

the results of LHDAC experiment by Ono et al.

(2002). This predicted slope of the stishovite–CaCl2
boundary of about 5.9 MPa K�1 is close to but

slightly larger than the earlier rough estimate of

4 MPa K�1 (Kingma et al., 1995). The LHDAC

experiment resulting in a stishovite–�-PbO2 bound-

ary with a negative Clapeyron slope (Dubrovinsky

et al., 2001), which disagrees with the phase diagram

based on Tsuchiya et al. (2004c), as shown in

Figure 8. This disagreement may be due to experi-

mental uncertainties and/or to kinetic problems in

the former LHDAC experiment. These are sup-

ported by later calculations by Oganov et al. (2005),

though they proposed substantially lower transition

pressures primarily due to the application of LDA

(see Section 2.03.2.2).
On the other hand, the phase transition boundary

between CaCl2 and �-PbO2 in SiO2 is predicted to

be P¼ 106.3þ 0.005 79T (K) GPa based on ab initio

calculations (Tsuchiya et al., 2004c), which locates

near the lowermost-mantle P,T conditions. This cal-

culation also indicates that the �-PbO2-type phase is

the stable form of silica at depths down to the CMB,

consistent with the result of an LHDAC experiment

(Murakami et al., 2003). These theoretical and experi-

mental results also suggest that the �-PbO2-type

phase silica recently discovered in the meteorite

sample might have been formed by a metastable

reaction.

2.03.3.1.7 Al-rich phase

Majorite garnet is the main host of aluminum in the
mantle transition region in both pyrolite and basaltic
compositions. It transforms to an assemblage of
Mg-PvþCa-Pv at pressures corresponding to the
uppermost lower mantle. Aluminum is incorporated
mostly in Mg-Pv in pyrolite composition (Irifune,
1994), whereas a separate aluminous phase is formed
in basaltic compositions under the P,T conditions of
the lower mantle, as demonstrated by Irifune and
Ringwood (1993).

The aluminous phase, named as ‘Al-rich phase’ by
these authors, was suggested to have a crystal struc-
ture similar to but not completely identical to the
calcium ferrite structure. This Al-rich phase was later
proposed to have a hexagonal structure or NAL-
phase (Miyajima et al., 2001; Akaogi et al., 1999;
Sanehira et al., 2005), whereas others proposed that
this phase possesses the calcium ferrite structure
(Kesson et al., 1998; Hirose et al., 1999; Ono et al.,
2005d). Although the stability relations of these two
phases in MORB compositions are not very clear to
date, only very minor effects on the mineralogy and
dynamics in the lower mantle is expected by the
possible misidentification of these two phases under
the lower-mantle conditions (Sanehira et al., 2005;
Shinmei et al., 2005), as the crystal structures of
these two phases are quite similar and yield only
slight difference in densities.

2.03.3.2 Minor Minerals

2.03.3.2.1 MgAl2O4, NaAlSiO4

MgAl2O4 spinel is known to decompose to simple
oxides of MgO and Al2O3 at pressure and tempera-
tures of mantle transition region, which recombine
to form a calcium ferrite (CaFe2O4, CF) type phase
at about 25 GPa (Irifune et al., 1991; Funamori
et al., 1998; Akaogi et al., 1999). Although the
formation of an unknown phase named e-phase
(Liu, 1978) was reported at a similar pressure at
1300 K in LHDAC experiments, none of the
subsequent LHDAC and KMA experiments using
both quench and in situ X-ray measurements have
confirmed this phase. Instead, it has been shown
that the CF-phase further transforms to a calcium
titanate (CaTiO4, CT) phase at pressures of
�40–45 GPa (Funamori et al., 1998). An ab initio

periodic LCAO (linear combination of atomic
orbitals) calculation by Catti (2001) demonstrated
that the calcium titanate structure is indeed stable
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relative to the calcium ferrite structure at pressures
greater than �39–57 GPa.

NaAlSiO4 also adopts the calcium ferrite structure
at pressures above 25 GPa (Liu, 1977; Akaogi et al.,
1999), but the formation of the complete solid solu-
tions between this and MgAl2O4 has not been
reported, as there is a region of the hexagonal phase
in the intermediate region of these end-member
compositions (Akaogi et al., 1999; Shinmei et al.,
2005). It was demonstrated that the CF-type
NaAlSiO4 is stable at least at pressures up to
75 GPa and temperatures to 2500 K on the basis of
LHDAC experiments (Tutti et al., 2000).

2.03.3.2.2 KAlSi3O8, NaAlSi3O8

KAlSi3O8-rich feldspar, an important mineral in
K-rich basalt (e.g., Wang and Takahashi, 1999) and
continental crust and marine sediment lithologies
(Irifune et al., 1994), transforms to the hollandite
structure via a mixture of K2Si2O5 waditeþAl2O5

kyantiteþ SiO2 coesite at about 9 GPa. KAlSi3O8

hollandite plays an important role in fractionation
of some trace elements because of its peculiar tunnel
structure that accommodates large ion lithophile ele-
ments (Irifune et al., 1994). Although an LHDAC
study suggested that this structure is stable almost
throughout the lower-mantle P,T conditions (Tutti
et al., 2001), recent in situ X-ray diffraction studies
using DAC with a helium pressure medium at room
temperature (Ferroir et al., 2006) and KMA at high
pressure and high temperature demonstrated that the
hollandite transforms to an unquenchable phase,
named as hollandite II (Sueda et al., 2004), at about
22 GPa at room temperature with a positive
Clapeyron slope. Although only a slight modification
in crystal structures between these phases was noted
(Ferroir et al., 2006), this transition may significantly
affect partitioning of some trace elements between
the K-hollandite and coexisting melts in the lower
mantle.

NaAlSi3O8-rich hollandite was found in shock
veins of some meteorites (e.g., Tomioka et al., 2000;
Gillet et al., 2000). However, attempts to reproduce
the hollandite with such compositions by high-
pressure experiments have failed (Yagi et al., 1994;
Liu, 2006), as the solubility of this component is
limited to about 50 mol.% at pressures of �22 GPa
and at temperatures up to 2500 K. Thus this phase
could have been formed metastably in a very short
period of time under shock compression in the par-
ental bodies of these meteorites.

2.03.3.2.3 CAS phase

The ‘CAS phase’ was first described by Irifune et al.
(1994) as a new Ca- and Al-rich high-pressure phase
in a continental crust composition at pressures above
�15 GPa, which was suggested to be a major host for
aluminum and calcium in the subducted marine sedi-
ments in the mantle transition region. Subsequent
experimental studies demonstrated that this phase
has the ideal composition of CaAl4Si2O11, possessing
a hexagonal barium ferrite-type structure with space
group P63/mmc (Gautron et al., 1999). Moreover, this
high-pressure phase with a composition of
(CaxNa1�x)Al3þxSi3�xO11 was recently discovered
in a shergottite shocked Martian meteorite in asso-
ciation with stishovite and/or K, Na-rich hollandite
(Beck et al., 2004), both of which are known to be
stable only at pressures above �9 GPa.

The CAS phase is suggested to have silicon in
fivefold coordination in a trigonal bipyramid site at
high pressure and high temperature, which is sup-
posed to decompose into fourfold and sixfold
coordinations upon quenching and subsequent
release of pressure (Gautron et al., 1999). In situ

Raman spectroscopy and X-ray diffraction measure-
ments actually indicated the formation of fivefold
coordinated silicon under pressure, which should
play an important role in the transport properties of
minerals through the formation of oxygen vacancies
(Gautron et al., 2005).

2.03.3.2.4 Phase D, �-AlOOH

Phase D was first noted by Liu (1986) as a new dense
hydrous magnesium (DHMS) phase in serpentine,
which was later confirmed by in situ X-ray diffraction
(Irifune et al., 1996b). Both X-ray power diffraction
profile and the chemical composition of this phase
were also refined on the quenched sample (Irifune
et al., 1996b; Kuroda and Irifune, 1998). Two groups
subsequently succeeded in refining its crystal struc-
ture independently (Yang et al., 1997; Kudoh et al.,
1997). The stability of phase D has since been studied
experimentally using both KMA (Ohtani et al., 1997;
Irifune et al., 1998b; Frost and Fei, 1998) and LHDAC
(Shieh et al., 1998), which demonstrated that this
phase has a wide stability field up to 40–50 GPa, at
temperatures to �1800 K, whereas it dehydrates to
form an assembly containing Mg-Pv and Mw at
higher temperatures (Shieh et al., 1998).

Serpentine is the major hydrous mineral in the
subducted slab, and phase D should be the only possi-
ble DHMS present in the upper part of the lower
mantle transported via the subduction of slabs
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(Irifune et al., 1998b; Shieh et al., 1998; Ohtani et al.,
2004), although the newly found �-AlOOH (Suzuki
et al., 2000) could be an alternative water reservoir in
the lower mantle under very limited Al-rich circum-
stances. For both phase D and �-AlOOH, structural
changes associated with hydrogen bond symmetriza-
tion are expected to occur on the basis of ab initio

calculations (Tsuchiya et al., 2002, 2005a), which
should affect the compressional behavior and hence
density changes of these hydrous phases in the lower
mantle.

2.03.3.2.5 MgCO3, CaCO3

Carbonates are important constituents of pelagic
sediments, parts of which are supposed to subduct
into the mantle. It has been shown that MgCO3

magnesite is the major carbonate in the mantle (e.g.,
Biellmann et al., 1993), whose stability under high
pressure has been studied using LHDAC.
Magnesite was reported to be stable at pressures up
to 80 GPa, almost throughout the lower mantle
(Gillet, 1993, Fiquet et al., 2002), but a recent in situ

X-ray diffraction study demonstrated it transforms
to an unknown phase (magnesite II) at pressures
above �115GPa, at 2000–3000 K (Isshiki et al.,
2004). Although the dissociation of magnesite into
assemblages of MgOþCO2 (Fiquet et al., 2002) or
MgOþCþO2 (Liu, 1999) was suggested on the
basis of thermodynamic considerations, such reac-
tions are unlikely to occur along appropriate
geotherms in the lower mantle (Isshiki et al., 2004).

In contrast, certain amounts of CaCO3 could sur-
vive in the subducted slabs without decarbonation or
reaction with surrounding minerals, due to low tem-
peratures of the slabs, and thus are delivered into the
lower mantle. CaCO3 adopts the aragonite structure
under P,T conditions of the uppermost mantle, which
was recently found to transform to a high-pressure
form with an orthorhombic symmetry at pressures
greater than �40 GPa and at temperatures
1500–2500 K using LHDAC (Ono et al., 2005c).
Although the possibility of the transformation of
CaCO3 aragonite to a trigonal phase is suggested on
the basis of DAC experiments at room temperature
(Santillán and Williams, 2004), this phase could have
been metastably formed, and the orthorhombic post-
aragonite phase should be stable at least to depths of
�2000 km in the lower mantle (Ono et al., 2005c).
Thus, MgCO3 and possibly CaCO3 are the potential
hosts of CO2 throughout most parts of the lower
mantle, except for the bottom parts of the D0 layer
(Isshiki et al., 2004).

2.03.4 Phase Transitions and Density
Changes in Mantle and Slab Materials

2.03.4.1 Chemical Compositions
and Density Calculations

Subducting oceanic lithosphere is modeled by layers

of basaltic oceanic crust of �6 km thickness, under-

lain by thicker layers (�50–100 km) of residual

harzburgite and fertile lherzolite, which are covered

with thin (�1 km) terrigeneous and/or pelagic sedi-

ments. Typical chemical compositions of these

lithologies are listed in Table 1. Most parts of the

sedimentary materials are believed to be trapped to

form accretion terrains underneath island arcs upon

subduction of slabs at ocean trenches, although geo-

chemical evidence suggests that certain parts of such

materials may be subducted deeper into the mantle

(e.g., Loubet et al., 1988). At least part of the bottom

warmer lherzolite layer of a slab may also be assimi-

lated to the surrounding mantle during subduction in

the upper mantle and mantle transition region, and

thus the slab approaching the 660 km seismic discon-

tinuity can reasonably be modeled by a layered

structure of basaltic and harzburgitic rocks

(Ringwood and Irifune, 1988).
The chemical composition of the lower mantle has

been a major controversial issue in the mineralogy of

the Earth’s interior. Some (e.g., Ringwood, 1962)

believe peridotitic or pyrolitic materials are dominant

in the whole mantle, while others (e.g., Liu, 1982;

Anderson, 1989; Hart and Zindler, 1986) claim that

more Si-rich chondritic materials should be represen-

tative for the composition of the lower mantle

(Table 1). The difference is based on rather philoso-

phical arguments on the origin and subsequent

differentiation processes of the Earth, which are criti-

cally dependent on the models of condensation/

evaporation processes of elements and compounds in

the primordial solar system and the possible formation

of deep magma ocean in the early stage of the forma-

tion of the Earth. As the elastic properties, particularly

those related to shear moduli, of high-pressure phases

have not been well documented under the pressure

and temperature conditions of the lower mantle, it is

hard to unambiguously evaluate the feasibility of these

two alternative composition models in the light of

mineral physics and seismological observations (e.g.,

Bina, 2003; Mattern et al., 2005). Moreover, the

knowledge of variation of temperature with depth is

vital to address this issue, which also has not been well

constrained in the lower mantle.
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Here, we assume the whole mantle is of a pyrolitic
composition to address the phase transitions and

associated density changes in the lower mantle, as

there are significant variations in the chondritic/cos-

mochemical models and also because high-pressure

experimental data on the latter compositions

have been scarce to date. We also assume the major

lithologies transported into the lower mantle via

subduction of slabs are of mid-ocean ridge

basalt (MORB) and harzburgite compositions. Phase

transitions in MORB have been extensively studied

down to the depths near the mantle–core boundary.

In contrast, although virtually no experimental data

exist on harzburgite compositions in this depth

region, they can be reasonably estimated from

those available on the high-pressure phases with

simple chemical compositions, as harzburgitic

compositions have a minor amount of Fe and only

very small amounts of Ca, and Al, and are well

approximated by the MgO (FeO)–SiO2 system.
We calculated the density changes in pyrolite,

harzburgite, and MORB compositions using available

experimental data as follows. The densities of

the individual high-pressure phases that appeared

in these lithologies were calculated at given pressures

using the thermal EoS combining third-order Birch–

Murnaghan EoS and Debye theory along an appro-

priate geotherm, using the PVT-EoS parameters

given in Table 2. The resultant density changes of

individual phases along the geotherm are depicted

in Figure 9. The density changes in the bulk rocks

were then calculated using the proportions of

the individual phases with pressure along the

geotherm.

Table 1 Representative chemical compositions of lower mantle and those related to subducting slabs

Lower mantle

Chondrite Pyrolite Harzburgite MORB Continental crust

SiO2 53.8 44.5 43.6 50.4 66.0
TiO2 0.2 0.2 0.6 0.5

Al2O3 3.8 4.3 0.7 16.1 15.2

Cr2O3 0.4 0.4 0.5

FeO 3.5 8.6 7.8 7.7 4.5
MgO 35.1 38.0 46.4 10.5 2.2

CaO 2.8 3.5 0.5 13.1 4.2

Na2O 0.3 0.4 1.9 3.9

K2O 0.1 0.1 3.4

MORB, mid-ocean ridge basalt.
Chondrite, Liu (1982); pyrolite, Sun (1982); harzburgite, Michael and Bonatti (1985); MORB, Green et al. (1979); continental crust, Taylor
and McLennan (1985).

Table 2 PVT-EoS parameters of lower-mantle phases determined from various experimental and theoretical data and

their systematics

Mg-Pv Fe-Pv Al2O3-Pv Mg-PPv Ca-Pv MgO FeO SiO2 (St) SiO2 (a-PbO2)

V0 (cm3 mol�1) 24.45 25.48 24.77 24.6 27.45 11.36 12.06 14.02 13.81

B0 (GPa) 257 281 232 226 236 158 152 314 325

B9 4.02 4.02 4.3 4.41 3.9 4.4 4.9 4.4 4.2

YD (K) 1054 854 1020 1040 984 725 455 1044 1044
� 1.48 1.48 1.48 1.55 1.53 1.52 1.28 1.34 1.34

q 1.2 1.2 1.2 1.2 1.5 1.5 1.5 2.4 2.4

Mg-Pv ( Shim and Duffy, 2000 ; Fiquet et al ., 2000 ; Sinogeiki n et al., 2004; Tsuchiya et al ., 2004a , 2005b), Fe-Pv ( Jeanloz and Thompson,
1983; Parise et al ., 1990; Mao et al ., 1991; Kiefer et al ., 2002), Al2O 3-Pv ( Thomson et al ., 1996; Tsuchiya et al., 2005c ), Mg-PPv ( Tsuchiya
et al., 2004a , 2005b ), Ca-Pv ( Wang et al., 1996; Shim et al ., 2000b ; Karki and Crain, 1998), MgO (Fiqu et et al., 1999; Sinogeikin and Bass,
2000), FeO ( Jackson et al., 1990; Jaco bsen et al., 2002 ; systematics), SiO2 (Ross et al., 1990; Andrault et al., 2003; Karki et al., 1997a;
Tsuchiya et al., 2004c).
High-T Birch–Murnaghan equation was applied only for the hexagonal aluminous phase with parameters V0¼ 110.07 cm3 mol�1,
B0¼185.5 GPa, B9¼4 (fix), dB/dT¼�0.016 GPa K�1 and �0¼ 3.44�10�5 K�1 (Sanehira et al., 2005).
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Although some recent studies suggested that sub-
adiabatic temperature gradients are required to
match the observed and calculated density and bulk

sound velocity for pyrolitic compositions (Bina, 2003;
Mattern et al., 2005), we simply assumed adiabatic

temperature changes throughout the lower mantle
(i.e., 1900 K at 660 km and 2450 K at 2890 km with

an averaged gradient of dT/dz¼�0.3 K km�1;
e.g., Brown and Shankland, 1981) as such conclusions

are not robust, given the uncertainties in both
mineral physics measurements and seismological

observations and also due to inaccessibility of shear
properties of high-pressure phases. In addition, sig-

nificantly sharp temperature increases are expected
to occur near the mantle–core boundary and pre-

sumably near the 660 km discontinuity, as these
regions are accompanied by chemical changes and

form thermal boundary layers (which are also not
taken into account in the present calculations).

The mineral proportion changes in pyrolite, harz-
burgite, and MORB compositions are shown in
Figure 10, while the calculated density changes of

these lithologies are depicted in Figure 11. The
density changes at pressures lower than 30 GPa are

based on an earlier estimate of Irifune (1993), using
the similar method and mineral physics parameters.

Although the density change in pyrolite seems to
agree well with that of PREM (Dziewonski and

Anderson, 1981), the latter estimate inevitably has
significant uncertainties, as this density profile is

rather indirectly determined from seismic velocities
with some assumptions. The calculated density

values may also have significant errors mainly due
to the uncertainty in the geotherm stated in the
above. Nevertheless, mineral physics parameters to
constrain the density have been reasonably well
determined, mostly on the basis of in situ X-ray
diffraction measurements, and the differences
among these calculated density profiles are regarded
as robust results.

2.03.4.2 Phase and Density Relations

2.03.4.2.1 Pyrolite

Figure 10(a) illustrates the phase transitions in pyr-
olite as a function of depth. Pyrolite transforms from
an assemblage of ringwoodite (Rw)þmajorite garnet
(Mj)þCa-Pv under the P,T conditions of the mantle
transition region to that of Mg-PvþCa-
PvþMjþMw at depths near the 660 km seismic
discontinuity. The spinel to post-spinel transition in
this composition has actually been believed to occur
at pressures near 23.5 GPa, at a temperature of
�2000 K, on the basis of quench experiments
(e.g., Irifune, 1994). The slope of this phase transition
boundary has also been determined by both quench
experiments (Ito and Takahashi, 1989) and calori-
metric measurements (Akaogi and Ito, 1993),
yielding a value of c. �3 MPa K�1. Although some
recent studies suggested somewhat lower transition
pressures and larger Clapeyron slope, the spinel to
postspinel transition is generally believed to be the
main cause of the 660 km discontinuity, which is
followed by the smeared-out transition of majorite
to Pv over a pressure interval of �2 GPa  (Irifune,
1994; Nishiyama et al., 2004).

Mg-Pv is stable throughout most regions of the
lower mantle, but it is found to transform to the Mg-
PPv with the CaIrO3 structure in a peridotite com-
position at pressures close to those near the top of the
D0 layer. A small density jump of about 1–1.5% is
expected to occur associated with this transition in
the lower mantle. Ca-Pv, on the other hand, is likely
to remain in the Pv structure throughout the lower
mantle. On the other hand, Mw remains in the rock
salt (B1) structure at pressures to �80 GPa, where it
may transform to the NiAs (B8) structure if iron
concentration is very high (Fei and Mao, 1994). An
HS-to-LS transition has also been suggested to occur
in this phase over the pressure range of the entire
lower mantle, as shown in Figure 6, which may yield
an additional gradual density increase over this inter-
val and also affect partitioning of iron between this
phase and the ferrosilicate Pv.
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Figure 9 Density changes in major minerals constituting

pyrolite and MORB compositions as a function of pressure
along the adiabatic geotherm, calculated with EoS using the

mineral physics parameters listed in Table 2. The density

changes of Mg-Pv and Mw in the harzburgite composition
are very close to but slightly lower than those of the

corresponding phases in pyrolite, which are not shown in

this figure. Dots represent the densities in PREM. Hex,

hexagonal aluminous phase.
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Although element partition data among the co-
existing phases under the lower-mantle conditions

have been limited to those below �30 GPa in KMA

for the pyrolite composition (e.g., Irifune, 1994; Wood,

2000), some results have also been obtained using

LHDAC combined with ATEM at higher pressures

(e.g., Murakami et al., 2005; Ono et al., 2005d). These
studies demonstrated that the presence of a minor
amount (�5 wt.%) of Al2O3 in Mg-Pv has dramatic
effects on the partitioning of iron between Mg-Pv and
Mw, in addition to those on the compressibility of Mg-
Pv. Nevertheless, the variations in iron partitioning
between the two phases would not cause any signifi-
cant changes in the bulk density of the pyrolitic
mantle (e.g., Bina, 2003). Some changes in the iron
partitioning between Mg-Pv and Mw have also been
suggested upon the Pv–PPv transition in a recent
LHDAC study (Murakami et al., 2005), but it may
also yield invisible effects on the density change in
the pyrolite bulk composition.

2.03.4.2.2 Harzburgite

Harzburgite, with Mg# ð¼ Mg=ðMgþ FeÞ � 100Þ
¼� 92 as listed in Table 1, crystallizes to form an
assemblage of �80% olivine and �20% orthopyrox-
ene at depths of the uppermost mantle, which
transforms to Mg-Pv and Mw near the 660 km dis-
continuity via an assemblage of RwþMjþ akimotite
(Akm, ilmenite form of MgSiO3) as shown by Irifune
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Figure 10 Mineral proportion changes in (a) pyrolite, (b) harzburgite, and (c) MORB as a function of depth along the

adiabatic geotherm. Data source: Irifune and Ringwood (1987, 1993); Irifune (1994); Hirose et al . (1999, 2005); Murakami et al .

(2004a, 2005); Ono et al . (2001, 2005d). Akm, akimotoite; Rw, ringwoodite; CF, calcium-ferrite phase; CT, calcium-titanite

phase; CC, CaCl2 phase; AP, �-PbO2 phase.

20 40 60 80 100 120
3.8

4
4.2
4.4
4.6
4.8

5
5.2
5.4
5.6
5.8

P (GPa)

Pyrolite
Harzburgite
MORB
PREM

ρ 
(g

 c
m

–3
)

Figure 11 Bulk density variations of pyrolite, hartzburgite,

and MORB calculated, based on the PVT-EoS of

constituent mineral phases (Table 1 and Figure 9) and their
proportions (Figure 10). Broken lines at pressures lower

than 30 GPa are results in Irifune (1993).
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and Ringwood (1987). Although no experimental
data have been available at pressures higher than
26 GPa, the nature of the phase transition in this
composition can be evaluated based on the changes
in these two phases under the lower-mantle condi-
tions. The result estimated along the adiabatic
geotherm is shown in Figure 10(b), which shows
that this lithology is less dense than pyrolite through-
out the lower mantle except for a very limited region
immediately below the 660 km discontinuity (Irifune
and Ringwood, 1987), where the density relation
reverses due to the completion of the spinel to post-
spinel transition at lower pressures in the harzburgite
composition.

It is likely that Fe significantly lowers the Pv–PPv
transition pressure (Mao et al., 2004, 2005), while the
presence of Al seems to increase this transition pres-
sure (Tsuchiya et al., 2005c; Tateno et al., 2005), as
shown in Figures 2–4. In harzburgite compositions,
Mg-Pv should have less alumina and iron contents as
compared with those of Mg-Pv in pyrolite under the
lower-mantle conditions. Thus the pressures of the
Pv–PPv transitions in these two compositions may be
close to each other due to the opposite effects of Fe
and Al, although further detailed experimental stu-
dies on these compositions are needed to resolve this
issue.

2.03.4.2.3 MORB

Phase transitions in basaltic compositions, such as
illustrated in Figure 10(c) for a MORB composition,
are quite different from those expected in pyrolite
and harzburgite compositions. Basaltic compositions
are shown to crystallize to Mjþ small amounts of
stishovite (St) in the mantle transition region
(Irifune and Ringwood, 1987, 1993; Hirose et al.,
1999; Ono et al., 2001), which progressively transform
to an assemblage of Ca-PvþMg-Pvþ StþAl-rich
phase (hexagonal or CF/CT structures) over a wide
pressure range of �3 GPa (from �24 to �27 GPa).
Although the garnetite facies of MORB, composed
mainly of Mj, is substantially denser than pyrolite, a
density crossover is expected to occur in a limited
depth range (660 to �720 km) of the uppermost
lower mantle due to this smeared-out nature of the
garnetite-to-Pv transition in MORB.

Once Ca-Pv and Mg-Pv are formed in basaltic
compositions, it is shown that they become denser
than pyrolite or peridotite throughout almost the
entire region of the lower mantle (Irifune and
Ringwood, 1993; Hirose et al., 1999, 2005; Ono et al.,
2001, 2005d). As St is highly incompressible

(Figure 9), the density of the perovskite facies of
basaltic compositions may approach that of the pyro-
litic composition with increasing pressure. However,
the transition of St to CaCl2 (CC) and �-PbO2 (AP)
structures should keep this lithology denser than
pyrolite throughout the lower mantle, as shown in
Figure 11. In fact, most recent experimental studies
using LHDAC (Ono et al., 2005d; Hirose et al., 2005)
conclude that densities of basaltic compositions are
higher than those in the representative model mantle
compositions throughout the lower mantle by about
0.02–0.08 g cm�3, depending on the adopted pressure
scale for gold.

2.03.5 Mineralogy of the Lower
Mantle

2.03.5.1 The 660 km Discontinuity

The 660 km seismic discontinuity is a globally recog-
nized feature, and is the sharpest among the proposed
discontinuities throughout the whole mantle. The
cause of this discontinuity, chemical or phase transi-
tion boundary, has been a major controversial issue in
Earth sciences as stated earlier, but the detailed
experimental study based on quench experiments
using KMA strongly suggested that this is caused by
the spinel to post-spinel transition in a pyrolite or
peridotitic mantle (Ito and Takahashi, 1989; Irifune,
1994). The experimental data on the sharpness, pres-
sure, and Clapeyron slope of this phase transition all
seemed to be consistent with those estimated from
seismological observations.

However, some recent experimental, seismological,
and geodynamics studies cast some doubt on the sim-
ple idea of the phase transition. Precise in situ X-ray
diffraction measurements using KMA demonstrated
that this transition occurs at pressures somewhat
(�2.5–1 GPa) lower than that correspond to the
660 km discontinuity (Irifune et al., 1998a; Matsui and
Nishiyama, 2002; Nishiyama et al., 2004; Fei et al.,
2004; Katsura et al., 2003), although some LHDAC
experiments reported that the phase transition pres-
sure is consistent with that of the discontinuity (Shim
et al., 2001a; Chudinovskikh and Boehler, 2001).
Seismological observations also suggest this disconti-
nuity is divided into several discontinuities in some
areas (Simmons and Gurrola, 2000), which cannot be
explained by the spinel to post-spinel transition alone.

Moreover, recent in situ X-ray diffraction mea-
surements have suggested that the Clapeyron slope
of the spinel to post-spinel transition is significantly
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larger (�2 to �0.4 MPa K �1; Katsura et al., 2003; Fei

et al., 2004; Litasov et al., 2005) than previously

thought (c. �3 MPa K�1; Ito and Takahashi, 1989;

Akaogi and Ito, 1993) and ab initi o prediction

(c. �2 MPa K�1; Yu et al., 2006). If this is the case, it

should be difficult to trap the subducted slabs under-

neath many subduction zones near this boundary,

known as ‘stagnant slabs’, (e.g., Fukao et al., 1992,

2001; Zhao, 2004), in the light of geodynamics calcu-

lations (e.g., Davis, 1998). Moreover, the observed

depth variations of the 660 km discontinuity some-

times reach �30–40 km (e.g., Flanagan and Shearer,

1998), which corresponds to a temperature difference

of�1000 K if we adopt dP/dT¼�1 MPa K�1 for the

spinel–post-spinel transition boundary. Such a tem-

perature difference between subducting slabs and the

surrounding mantle near the 660 km discontinuity

should be too large to be accounted for by seismolo-

gical tomographic observations and also by any

reasonable models of thermal structures of the sub-

ducting slabs.
Nevertheless, considering the uncertainties

in pressure and temperature measurements in the

in situ X-ray observations in KMA due to unresolved

problems on the pressure scales and temperature

measurements at high pressure using thermocouple

emf, it is generally accepted that the 660 km discon-

tinuity can be explained by the spinel–post-spinel

transition in a pyrolitic mantle. Recent studies also

suggested possibilities of elucidating the multiple

nature and the depth variation of the 660 km discon-

tinuity by reactions involving akimotite at relatively

low temperatures (Weidner and Wang, 2000; Hirose,

2002). In this case, the high velocity/density gradi-

ents shown in some representative seismological

models at depths of 660–750 km may be largely

explained by the smeared-out transition of majorite

to perovskite in pyrolite over this depth interval

(Irifune, 1994).
Models with chemical composition changes may

reconcile the contradictory experimental and seis-

mological observations regarding the 660 km

discontinuity. If the spinel–post-spinel transition

does occur at pressures lower than that of 660 km

(�23.5 GPa) by, for instance, 1 GPa, the phase dis-

continuity should locate at about 630 km in a pyrolite

mantle. As the oceanic crust component of the sub-

ducted slab, modeled by the MORB composition,

becomes less dense than the surrounding pyrolite

mantle immediately below this depth as shown in

Figure 11, it should have been buoyantly trapped

on this primordial ‘630 km discontinuity’ at the initial
stage of the onset of operation of plate tectonics.

The delamination and accumulation of the former
oceanic crust, transformed to garnetite in the mantle
transition region, can be enhanced by its plausible
different viscosity relative to the surrounding mantle
(Karato, 1997) and extremely slow reaction kinetics
upon transition to the denser phase assemblage
including Mg-Pv (Kubo et al., 2002). Continuation
of this process of trapping basaltic crust over a couple
of billion years should yield a thick (on average
�50–100 km, depending on the production rates of
oceanic crust and efficiency of the trapping) layer of
garnetite near the 630 km discontinuity. The garne-
tite layer develops both upward and downward from
this primordial discontinuity if it isostatically floats
on this boundary. The bottom of this garnetite layer
eventually reaches 660 km, under which the harzbur-
gite portion of the subducted slab should be present.
In fact, a recent mineral physics study suggests the
uppermost lower mantle can be Mg rich as compared
with the deeper regions (Bina, 2003).

Accumulation of oceanic crust above the 660 km
seismic discontinuity was originally proposed by
Anderson (1979) to form an eclogite layer in the lower
half of the upper mantle and throughout the mantle
transition region, who later confined it to the latter
region and favored more mafic lithology named ‘piclo-
gite’ (e.g., Anderson and Bass, 1986; Duffy and
Anderson, 1989). Ringwood (1994) also proposed the
presence of a thin (c. <50 km) layer of former basaltic
crust immediately above the lower mantle, as a result of
accumulation of relatively young and warm slab mate-
rials at the 660 km discontinuity. The above model of
thicker garnetite layer is thus in between those pro-
posed by these authors. Precise measurements of
elastic-wave velocities on these lithologies under the
P,T conditions of the mantle transition region are
needed to further test these hypotheses.

2.03.5.2 Middle Parts of the Lower Mantle

The uppermost part of the lower mantle is believed to
be structurally and chemically heterogeneous due to
the presence of stagnant slabs (Fukao et al., 1992, 2001;
Zhao, 2004) which were originally proposed as
‘megaliths’ on the basis of high-pressure experimental
studies (Ringwood and Irifune, 1988; Ringwood, 1994).
Moreover, there are some areas where slabs seem to
penetrate deep into the lower mantle by tomographic
images (e.g., van der Hilst et al., 1997; Fukao et al., 2001),
which should contribute to the observed reflection,
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refraction, or conversion of seismic waves at these
depths. Thus, the presence of subducted slabs in the
uppermost lower mantle may at least partly contribute
to the transitional nature of the seismic velocities for a
depth interval between 660 and �750 km in some
global models of the velocity profiles.

In the deeper parts of the lower mantle, discontin-
uous changes in seismic velocities have also been
suggested to occur, particularly at depths
900–1200 km beneath some subduction areas
(Kawakatsu and Niu, 1994; Niu and Kawakatsu,
1996; Kruger et al., 2001; Kaneshima, 2003). As there
are no major phase transitions in the mantle material
modeled by pyrolite as shown in Figure 10(a), such
discontinuous changes are most likely to be related to
the subducted slab materials. Both basaltic and
underlain harzburgite layers of such slabs should
yield locally high acoustic impedance to produce
seismic discontinuities, because these basaltic and
harzburgite materials seem to have seismic velocities
higher than those of the mantle material (e.g., Bina,
2003), in addition to their lower temperatures com-
pared to the surrounding mantle.

In further deeper parts of the lower mantle
(�1200–1850 km in depth), the presence of seismic
scattering bodies with a low-velocity signature was
recognized (Kaneshima and Helffrich, 1999, 2003;
Vinnik et al., 2001). As shown earlier, the most notable
phase transition in major minerals in subducted slab
and the surrounding mantle materials is the rutile to
CaCl2 transition of SiO2 in subducted former oceanic
crust under the P,T conditions of the middle part
(�1600 km, corresponding to pressures of �70 GPa;
Tsuchiya et al., 2004c) of the lower mantle. A signifi-
cant shear softening is expected to occur in stishovite
associated with this phase transition (Karki et al.,
1997b; Andrault et al., 1998; Shieh et al., 2002). Thus,
this transition in subducted basaltic material may
explain the signatures of the scatterers observed in
the middle part of the lower mantle.

In contrast, tomographic imaging and other seis-
mological studies demonstrate that only little
anomalous changes in seismic velocities exist in the
middle to lower part of the lower mantle except for
regions related to subducted slabs and rising plumes
(e.g., Grand et al., 1997; Zhao, 2004; Mattern et al.,
2005). As shown in the previous section, no major
phase changes have been reported in Mg-Pv, Ca-Pv,
and Mw at pressures up to �120 GPa, except for the
slight distortion of cubic Ca-Pv to a tetragonal struc-
ture and the possible HS-to-LS transition and the
dissociation of Mw. It is expected that the transition

in Ca-Pv may not occur at temperatures of the lower
mantle, while the spin transition in Mw should occur
continuously over a wide pressure range as shown in
Figure 7 and Figure 6, respectively. Accordingly,
both of these transitions would not cause any notable
seismic velocity changes in this region, although
further study is required to address the effects of
the possible dissociation of Mw. Thus, the relatively
homogeneous nature in seismic velocity distributions
in the middle to lower part of the lower mantle is
consistent with the absence of major phase transitions
in the mantle material.

On the other hand, seismological, geochemical,
and geodynamical studies suggest that there should
be a chemically distinct region at depths below 1500–
2000 km, presumably due to iron enrichment related
to the primitive mantle materials or interaction with
the rising hot plumes (e.g., Kellogg et al., 1999; Ishii
and Tromp, 1999; Trampert et al., 2004). Attempts
have been made to estimate the chemical composi-
tion of the lower mantle by mineral physics tests
(e.g., Jackson and Rigden, 1998; Bina, 2003; Mattern
et al., 2005), comparing calculated densities and bulk
sound velocities of various compositions with those
obtained seismologically. However, it is difficult to
constrain the chemical composition of the lower
mantle without reasonable estimations of thermal
structures in this region and of shear properties of
the relevant high-pressure phases. Actually, a wide
range of chemical compositions from peridotite to
chondrities can be accommodated for the acceptable
geotherms, although anomalously high XMg (¼Mg/
(Mgþ Fe)) and low XPv (¼Si/(MgþFe)) and low
XMg and high XPv are suggested in the uppermost
and lowermost �200 km of the lower mantle, respec-
tively (Bina, 2003).

The possible iron and silica rich nature in the
bottom part of the lower mantle may reflect the
heterogeneous chemical composition and mineralogy
of this region. These silicon-rich signatures can be
explained by the presence of subducted oceanic crust
materials in this layer, which is denser than the
surrounding pyrolitic or harzburgitic lower-mantle
materials, as shown in Figure 11. Actually, the
CaCl2��-PbO2 transition in SiO2 is calculated to
take place at 120–125 GPa and 2000–2500 K
(Tsuchiya et al., 2004c), which should stabilize the
SiO2-bearing basaltic material in the D0 layer.
Moreover, SiO2 is also expected to exist in this region
as a product of the reaction between the solid silicate
Pv (or PPv) of the mantle and the molten Fe of the
outer core (Knittle and Jeanloz, 1991).
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In contrast, the Mg-rich and Si-poor refractory
nature of the uppermost part of the lower mantle
suggested by Bina (2003) could be due to the pre-
sence of accumulated harzburgite-rich bodies of the
stagnant slabs. This is mainly because harzburgite is
less dense than pyrolite throughout the lower mantle,
as is seen in Figure 11. Nevertheless, the density
difference is not so large, and the thermal anomalies
due to subduction of slabs or rising plumes may be
more effective in circulation of the harzburgitic
materials within the lower mantle.

2.03.5.3 Postperovskite Transition
and the D0 Layer

The bottom�200 km of the lower mantle is known as a
highly heterogeneous region on the basis of seismolo-
gical observations, named as the D0 layer to distinguish
it from grossly homogeneous part of the lower mantle
above (region D; Bullen, 1949). The horizontally and
vertically heterogeneous nature of the D0 layer is pri-
marily because this region is the chemical boundary
layer between convective rocky mantle and molten iron
core, which inevitably produces a large thermal bound-
ary layer (�T >�1000 K; e.g., Williams, 1998) and
accordingly yields active reactions of mantle and core
materials (e.g., Knittle and Jeanloz, 1991), partial melt-
ing of mantle and slab materials (Lay et al., 2004),
generation of hot mantle plumes (Garnero et al., 1998),
etc. Various models have been proposed to account for
the observed complex seismological signatures of D0 as
reviewed by Garnero et al. (2004).

The recent finding of the Pv–PPv transition in
MgSiO3 has dramatically affected the conventional
interpretations of the complex and heterogeneous fea-
tures of the D0 layer. Many researchers in different
research fields of Earth sciences, including mineral
physics, seismology, geochemistry, mantle dynamics,
etc., have started studies relevant to these topics, and a
number of papers have been published immediately
after the appearance of the first report on this issue
(Murakami et al., 2004a). As the rates of accumulating
data are so fast and the relevant research fields so vast,
we are unable to thoroughly evaluate all of these studies
at this moment. So, instead of discussing the origin of
the D0 layer based on rather immature knowledge in
these broad research fields, we herein summarize and
examine currently available phase relations and some
physical properties of the PPv in terms of high-pressure
experimental and theoretical points of view. We will
make some discussion and speculations on the nature of
the D0 layer within these mineral physics frameworks.

Now, what is most robust is that the Pv–PPv
transition in MgSiO3 does occur at pressures near
the D0 layer on the basis of both high-pressure
experiments and ab initio calculations. Also true is
that the latter phase adopts the crystal structure of
CaIrO3 type, as evident from all of these studies. The
density increase in Mg-Pv associated with this tran-
sition is most likely to be only 1.2–1.5% as
constrained experimentally and predicted by ab initio

calculations. The remarkable agreements among
these independent studies on both experimental and
theoretical bases strongly suggest that these should
be regarded as facts beyond any doubts.

On the other hand, there are some uncertainties in
the phase transition pressure and its temperature
dependency. The pressures calculated with different
scales in DAC experiments, even for those based on
the EoS of gold, may differ by as much as 10–15 GPa
at pressures of D0 layer (�120–136 GPa) due to the
inaccuracy of the EoS’s of pressure reference materi-
als as discussed earlier (see Figure 1), and
accordingly this transition could be realized only at
pressures of the outer core (Shim et al., 2004).
Moreover, uncertainties in temperature measure-
ments in LHDAC at these very high pressure
regions are fairly large, and are generally �10–20%
of the nominal values. These yield additional uncer-
tainties of greater than 2–5 GPa in pressure
measurements in LHDAC. Thus the errors of the
transition pressure can be c. �20 GPa for the Pv–
PPv transition in MgSiO3 within the current state-
of-the-art LHDAC technology. Moreover, it is fair to
say the Clapeyron slope of this transition has been
virtually unconstrained by LHDAC experiments.

In contrast, remarkably good agreement in phase
transition pressures (�110 GPa, at 0 K) and the
Clapeyron slopes (7–10 MPa K�1) have been obtained
in some independent ab initio calculations (Tsuchiya
et al., 2004a; Oganov and Ono, 2004), which are con-
sistent with the experimental results and also with
what are expected by seismological observations
(Sidorin et al., 1999). The mutual agreement among
the results of the ab initio calculations, however, does
not warrant the validity of these values, as these
authors used basically the same technique with only
some relatively minor difference in computational
methods and techniques. Thus these results on the
Pv–PPv phase boundary based on ab initio calculations
should be further tested on the basis of experimental
studies, before they are regarded as robust ones.

Nevertheless, there is no strong evidence against
the occurrence of the Pv–PPv transition at pressures
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about 120 GPa, with a Clapeyron slope of 7–
10 MPa K�1, and it is reasonable to tentatively take
these values as realistic ones. It has been reported that
such a large Clapeyron slope is expected to affect the
thermal structure of the lower mantle and thus
enhances the mantle convection and plume dynamics
(Nakagawa and Tackley, 2004). For actual mantle
compositions, effects of relatively minor elements
such as Fe and Al should be taken into account, but,
as we mentioned earlier, these may have opposite
effects in modifying the transition pressure, which
should be cancelling out each other. Actually, recent
experimental results demonstrated that the Pv–PPv
transition in peridotitic compositions occurs at pres-
sures close to 120 GPa (Murakami et al., 2005; Ono
et al., 2005d). Although a smeared-out transition is
expected for this transition when some iron is incor-
porated in MgSiO3 (Mao et al., 2004, 2005), these
studies on the rock samples indicate that the pressure
interval of the mixed phase region of Pv and PPv is not
so large, suggesting the occurrence of a sharp bound-
ary (Wysession et al., 1998). It is also demonstrated that
the PPv phase in the peridotite composition is highly
magnesium rich relative to Mw (Murakami et al.,
2005), whereas PPv is reported to favor iron compared
with Pv in other experimental studies (Mao et al., 2004,
2005; cf. Kobayashi et al., 2005).

Another striking feature of PPv is its elasticity, as
predicted by ab initio calculations (Tsuchiya et al.,
2004b; Oganov and Ono, 2004; Iitaka et al., 2004).
The predicted seismic wave speeds of PPv are
slightly faster in VP and VS and slower in V� than
those of Pv at the transition P,T condition as typi-
cally observed at the D0 discontinuities (Lay et al.,
2004). These velocity changes across the transition
boundary seem to explain the enigmatic anticorre-
lated anomaly between VS and V� observed at the
bottom of the mantle (Wookey et al., 2005;
Wentzcovitch et al., 2006). Also, they can vary with
changing the iron and aluminum contents in Pv and
PPv (Tsuchiya and Tsuchiya, 2006).

Because of the peculiar crystal structure of PPv,
which is highly compressible along the b-direction,
this phase is suggested to be elastically quite anisotro-
pic. The ab initio studies also reported that PPv
polycrystalline aggregates with lattice-preferred
orientation around some crystallographic directions
produced by macroscopic stress appear to explain
the observed anisotropic propagation of seismic
waves in some regions of the D0 layer. In particular,
some ab initio studies on high-temperature elasticity
(Stackhouse et al., 2005a; Wentzcovitch et al., 2006)

showed that the transversely isotropic aggregates of
PPv can yield horizontally polarized S wave (SH)
which travels faster than vertically poralized S wave
(SV) at the lower-mantle P,T conditions, as observed
underneath Alaska and Central America (Lay et al.,
2004). However, the peculiar nature of its shear elas-
ticity suggests that the simple shear motion along the
layered structure may not be applicable to the PPv
phase at relevant pressures (Tsuchiya et al., 2004b).
Moreover, it was predicted that Mw would have sub-
stantially large elastic anisotropy under the lower-
mantle conditions (Yamazaki and Karato, 2002),
suggesting that the PPv phase may not be important
in producing anisotropic nature in the D0 layer.

The most likely region, where the Pv–PPv transi-
tion plays important roles in the D0 layer, is probably
underneath some of the subduction zones, where the
temperatures are expected to be relatively lower than
that of the surrounding mantle. In these relatively
cold regions in the D0 layer, it is known that a sharp
discontinuity exists on the top of this layer, under
which the highly anisotropic nature of propagation of
SV and SH has also been recognized. If this disconti-
nuity corresponds to the Pv–PPv transition, then one
of the most likely features of this transition, that is, its
large Clapeyron slope of dP/dT¼ 7–10 MPa K�1,
suggests that such discontinuity may not exist in
warmer regions. For instance, if the temperature in
the warmer region is higher than the cold areas by
several hundred degrees (such a lateral temperature
variation is very likely to exist in the CMB region),
this transition would occur in the middle of the D0

layer. However, as the temperature is expected to
increase sharply toward the CMB within the D0

layer, the geotherm in the warmer region may not
cross the Pv–PPv phase boundary as illustrated in
Figure 12. In contrast, it is interesting to see that
there is a possibility that the geotherm in the colder
region might cross the boundary twice, as suggested
by recent computational modeling (Hernlund et al.,
2005; Wookey et al., 2005).

Thus, if the transition pressure and the Clapeyron
slope of the Pv–PPv transition predicted by ab initio

calculations are correct, many of the observed fea-
tures in the CMB region can be explained. In warmer
regions such as underneath Hawaii or South Africa,
this transition would not have any significant roles in
producing the peculiar features, such as the presence
of ultra-low-velocity region or a large low-velocity
structure in these regions, which should be attributed
to other phenomena, such as partial melting of the D0

layer material or chemical changes (e.g., Lay et al.,
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2004). Reactions between Mg-Pv in the warm regions
with liquid iron may produce an iron-rich PPv phase
in these regions, which could also contribute to the
observed low velocities in these regions, as suggested
by Mao et al. (2005). Such reactions between
Pv (or PPv) and molten iron should be further
explored experimentally to address the nature of
the (ultra-)low-velocity zones within the D0 layer.

2.03.6 Summary

Recent advances in both experimental and computa-
tional techniques have enabled the quantitative study
of phase transitions and mineral physics properties
under the lower-mantle P,T conditions. Although
uncertainties in pressure and temperature are of the
order of�10% of the nominal values in typical experi-
ments of LHDAC, this apparatus can now produce
pressures and temperatures equivalent to those of the
entire mantle of the Earth. In contrast, pressures avail-
able in KMA have long been limited to �30 GPa in
spite of its superiority in the accuracy of P�T mea-
surements over LHDAC. However, recent
developments in KMA using SD anvils doubled this
pressure limit, allowing detailed mineral physics stu-
dies down to the middle part of the lower mantle.

The accuracy of the mineral physics studies based
on ab initio calculations has also been dramatically
improved in the last decade. A variety of methods
and techniques have been developed for the practical
applications of DFT to mineral physics studies at
very high pressure and temperature. As a result,

remarkable agreements among the results from dif-
ferent research groups have been obtained for the
phase transition pressures, elastic properties, etc., of
some high-pressure phases under the lower-mantle
pressures. Thus, such mineral physics properties of
high-pressure phases in the lower mantle can now be
evaluated and cross-checked on the basis of ab initio

calculations and the independent experimental stu-
dies using LHDAC and KMA.

Phase transitions in major and minor minerals
relevant to the mantle and subducted slabs have
been studied by using the above independent meth-
ods, which clarified structural phase transitions in
most of these minerals at pressures and temperatures
characteristic of the lower mantle, although there
remain some controversial results on the phase tran-
sition pressures, their temperature dependencies,
element partitioning among the coexisting phases,
etc. Although the elastic properties of high-pressure
phases, particularly shear properties, have not well
documented under the lower-mantle conditions, EoS
parameters of some of these phases have successfully
been determined by a combination of synchrotron
source and KMA-LHDAC or by ab initio methods.
Thus the density changes in representative mantle
and slab compositions can be reasonably evaluated on
the basis of the thermoelastic data on individual high-
pressure phases and mineral proportion changes in
these compositions.

The 660 km discontinuity has conventionally
been interpreted in terms of the spinel–post-spinel
phase transition in Mg2SiO4. However, results of the
recent experimental, seismological, and geodynamics
studies do not seem to be totally consistent with this
interpretation. The presence of a basaltic garnetite
layer, as a result of accumulation of subducted ocea-
nic crust materials, may explain such inconsistency
and the complex structure near the 660 km disconti-
nuity. The validity of this and other classes of
mineralogical models relevant to the origin of the
660 km discontinuity can be evaluated on the basis
of mineral physics tests, when accurate elastic-wave
velocity data become available for the pyrolite and
basaltic compositions under the P,T conditions cor-
responding to these depths.

The middle part of the lower mantle is believed to
be generally homogeneous in both mineralogy and
chemistry, as compared with those in the uppermost
and lowermost parts of the lower mantle. No major
phase transitions are expected to occur in the sub-
ducted slab lithologies and the surrounding mantle
under the P,T conditions of this part of the lower
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Figure 12 A schematic illustration of the plausible thermal
structure at the bottom of the lower mantle, where a steep

temperature gradient should be realized due to the

formation of the thermal boundary layer. Only the
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boundary, and the PPv phase may be sandwiched by Pv

because of the shallow slope of this transition and the sharp

temperature increase in this region (Hernlund et al., 2005).
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mantle, except for the rutile-to-CaCl2 transition in
SiO2 and HS-to-LS transition in Mw (and perhaps
Pv). The seismic scatterers of presumably flat bodies
found in the middle part of the lower mantle should
be related to this phase transition in the former sub-
ducted oceanic crust, which may subduct into the
deep lower mantle once it passes the density cross-
over near the 660 km discontinuity. Thus, some parts
of the basaltic component of the slab may ultimately
reach the bottom of the lower mantle because of its
higher density relative to the mantle materials
throughout the lower mantle. In contrast, harzbur-
gite-rich layer may be present in the upper part of
the lower mantle as a result of accumulation of main
bodies of stagnant slabs in this region. However, as
the density difference between this layer and the
surrounding mantle is not large, thermal effects
should be predominant over the chemical effects in
gravitational stability of such a layer in the upper part
of the lower mantle.

The recently discovered Pv–PPv transition should
have significant implications for the structure, proper-
ties, and dynamics of the D0 layer, although its actual
presence in this region has not been fully proved.
Nevertheless, some properties, such as Clapeyron
slope, transition pressure, elastically anisotropic nature,
and density increase, relevant to the PPv transition
seem to be consistent with the seismologically observed
signatures in some places of the D0 layer. Further
detailed and more accurate experimental studies on
this transition are required based on independent tech-
niques using KMA, or LHDAC with improved
accuracy, in addition to the theoretical studies and
establishment of reliable pressure scales, to understand
the nature of this region of the lower mantle.
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2.04.1 Introduction

The aim of this chapter is to review the available
experimental and theoretical evidence bearing on the
distribution of trace elements and H in the transition

zone and lower mantle. The first step, before con-
sidering the processes involved in the chemical
differentiation of the Earth, is to consider the avail-
able constraints on the bulk composition of the
silicate Earth.
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2.04.1.1 Concentrations in the Primitive
Upper Mantle and Bulk Silicate Earth

The silicate Earth is conveniently divided into con-
tinental crust (0.55% by mass), oceanic crust (0.15%),
upper mantle (15.3%), transition zone (11.1%), and
lower mantle (72.9%). The compositions of continen-
tal and oceanic crust are consistent with ultimate
derivation from the mantle (Hofmann, 1988) by pro-
cesses of near-anhydrous partial melting at mid-ocean
ridges and more H2O-rich melting above subduction
zones (Tatsumi and Eggins, 1995). In order to estimate
the composition of the bulk silicate Earth, therefore,
we need to reconstruct the composition of the mantle
prior to extraction of the crust. This is normally done
using the compositions of fertile or least fractionated
upper-mantle peridotites (e.g., Jagoutz et al., 1989;
Allègre et al., 1995; McDonough and Sun, 1995;
Palme and O’Neill, 2003; Walter, 2003), which occur
as xenoliths in volcanic rocks and in orogenic massifs.
Garnet peridotite xenoliths in kimberlites and lam-
proites sample the deepest levels, up to about 200 km
below the continental crust (e.g., Rudnick and
Nyblade, 1999). This procedure yields the concentra-
tions of a wide range of elements in the primitive (i.e.,
undifferentiated) upper mantle. It is most accurate for
those elements which are either compatible in mantle
silicates (partition strongly into the solid during partial
melting) or are only slightly incompatible. The con-
centrations of highly incompatible elements, which
are concentrated strongly into the crust, are more
accurately determined from the crustal rocks them-
selves. It should be noted that this primitive upper
mantle does not correspond to the source region of
mid-ocean ridge basalts (MORBs). The latter is more
depleted in incompatible elements such as K, U, Th,
and the light rare earth elements (REEs).

Having estimated the composition of the primi-
tive upper mantle, it is important to establish any
clear compositional differences between this part of
the mantle and the inaccessible deeper parts. To do
this, it is necessary to have a model for the bulk
composition of the Earth. Chemical affinities
between Earth, Moon, Mars, Mercury, Vesta, and
chondritic meteorites imply that these meteorites
are a suitable reference point for the compositions
of terrestrial planets (e.g., Ringwood, 1979; Morgan
and Anders, 1980; Wänke and Dreibus, 1988;
Wasson, 1988). CI carbonaceous chondrites in parti-
cular have strong compositional similarities to the
solar photosphere (e.g., Palme and Jones (2003), and
references therein) and appear to represent primitive

planetary material, with the exceptions that they are

volatile-enriched relative to the terrestrial planets

and volatile-depleted relative to the sun.
Figure 1 shows the estimated composition of the

primitive upper mantle plotted as a function of the

temperature by which 50% of the element of interest

would have condensed during cooling of a gas of solar

composition (Wasson, 1985; Lodders, 2003). The most

important point is that refractory lithophile elements

such as Ca, Sc, Ti, Zr, U, and the REEs are present in

the primitive upper mantle in approximately the same

relative proportions as in carbonaceous chondrites

(e.g., McDonough and Sun, 1995). The implication is

that the bulk Earth contains the same relative propor-

tions of refractory elements as the carbonaceous

chondrites. This is the basis of the (carbonaceous)

chondrite reference model. Furthermore, since refrac-

tory lithophile elements are not fractionated from one

another in Earth’s primitive upper mantle, one impor-

tant consequence of choosing a chondritic reference is

that the core, lower mantle, and transition zone do not

have fractionated refractory lithophile element pat-

terns either. The composition of the primitive upper

mantle has therefore been considered for many ele-

ments to be representative of the composition of the

bulk silicate Earth.
As can be seen on the left-hand side of Figure 1,

there is a decreasing relative abundance of some

lithophile elements in the silicate Earth with decreas-

ing condensation temperature or increasing
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volatility. This demonstrates that the silicate Earth is
depleted in volatile elements (e.g., Li, B, Na, K, Rb)
with respect to the chondritic reference. Depletions
of the silicate Earth in refractory ‘siderophile’ ele-
ments such as W, Mo, Au, Re, and platinum-group
elements are likely due to partial extraction of these
elements into the core. Some of the more volatile
elements such as S, Se, Pb, Ge, and P fall well below
their expected positions on the ‘volatility trend’ of
Figure 1 and are also be assumed to be partially
present in the core.

The concentrations of hydrogen species (not
plotted in Figure 1 due to their extremely high
volatility) in the depleted upper mantle can be
approximated from corresponding abundances in
MORB glasses, while those in the whole mantle
may be estimated from geochemical arguments such
as those above (Wänke and Dreibus, 1988) and the
K/H ratio of the exosphere (Jambon and
Zimmermann, 1990). If we consider N-MORBs,
which come from upper-mantle sources depleted in
incompatible elements, then, assuming 10% melting,
the source regions contain 80–180 ppm by weight of
H2O. For the more enriched source of E-MORBs,
mantle water contents of 200–950 ppm are inferred,
while basalts from back-arc basins are products of
source regions containing around 1000–3000 ppm of
H2O (Michael, 1988, 1995; Sobolev and Chaussidon,
1996). Jambon and Zimmermann (1990) argue that
the bulk silicate Earth water content (including crust
and exosphere) is in the 550–1900 ppm range with
the lower bound corresponding to the oceans plus the
water concentration in the MORB source and the
upper bound coming from the assumption that
the K2O/H2O ratio of the exosphere (0.14) applies
to the bulk silicate Earth. In the former case, current
water concentrations in the whole mantle would be
similar to those for the MORB source region
(�200 ppm) and would correspond reasonably well
to those derived from cosmochemical arguments
(Wänke and Dreibus, 1988). In the latter case, the
mantle would currently contain about 1500 ppm
water and the implication is that there is a water-
rich reservoir in either the transition zone (e.g.,
Bercovici and Karato, 2003) or the lower mantle
(e.g., Murakami et al., 2002). Geochemical arguments
suggest that the source regions of ocean island basalts
(OIBs) are water rich, with water contents between
300 and 1000 ppm (e.g., Dixon and Clague, 2001).
Assuming that the sources of plumes reside in the
deep mantle, this provides further evidence for a
water-rich deep mantle.

Although there are considerable uncertainties in
the concentrations of H species in the mantle, par-
ticularly below 410 km depth, geochemical
arguments indicate that these concentrations in
both upper and lower mantles are well below
1 wt.%, so that they are unlikely to affect the elastic
properties or density of the mantle except where
conditions are close to the solidus. However, they
have impacts (1) on the transport properties of
minerals (diffusion, deformation, electrical conduc-
tion), with implications for mantle viscosity and
convection, and seismic anisotropy; (2) on the dif-
ferentiation processes (melting behavior of mantle
rocks, metasomatism); and (3) on the properties of
the seismic discontinuities.

2.04.1.2 Differentiation of the Silicate Earth
and Formation of Deep-Mantle Reservoirs

To study the distribution of trace elements and H in
the deep mantle, it is helpful to know which miner-
alogical structures/reservoirs inherited from
planetary differentiation are potentially present in
the mantle. During its early history, it is probable
that the Earth underwent extensive melting due to
the impact energy of planetesimal bombardment, the
heat produced by decay of short-lived radiogenic
isotopes and the gravitational energy of core segrega-
tion (e.g., Wetherill, 1990; Chambers, 2004). Melting
may have been long-lived and represented by a deep
vigorously convecting magma ocean (e.g., Ohtani,
1985; Abe, 1997). Upon cooling, the magma ocean
would have crystallized from the bottom up, leading,
in principle, to a fractionally crystallized mantle.
Although mantle convection may have significantly
reduced such stratification (Tonks and Melosh, 1993;
Solomatov, 2000), segregation of large amounts of
deep-mantle liquidus minerals such as majoritic gar-
net, magnesium silicate perovskite, and calcium
silicate perovskite would likely have driven element
concentrations away from the initial primitive mantle
values. Mantle degassing of volatile species (H, C, N,
O and noble gases) and closure of the atmosphere
took place soon after accretion ceased (e.g., Allègre
et al., 1986).

Until recently, the lack of accurate crystal–liquid
partition coefficients under deep-mantle conditions
has limited the ability to model properly the chemi-
cal differentiation of a molten silicate Earth.
Estimated compositions of the primitive upper
mantle are consistent with a whole mantle of homo-
geneous composition at least for refractory lithophile
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elements. Qualitatively, this implies either that the
mantle did not differentiate early in Earth history or
that subsequent solid-state convection in the mantle
erased any initial stratification (e.g., van Keken et al.,
2002). We will investigate the possibility of stratifica-
tion further in Section 2.04.3. Another possible
mechanism of fractionation is downward migration
of melts denser than the solid mantle to produce a
compositionally distinct ‘layer’ in the deep mantle.
This will also be addressed in Section 2.04.3. The
existence of large-scale heterogeneities in the transi-
tion zone and lower mantle is supported by
geochemical arguments, which suggest the presence
in the deep mantle of undegassed reservoirs enriched
in radioagenic heat-producing elements and with
subchondritic 142Nd/144Nd ratio (e.g., Allègre et al.,
1996; Becker et al., 1999; Kellogg et al., 1999; Turcotte
et al., 2001; Samuel and Farnetani, 2003; Boyet and
Carlson, 2005).

2.04.1.3 Objectives

The aim of this work is to provide a summary of
experimental constraints on the distribution of trace
elements in the transition zone and lower mantle,
with a particular emphasis on refractory lithophile
elements and the volatile species of H. We will start
by briefly describing theoretical methods of system-
atizing the incorporation of trace elements in deep-
mantle minerals as a function of ionic radius, and
cation charge. Together with a review of recent
experimental results on deep-mantle minerals, we
will discuss the effects of crystal structure, composi-
tion, pressure, and temperature on trace element
partitioning. This will allow us to describe the impli-
cations of deep-mantle melting for the distribution of
trace elements in the transition zone and lower man-
tle. The second part of this chapter will focus on the
distribution of water in the transition zone and lower
mantle.

As discussed above, available samples of mantle
rocks are limited to the uppermost mantle (less
than �200 km in depth). Studies of mineral inclu-
sions in ‘deep’ diamonds have, however, provided
additional insights into the geochemistry and
mineralogy of the deep mantle. The results tend
to confirm conclusions obtained from high-pressure
experimental studies and will not be discussed
in detail here. Readers seeking further information
on inclusions in diamonds are advised to begin
with the reviews by Harte et al. (1999) and
Stachel et al. (2004).

2.04.2 Crystal–Melt Partition
Coefficients and Controlling Factors

In order to understand the distribution of trace ele-

ments and volatiles in the silicate Earth, it is first

necessary to consider how they dissolve in the miner-

als of the mantle. As shown in Figure 2, if we assume

that the whole mantle is approximately the same

major element composition as upper-mantle perido-

tite, then the principal mineral phases are magnesium

silicates and oxides – olivine, orthopyroxene, and

garnet in the upper mantle; majoritic garnet, wad-

sleyite [�-(Mg, Fe)2SiO4], and ringwoodite

[�-(Mg, Fe)2SiO4] in the transition zone; and magne-

sium silicate perovskite and ferropericlase in the

lower mantle. It must be noted that, in addition to

garnet and orthopyroxene, Ca dissolves in two other

mineral phases: clinopyroxene in the upper mantle

and calcium silicate perovskite in the lower mantle.

The distribution of elements between these phases

depends, of course, on the chemical properties of the

elements of concern and the crystallochemical prop-

erties of the phases themselves. Since fractionation of

elements between one part of the Earth and another

(e.g., mantle–crust or upper mantle–lower mantle)

almost invariably takes place through processes of
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melting and crystallization, it is convenient to con-
sider element distributions in terms of partitioning
between solids and melts.

Recent work on solid–melt partitioning of cations
(Blundy and Wood, 1994; Wood and Blundy, 2001)
has quantified the effects of the ionic radius and
charge on partitioning behavior. Blundy and Wood
(1994) showed, following elastic strain theory (Brice,
1975), that the solid–liquid partition coefficient of ion
i of radius ri (Di) can be calculated from that (Do) of
an ion of the same charge which enters the site with-
out strain as follows:

Di ¼ Do exp
– 4�EsNA

RT

ro

2
ro – rið Þ2 – 1

3
ro – rið Þ3

� �� �
½1�

In eqn [1], ro is the effective radius of the site, NA is
Avogadro’s number, and ES is the effective Young’s
modulus of the site. Equation [1] describes a near-
parabolic relationship between Di and ionic radius for
ions of fixed charge with the peak of the parabola
corresponding to ro and Do and the tightness of the
parabola depending on the ‘stiffness’ of the site repre-
sented by Es. Partition coefficient Di is defined as the
ratio of weight concentration of element i in crystal
phase to the weight concentration of element i in the
liquid phase.

2.04.2.1 Majoritic Garnet

2.04.2.1.1 Crystallochemical control

Garnets have cubic symmetry with the general struc-
tural formula X3Y2Z3O12, where the X-, Y-, and
Z-positions are dodecahedral, octahedral, and

tetragonal cation sites, respectively (e.g., Heinemann

et al., 1997). Majoritic garnets are rich in MgSiO3

component which means that Mg is present in both

X- and Y-sites, while Si occupies both Y- and Z-sites.

Al and Fe3þ almost certainly occupy the Y-site, while

Ca and Fe2þ occupy the X-site. Corgne and Wood

(2004) have shown that crystal–melt partition coeffi-

cients for a suite of isovalent cations entering either

the X- or Y-site of majoritic garnet exhibit the near-

parabolic dependence on the radius of the incorpo-

rated cations predicted from eqn [1] (see Figure 3;

Corgne and Wood, 2004). This underlines the impor-

tant contribution made by the crystal structure to the

control of trace element partitioning. Furthermore, as

previously found for clinopyroxene and low-pressure

garnet (Hill et al., 2000; Van Westrenen et al., 2000a),

Young’s modulus, Es, increases and optimum radius ro

decreases with increasing charge of the cation incor-

porated at the X-site of majoritic garnet. In

constructing Figure 3, Corgne and Wood (2004) con-

sidered that each ion enters only one site, with the

exception of Mg and Si for which individual partition

coefficients for the X- and Y-sites are reported. All

ions with radius greater than that of Mg were allocated

to the large X-site and all ions close to Al in size to the

Y-site. This leaves a few ions, notably Ni, Sc, Ga, Cr,

Ti, Sn, Hf, and Zr, which may, like Mg, enter both

X- and Y-sites. Comparison of measured partition

coefficients for these elements with the parabolae

based on other elements suggests that Cr, Ga, and Ti

predominantly enter the Y-site, while Sn, Hf, and Zr

enter the X-site (Figure 3). Similarly, P and B may,

like Si, enter both Y- and Z-sites. D values for divalent
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Figure 3 Partition coefficients for elements entering the X- and Y-sites of majoritic garnet as a function of ionic radius.

Parabolae are fits of eqn [1] to experimental data (from Corgne and Wood, 2004). Partition coefficients for U, Th, La, Ba, K, Rb,

and Cs are upper bounds.
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transition metals do not fit the trend predicted from
the elastic strain model applied to Ca, Mg, and Sr.
These anomalies probably reflect both crystal field
effects (for Ni and Co) and variable valence (for Fe,
Cr, and perhaps Mn). The anomalous behaviour of
Pb2þ is also generally observed (e.g., Blundy and
Wood, 1994) and probably due to the presence of a
lone pair of electrons on this ion.

2.04.2.1.2 Effects of pressure,

temperature, and composition
Trace element partitioning must, in general, depend
on pressure and temperature because partitioning
from melt to crystal involves changes in fundamental
thermodynamic properties of the species of concern.
In addition to these fundamental effects, there are
‘pressure effects’ arising from changes in crystal com-
position as pressure and temperature are increased.
For example, in the shallow mantle, garnets have
high concentrations of the pyrope (Mg3Al2Si3O12)
component. At greater depths, as pressure and tem-
perature increase, the Al content of the garnet
decreases and the phase becomes richer in majorite
(Mg4Si4O12) component (e.g., Irifune, 1987). As a
result, trace element partitioning should change
with pressure and temperature for both fundamental
thermodynamic reasons and due to changes in crystal
chemistry. Figure 4 presents a series of partitioning
parabolae obtained over a wide range of pressure
conditions (3–25 GPa). Data at 3 GPa from van
Westrenen et al. (2000a) in the CaO–MgO–Al2O3–
SiO2–FeO system (Py78Gr19Alm9 garnet with Mg#
of 89) are compared with data from Draper et al.
(2003) obtained at 9 GPa on an ordinary chondrite
composition (Py80Gr17Alm3 garnet with Mg# of 83),
with data from Walter et al. (2004) obtained at
23.5 GPa on a fertile peridotite composition (garnet
Mg# of 95), with data from Corgne and Wood (2004)
at 25 GPa on an Al-, Fe-rich peridotite composition
(garnet Mg# of 89), and with data from Armstrong
et al. (in preparation) obtained at 10, 15, and 17 GPa
on a primitive mantle model composition with chon-
dritic Mg/Si (garnet Mg# 94–96). As observed by
Draper et al. (2003) between 5 and 9 GPa at approxi-
mately constant temperature (�1800�C), Do

3þ

and EX
3þ for the X-site decrease with increasing

pressure, that is, with increasing majorite component.
Considering a wider range of pressure (Figure 4),
Do

3þ decreases by about an order of magnitude from
8 at 3 GPa to 0.8 at 25 GPa. Furthermore, although
there are relatively large uncertainties in D’s for light
REE, an increase of pressure results in more open

parabolae, corresponding to lower values of Young’s

modulus (EX
3þ). In other words, the X-site becomes

‘softer’, that is, more elastic, with increasing pressure

and increasing majorite component.
Although the changes in D values shown in

Figure 4 are nominally due to pressure, it must

be emphasized that temperature and compositional

changes cannot be separated from those of pressure.

Experiments at progressively higher pressure involve

progressively higher temperatures and higher major-

ite contents of the resultant garnets. Thus, for

example, one could envisage that the decrease

of Do
3þ with increasing pressure (Figure 4) is not

directly due to pressure but rather due to the increas-

ing incorporation of Si4þ at the Y-site in the garnet.

Increasing replacement of Al3þ by Si4þ could

be expected to make it more difficult to charge-

compensate the substitution of Mg2þ by 3þ ions

at the X-site and hence lead to decreasing Do
3þ

for this site. The interrelationships between pressure,

temperature, and composition mean, therefore,

that selection of partition coefficients for majoritic

garnets must be performed cautiously and preferably

by interpolation of values measured for bulk compo-

sitions closely corresponding to the ones of interest.
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Figure 4 Lattice strain parabolae for trivalent cations

(REE, Y, Sc) entering the X-site of majoritic garnet. As
observed at low pressures (Draper et al., 2003), Do

3þ

decreases with increasing pressure, that is, with increasing

majorite component (quantified using number of Si atoms

per formula unit, Si pfu where 3.0¼ 0% majorite and
4.0¼100%). References are van Westrenen et al. (2000a),

3 GPa and garnet Mg# of 89; Draper et al. (2003), 9 GPa and

garnet Mg# of 83; Armstrong et al. (2006), 10–17 GPa

and garnet Mg# of 94–96; Walter et al. (2004), 23.5 GPa
garnet Mg# of 95; Corgne and Wood (2004), 25 GPa and

garnet Mg# of 89. See text for complete discussion on

controlling factors.
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2.04.2.2 Magnesium Silicate Perovskite

As shown in Figure 2, in a peridotitic mantle compo-
sition, magnesium silicate perovskite forms from the
breakdown of ringwoodite at 24 GPa and from the
gradual decomposition of majoritic garnet between 24
and 27 GPa. Assuming that the lower mantle is peri-
dotitic, it is made up, by weight, of approximately
79% (Mg, Fe)SiO3 perovskite (MgPv), 16%
(Mg, Fe)O ferropericlase (FP), and 5% CaSiO3 per-
ovskite (CaPv) (e.g., Wood, 2000). The perovskite
phases are crystallochemically unusual because of
the presence of Si4þ in octahedral coordination
(B-site), while the larger cation site (A-site) is regular
12-coordinate in CaPv and distorted 12-coordinate
(with 8 close oxygens) in MgPv. When crystallized
from peridotitic compositions at high temperatures,
MgPv contains �4 wt.% Al2O3 (Liebske et al., 2005),
while the alumina content of coexisting calcium per-
ovskite is substantially less (Wood, 2000). Dissolution
of alumina into MgPv has a dramatic effect on the
properties of this phase, particularly on the oxidation
state of the iron it contains. Al3þ prefers to replace
Si4þ on the octahedral site and this is coupled, in Fe-
bearing perovskites, to replacement of Mg2þ by Fe3þ

(Wood and Rubie, 1996). The component Fe3þAlO3 is
so stable in solution (McCammon, 1997; Frost and
Langenhorst, 2002) that it can force the disproportio-
nation of ferrous iron into ferric iron plus metal (Frost
et al., 2004), and its stability means that �60% of the
iron present in lower-mantle Al-bearing (Mg, Fe)SiO3

perovskite should be Fe3þ. Clearly, coupled substitu-
tions of this type may also affect the partitioning of
other highly charged elements into perovskite.

Recent experimental and analytical improve-
ments have made it possible to generate accurate
MgPv–melt partition coefficients for a large number
of trace elements. Since MgPv is believed to be the
most abundant mineral in the mantle, these technical
advancements are critical to the understanding of
trace element distributions in the Earth. Hereafter,
we summarize results from recent experimental stu-
dies at 23.5–26 GPa (Walter et al., 2004; Corgne et al.,
2005; Liebske et al., 2005) that constrain factors con-
trolling MgPv–melt partitioning.

2.04.2.2.1 Crystal chemistry

As illustrated above for majoritic garnet, MgPv–melt
partition coefficients can be parametrized using the
‘lattice strain’ model (eqn [1]). An example of lattice
strain fits for MgPv–melt partition coefficients of ele-
ments entering the A-site is given in Figure 5. Note

that because ionic radii for 12-fold coordination are
not available for most elements, values corresponding
to an eightfold coordinated site were used. These are
�0.2 Å smaller (Shannon, 1976). The successful appli-
cation of the lattice strain theory confirms that crystal
structure makes an important contribution to MgPv–
melt partitioning. However, the partitioning behavior
of some elements, notably transition elements, Pb, Ce,
and Ba, is poorly modeled by the lattice strain theory.
This indicates that additional factors such as crystal
field effects or multiple valency complicate
MgPv–melt partitioning of transition metals. For
example, as shown in Figure 6, DCe is greater than
predicted from the ‘3þ parabola’. Liebske et al. (2005)
suggested that this is the result of some Ce being
present as Ce4þ. Ba also has a partition coefficient
higher than predicted from the lattice strain model.
Based on the observation that Ba2þ has an ionic radius
similar to O2�, Walter et al. (2004) suggested that Ba2þ

partly substitutes for O2� and that charge compensa-
tion occurs by formation of an Si4þ vacancy.

2.04.2.2.2 Effects of Al content on large

trivalent and tetravalent cations

As mentioned above, Al and Fe are two elements that
are likely to influence the MgPv–melt partitioning of
trace elements. Liebske et al. (2005) investigated the
effects of Al and Fe contents of MgPv on trace element
partitioning at similar conditions of pressure and
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Figure 5 Partition coefficients for elements entering the

A-site of magnesium silicate perovskite (MgPv) plotted as a

function of ionic radius. Parabolae are fits of eqn [1] to
experimental data from Corgne et al. (2005). In this case,

MgPv contains 1.9 wt.% Al2O3 and 3.0 wt.% ‘FeO’. Partition

coefficients for divalent transition metals, Pb2þ, Ba2þ, and

Ce3þ, are not shown because of effects in addition to lattice
strain (see text for discussion). Ionic radii are values for an

eightfold coordinated site taken from Shannon (1976), as no

consistent set of 12-fold coordinated radii exists.
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temperature. They found, however, no evidence of a
significant effect of bulk Fe content on trace element
partitioning, even with large amounts of FeO (up to
35 wt.%). Increasing Al content of Mg-perovskite was
also found not to influence partitioning of divalent
cations. Partitioning of large trivalent and tetravalent
cations is, however, sensitive to the Al content of
perovskite, as shown in Figures 6 and 7. Both figures
show that partition coefficients for trivalent and tetra-
valent cations entering the A-site increase with
increasing MgPv Al content. The effect is the largest
for light REE, DLa increasing by an order of magnitude
as Al2O3 increases from �0 to 6.5 wt.%. Ti, Zr, and Hf
are incompatible in Al-free MgPv, but become compa-
tible as Al is added in the crystal structure.

Substitution of trivalent and tetravalent cations
into the large A-site requires charge compensation.
Two main mechanisms have been proposed: (1) Al-
coupled substitution into the B-site and (2) creation
of Mg-vacancies (e.g., Corgne et al., 2003). The cor-
relation between trivalent and tetravalent cation
partition coefficients and MgPv Al content seems to
support the first mechanism although incorporation
of Al may also influence the energetics of
Mg-vacancy formation. Heterovalent substitution in
the large site of silicate perovskites is discussed
further in Section 2.04.2.3.

2.04.2.2.3 Other potential factors

Apart from crystal composition, additional influences
on partitioning behavior include pressure, tempera-
ture, and melt composition. Due to experimental

limitations, MgPv–melt partition coefficients have
been generated for a very restricted range of pressure
and temperature conditions. This means that it is
currently impossible to separate the effects of the
two intensive variables on partitioning. As for majori-
tic garnet, the effect of melt composition on
partitioning is unknown. Although computational
simulations (Corgne et al., 2003) indicate that melt
composition is a significant factor, variation of mea-
sured partition coefficients can, to date, be explained
without calling for a ‘melt contribution’ (e.g., Liebske
et al., 2005).

2.04.2.3 Calcium Silicate Perovskite

2.04.2.3.1 Crystal chemistry

Figure 8 shows crystal–melt partition coefficients for
trace elements entering the large site of CaPv at 25
GPa and 2300�C (Corgne et al., 2005). In this
case, CaPv was crystallized from a non-peridotitic
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calcium-enriched composition and contained

1.6 wt.% Al2O3. As can be seen, the partitioning pat-

terns of elements of different charge broadly fit the

lattice strain model of Blundy and Wood (1994). As

found for upper-mantle silicates (e.g., van Westrenen

et al., 2000a), majoritic garnet (Corgne and Wood,

2004; see Figure 3) and in agreement with recent

atomistic simulations (Corgne et al., 2003), ro

decreases and Es generally increases with increasing

charge of the cation incorporated at the large site of

both (Mg, Fe)SiO3 and CaSiO3 perovskites.

Comparison between the partition coefficients mea-

sured for MgPv (Figure 5) and those measured for

CaPv (Figure 8) shows that the calcic phase much

more readily accepts elements normally regarded as

strongly incompatible. Do
3þ and Do

4þ for the large

A-site are roughly 1 order of magnitude lower for

MgPv than for CaPv. Furthermore, because of the

differences in ro
3þ and ro

4þ between the A-site of

MgPv and the A-site of CaPv, crystallization of CaPv

fractionates the ratios of many refractory lithophile

elements (e.g., Sc/Sm, Lu/Hf, U/Th) in the opposite

sense to crystallization of MgPv. When coupled with

the effect of ionic size, the differences between the

two perovskites mean that, despite being volumetri-

cally subordinate to MgPv, CaPv contains more than

90% of the heat-producing elements K, U, and Th in

the lower mantle, together with most of the light rare

earths, Sr and Ba. The relative ease of entry of highly
charged ions into both phases is unusual, however,
and prompted experimental and theoretical investi-
gations of the mechanisms by which charge balancing
occurs in these phases (Corgne and Wood, 2005).

2.04.2.3.2 Substitution mechanisms in

calcium silicate perovskite

Clear resolution of substitution mechanisms for
(Mg, Fe)SiO3 and CaSiO3 perovskites are difficult
tasks, requiring, in principle, large numbers of
experiments at high pressures and temperatures.
There are, however, potential shortcuts provided by
calculations of the energetics of the different
potential mechanisms (Corgne et al., 2003) and,
experimentally, by use of the low-pressure analog
of CaSiO3, CaTiO3. The patterns of partitioning of
trace elements into CaTiO3 and CaSiO3 perovskites
are virtually identical, as shown in Figure 9 (Corgne
and Wood, 2002). Furthermore, like CaSiO3 perovs-
kite, CaTiO3 adopts the Pm3m cubic structure above
�1550 K and mechanisms of charge compensation
might reasonably be expected to be the same in the
two perovskites. Because large crystals of CaTiO3

perovskite can be easily obtained at 1 atm, work on
CaTiO3 circumvents the experimental and analytical
challenges related to the generation of large numbers
of CaSiO3 perovskite–melt partition coefficients.

Determining the concentration limits of Henry’s
law behavior in CaTiO3 perovskite enables identifi-
cation of the most likely substitution mechanisms for
Ca by 3þ and 4þ cations such as Pr3þ and Th4þ. In
the absence of Al3þ to substitute for Ti4þ, the ener-
getically favorable mechanism for incorporation of
Pr3þ is through the generation of calcium vacancies
V 0Ca (Corgne et al., 2003). Corgne and Wood (2005)
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Figure 8 Partition coefficients for elements entering the

A-site of calcium silicate perovskite (CaPv) plotted as a

function of ionic radius. Parabolae are fits of eqn [1] to

experimental data from Corgne et al. (2005). In comparison
to MgPv (Figure 5) at identical conditions of pressure and

temperature (�25 GPa, �2300�C), CaPv more readily

accepts elements normally regarded as incompatible. Ionic
radii are values for an eightfold coordinated site taken from
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showed that if this is the only substitution mechan-
ism, DPr should be a linear function of the reciprocal
of the square root of vacancy concentration [V 0Ca],
while DTh should be a linear function of the recipro-
cal of [V 0Ca]. Calcium vacancies can be formed in two
ways. There are those vacancies generated as part of
the heterovalent substitution (Vs), which depend lin-
early on the amount of trace ion added to the crystal
and those intrinsically present in the pure crystal (Vi).
If Vi dominate, then [V 0Ca] is constant, and DPr and
DTh should be independent of the concentrations of
Pr and Th in calcium perovskite, that is, Henry’s law
behavior. If, on the other hand, Vs dominate over Vi,
then vacancy concentration and hence DPr and DTh

must depend on the concentrations of Pr and Th in
the perovskite (noted [Pr?

Ca] and [Th?
Ca] below).

Corgne and Wood (2005) found that the latter case
leads to

D
CaPv=Liq
Pr � constant ? Pr?

Ca

� �1=2 ½2�

D
CaPv=Liq
Th � constant ? Th??

Ca

� � – 1 ½3�

Figure 10(a) shows a plot of DPr versus the
inverse of the square root of [Pr?

ca] for one specific
composition (CAST) studied by Corgne and
Wood (2005). At high Pr content in perovskite, DPr

is approximately a linear function of the inverse of
the square root of [Pr?

Ca]. This agrees with a
mechanism of substitution via Ca-vacancy forma-
tion with a predominance of Vs over Vi. At [Pr?

Ca]
lower than�1000 ppm, DPr is constant, independent
of [Pr?

Ca] and Henry’s law is obeyed. At

concentrations below �1000 ppm Pr in perovskite,
therefore, it appears that Vi dominate over Vs.
Similar conclusions can be drawn for Th from
Figure 10(b). At high Th contents, DTh is approxi-
mately a linear function of the inverse of [Th??

Ca]
(Vs >> Vi), while at Th contents lower than
�1000 ppm, DTh is constant (Vi >> Vs).

If Al is added to the system, it is possible, in
addition to vacancy formation, to charge-compensate
the insertion of Pr3þ or Th4þ for Ca2þ by coupled
replacement of Al3þ for Ti4þ. Corgne and Wood
(2005) showed, however, that the dependencies of
partition coefficients on Pr and Th concentrations
are the same in both Al-bearing and Al-free compo-
sitions. Furthermore, using similar arguments to
those outlined above, they were able to show that
the compositional dependence of partitioning is con-
sistent with calcium vacancies being the dominant
mechanism of charge compensation in Al-bearing as
well as Al-free bulk compositions.

2.04.2.3.3 Effects of melt composition

Melt composition is known to be an important fac-
tor controlling the partitioning of trace elements
between silicates and melts. In this case, it has
been observed that partition coefficients for 3þ
and 4þ ions into perovskite depend strongly on
the CaO content of the coexisting melt (Hirose
et al., 2004; Walter et al., 2004; Corgne et al., 2005;
Corgne and Wood, 2005). Considering formation of
cation vacancies as the dominant substitution
mechanism for REE and Th4þ into the Ca-site of
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Figure 10 Figure showing plots of (a) DPr vs DPrvs½Pr?
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– 1=2 and (b) DThvs Th??
ca½ � – 1 for CaTiO3 perovskite. The data indicate

that Ca-vacancy formation is the likely charge balance mechanism for the substitution of Pr and Th at the Ca-site. At low
perovskite contents of Pr and Th or high Pr?

Ca

� � –1=2
and Th??

Ca
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, intrinsic Ca-vacancies (Vi) dominate and partition coefficient

is constant (Henry’s law). Ca-vacancies formed as part of the substitution (Vs) start to become important when the Vi content

is not large enough to account for high concentrations of Pr and Th. When Vs dominates, DPr and DTh are linear functions of

Pr?
ca

� � –1=2
and Th??

ca

� � –1
respectively. Data are from Corgne and Wood (2005) for a bulk composition chosen in the

CaO–Al2O3–SiO2–TiO2 system (CAST).
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perovskite and assuming that the activity of CaO in
the melt varies as an approximately linear function
of the CaO concentration, [CaO], Corgne and
Wood (2005) predicted the following dependencies
in the Henry’s law region:

D
CaPv=Liq
Pr � � ? CaOLiq

� � – 3=2 ½4�

D
CaPv=Liq
Th � � ? CaOLiq

� � – 2 ½5�

where � and � are constants.
As can be seen from Figure 11, both DPr and DTh

decrease with increasing CaO content of the melt and
fit well to the models represented by eqns [4] and [5].
Since these equations are based on the cation vacancy
mechanism of charge compensation, the fits further
support this being the predominant substitution
mechanism. They also indicate that charge compen-
sation cannot be via oxygen interstitial incorporation.
In the latter case, a dependence of partition coeffi-
cient on [CaO]�1 should be observed. Such a
compositional dependence is much weaker than
that observed in the data of Figure 11, indicating
that this mechanism of charge compensation is
not important.

2.04.2.3.4 Comparison between CaTiO3

and CaSiO3 perovskites
Figure 9 shows that the forms and heights of the
partitioning parabolae for CaTiO3 and CaSiO3

perovskites are very similar, which is the reason

why the former was used as an analog to investigate

the behavior of the latter, lower-mantle phase. When

data for the two phases are inspected more closely,

however, the similarities between them become even

more striking. In Figure 12, partition coefficients for

2þ, 3þ (both as Do, the peak of the partitioning

parabola), and 4þ (Th) ions entering the Ca-sites of

the two perovskites are plotted as functions of

the CaO content of the coexisting liquids. As can be

seen, the data for each charge form one continuous

line as a function of melt composition, ‘independent

of whether the solid is CaSiO3 or CaTiO3’. Thus, on

the right-hand side of the diagram are data collected

at 1 atm and about 1400�C on CaTiO3 perovskite,

while on the left are results obtained for CaSiO3 at

around 25 GPa and 2200–2300�C. Despite the differ-

ences in composition and pressure, temperature

conditions, the trace element partitioning behavior

is identical. All that seems to be important is

that these elements are entering the Ca-sites in per-

ovskites with the same crystal structure. The result

demonstrates that low-pressure experiments on

CaTiO3 perovskite are near-perfect analogs of

experiments on CaSiO3 perovskite at high pressure.

Note that the dependence of Do
2þ on the inverse of

[CaO]Liq reflects the fixed CaO content of perovskite

and does not require defect substitution (Corgne and

Wood, 2005).
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One important implication of the partitioning data
is that, despite being a volumetrically minor phase,
CaSiO3 perovskite is the major host for the heat-
producing elements Th and U in the deep Earth, as
well as being the principal reservoir for the REEs
(Corgne et al., 2005). Observed solid–liquid partition
coefficients for Th are in the range 30–60 in CaSiO3

crystallizing from Ca-rich compositions, but extra-
polation of the defect model to peridotitic
compositions (3–3.5 wt.% CaO) suggests that DTh

and DU should be closer to 400 in the mantle
(Figure 12). Thus, crystallization of as little as
0.25 vol.% of CaSiO3 perovskite from an early
Earth magma ocean could, if it had remained isolated
in the lower mantle, contribute substantially to cur-
rent mantle heat production.

2.04.2.4 Trace Elements in Other Mantle
Minerals

Trace element partitioning data for other minerals of
the transition zone and lower mantle are limited,
even lacking in the case of ringwoodite and
MgSiO3-rich post-perovskite. As shown briefly
below, the effects of these minerals on trace element
distribution during mantle differentiation are likely
to be minor, given that most of geochemically impor-
tant trace elements are expected to be highly

incompatible in these phases, except perhaps for
post-perovskite.

2.04.2.4.1 Wadsleyite and ringwoodite

Crystal–melt partition coefficients for wadsleyite
(Wd) have been determined by McFarlane (1994)
for Cr, Sc, Ni, and Mn. DWd/Liq for these elements
are respectively about 0.8, 0.1, 2, and 1. Considering
the value obtained for DSc, one should expect D

values lower than 0.1 for larger trivalent cations
such as REE and Y. Wadsleyite–olivine partition
coefficients for minor elements were also determined
by Gudfinnsson and Wood (1998). The results indi-
cate that crystal–melt partition coefficients for
elements entering the large Mg-site are likely to be
similar in magnitude for both minerals. Therefore,
given the results obtained for olivine (e.g., McDade
et al., 2003), 4þ and 5þ cations such as U, Th, Ta, and
Nb are expected to be highly incompatible in wad-
sleyite. These predictions are confirmed by new
partitioning data obtained for hydrous compositions
at 14–16 GPa and 1400–1600�C (Mibe et al., 2006;
Wood, unpublished data). In these systems, DWd/Liq

values for REE are less than 0.002 (obtained for Lu),
and DSc is �0.04, a value similar to the one derived
for the optimum partition coefficient Do

3þ for the
Mg-site. Moreover, U, Th, Hf, Zr, Ta, Nb, Rb, Sr,
and Pb are found to be highly incompatible too.

Because of structural similarities between ring-
woodite and the lower-pressure polymorphs olivine
and wadsleyite, it is probable that REE, U, and Th
are highly incompatible in this phase. Partitioning of
minor elements between wadsleyite and ringwoodite
(Gudfinnsson and Wood, unpublished data) indicates
that ringwoodite does not exhibit strong trace ele-
ment preferences and is relatively ‘sterile’ with
respect to incompatible elements. Note, however,
that despite their apparent geochemical ‘inaction’,
ringwoodite and wadsleyite may play an important
role during melting of peridotite given that these
minerals have significant water-storage capacity
(see Section 2.04.4).

2.04.2.4.2 Ferropericlase

(Mg, Fe)O, ferropericlase, is an important constituent
of the lower mantle (Figure 2), comprising about
16% by mass of peridotitic compositions under
lower-mantle conditions (Wood, 2000). It crystallizes
in the cubic Fm3m structure with one octahedral site
(A) occupied nominally by divalent cations Mg and
Fe. Walter et al. (2004) determined ferropericlase–
melt partition coefficients for a series of trace
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Interestingly, Do
3þ and DTh for CaSiO3 perovskite closely

follow the trends derived from the study of the low pressure

analog.
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elements. Despite large measurement uncertainties,
it can be shown that most trace elements, with the
exceptions of Cr, Fe, Mg, and Ni, are incompatible in
ferropericlase. In particular, REE have D values
below 0.1. U and Th were not measured but are
expected to be highly incompatible based on the
results obtained for other 4þ cations (Si, Ti, Zr, and
Hf). Furthermore, Al, Ba, Na, and Mn are moderately
incompatible (D� 0.3–0.8) and Nb is highly incom-
patible (D� 0.002).

2.04.2.4.3 Post-perovskite

A new polymorph of MgPv with a structure more
stable than the Pbnm perovskite phase has recently
been identified at pressures and temperatures corre-
sponding to the lowermost part of the Earth’s mantle
by both experimental and theoretical techniques
(Murakami et al., 2004; Oganov and Ono, 2004).
The MgSiO3-rich post-perovskite (MgPP) structure
belongs to space group Cmcm and consists of layers of
SiO6 octahedra alternating with layers of Mg atoms
in approximate eightfold coordination. Current
experimental data indicate that MgPP is unlikely to
be stable in the mantle at liquidus temperatures
(�4400 K), and hence this phase would not have
been involved in crystal differentiation of an early
magma ocean. Nevertheless, MgPP–melt partition-
ing data would help in modeling chemical
interactions between the solid mantle and melts
such as those suggested to explain ultra-low-velocity
zones (e.g., Williams and Garnero, 1996) present at
the core–mantle boundary.

Performing MgPP–melt partitioning experiments
is currently impossible due to the extreme conditions
of pressure and temperature that are required. In
absence of experimental results, it is difficult to
know how the differences in structure between
MgPv and MgPP may influence trace element parti-
tioning. One approach to this problem would be to
perform computer simulations similar to those of
Corgne et al. (2003) and compare the energies asso-
ciated with the incorporation of trace elements in
both phases. Iitaka et al. (2004) have calculated that
the average Si–O and Mg–O distances in MgPP are
respectively �1% longer and �1% shorter than in
MgPv of pure MgSiO3 composition. This indicates
that optimum radii ro for the Si- and Mg-sites are
respectively larger and smaller in MgPP than in
MgPv. Therefore, elements larger than Si and smal-
ler than Mg would be incorporated more easily in
MgPP than in MgPv. On the other hand, elements
larger than Mg (e.g., REE, K, U, and Th) should have

partition coefficients higher in MgPv than in MgPP,
that is, these elements should be highly incompatible
in MgPP. Addition of Al, Fe2þ, and Fe3þ should also
influence trace element partitioning. Oganov and
Ono (2004) argued that more Fe3þ can be incorpo-
rated in MgPP than in MgPv since Fe2O3 has the
same structure as MgPP at high pressure. Recent
experimental results by Murakami et al. (2005) show
that in peridotite composition MgPP contains about
half the Fe present in MgPv but about the same
amount of Al. Assuming that Al is charge-balanced
by Fe3þ in the Mg-site, this would mean that MgPP
contains less Fe2þ than MgPv but about the same
amount of Fe3þ. Depending on its oxidation state, the
presence of Fe in the large site of MgPP could either
decrease ro (Fe mostly Fe3þ) or increase ro (Fe
mostly Fe2þ). Future experimental and theoretical
work will have to test further these first-order
considerations.

2.04.3 Implications for Planetary
Differentiation and Trace Element
Distribution in the Deep Mantle

2.04.3.1 A Primitive Majoritic or Perovskitic
Reservoir?

Melting experiments on peridotitic compositions
have shown that majoritic garnet is the liquidus
phase at depths of the transition zone (e.g., Trønnes
and Frost, 2002). The liquidus phase is ferropericlase
between about 24 and 30 GPa and magnesium silicate
perovskite above 30 GPa, followed closely down
temperature by ferropericlase and calcium silicate
perovskite (Trønnes and Frost, 2002; Ito et al.,
2004). Global melting and subsequent fractionation
and gravitational settling of majoritic garnet or sili-
cate perovskites in a magma ocean has been proposed
as a mechanism for forming a primitive upper mantle
with high Mg/Si and Ca/Al ratios (e.g., Ringwood,
1979; Ohtani et al., 1986; Herzberg et al., 1988). The
difficulty with this hypothesis is that it is required to
have occurred without significantly changing the
ratios of refractory lithophile elements (RLEs) to
one another in the residual melt, that is, in the pri-
mitive upper mantle (Figure 1). Crystal–melt
partition coefficients for majoritic garnet and silicate
perovskites obtained in high-pressure experiments
enable us to calculate the maximum volume of any
majoritic and/or surviving perovskitic reservoir in
the lower mantle using the constraint that RLE ratios
in the primitive upper mantle are chondritic.
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Attempts were made to perform this calculation some
time ago with limited data and dramatically different
conclusions (e.g., Agee and Walker, 1988; Kato et al.,
1988). Recent results however (Corgne and Wood,
2004; Walter et al., 2004; Corgne et al., 2005; Liebske
et al., 2005) point to the allowable extent of a deep
majoritic or perovskitic reservoir being small.

Figu re 13(a ) shows the variations of RLE ratios of
the residual melt (primitive upper mantle, PUM) as a
function of majoritic garnet fractionation as calcu-
lated by Corgne and Wood (2004). Due to low D

values, Sm and Nd are not fractionated one from
another significantly during crystallization of major-
ite, which means that the Sm/Nd ratio remains in the

PUM range. In contrast, the Pr/Sc, Gd/Yb, Lu/Hf,
and Lu/La ratios are all driven outside the PUM
range after less than 25% of majoritic garnet fractio-
nation. The strongest constraint on majorite
fractionation is given by the Pr/Sc ratio, for which
the maximum allowable extent of majoritic garnet
fractionation is 14%. In other words, less than 14%
fractionation of majoritic garnet would not be
detected in the composition of PUM, assuming that
the PUM composition of McDonough and Sun
(1995) is correct. Given chondritic ratios of refractory
lithophile elements in PUM, no more than 14%
majoritic garnet fractionation may have survived
from an early magma ocean. This value compares
with an even smaller maximum majorite fractiona-
tion of 4% estimated by Walter et al. (2004) using
similar D values but different elemental ratios in the
PUM (Ca/Al, Al/Mg, Al/Sc, and Al/Yb being the
most constraining). Furthermore, isotopic ratios in
modern volcanic rocks effectively preclude any sig-
nificant fractionation of majoritic garnet, since such
fractionation would lower considerably both
143Nd/144Nd and 176Hf/177Hf ratios of the residual
peridotitic liquid (PUM) and drive its geochemical
signature away from that of the observed mantle
array (e.g., Blichert-Toft and Albarède, 1997;
Corgne and Wood, 2004).

Figure 13(b) shows the variations of RLE ratios of
the residual melt (PUM) as a function of perovskite
fractionation as calculated by Corgne et al. (2005).
The ratios Sr/Sc and Sm/Ba, which give the stron-
gest constraints, are used to place bounds on the
volume of the hypothetical perovskitic reservoir.
For MgPv crystallization alone, Sr/Sc is driven out-
side the chondritic range after only 6.5% of
crystallization. The addition of CaPv to the crystal-
lizing assemblage increases the allowed amount of
fractionation to, for instance, 9% when the ratio of
MgPv:CaPv is 80:20. Taking account of both Sr/Sc
and Sm/Ba ratios, it appears that the allowable extent
of perovskite fractionation is a maximum for a mix-
ture containing 5–10% CaPv. Under these
circumstances, approximately 8% fractionation
would not be detected in the composition of the
primitive upper mantle. Similar conclusions were
arrived at by Liebske et al. (2005) and Walter et al.
(2004). Following a similar approach to that outlined
above, and incorporating Nd and Hf isotopic con-
straints, Walter et al. (2004) concluded that 10–15%
(but no more) fractionation of a lower-mantle assem-
blage consisting of 93:3:4 MgPv:CaPv:FP could yield
the current upper mantle as residuum.
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The results above mean that the PUM depletion
relative to CI chondrite in Si (Figure 1) cannot be
due to majorite or perovskite fractionation since
�60% crystallization would be required. The silicate
Earth is either depleted in Si due to its volatility
during accretion (e.g., Ringwood, 1979), or due to
its incorporation in the core (Allègre et al., 1995;
Wade and Wood, 2005). The putative perovskitic
reservoir would be enriched in U and Th relative to
primitive upper mantle, if the CaPv proportion were
greater than �7%, assuming DCaPv/Liq values for U
and Th of �15 as determined experimentally by
Corgne et al. (2005). Note that if DCaPv/Liq values
for U and Th for a peridotite composition are �400
as suggested by extrapolation of the Corgne and
Wood (2005) data, a small fraction of CaPv
(>0.25%) isolated from the residual melt would be
sufficient to produce a heat-producing reservoir in
the deep mantle. If the perovskitic reservoir contains
enough CaPv, it could also have higher Lu/Hf,
U/Pb, Sr/Rb, and Sm/Nd ratios than the primitive
upper mantle, and hence have the major geochemical
characteristics of the HIMU component of OIBs.
Since, however, the latter can be interpreted as
recycled MORBs (Hofmann and White, 1982), it
would be extremely difficult to distinguish a small
perovskitic reservoir in the lower mantle on the basis
of its isotopic properties. Furthermore, since majori-
tic garnet, MgPv, and CaPv all prefer Sm to Nd, the
putative majoritic or perovksitic layer can clearly not
be the low Sm/Nd reservoir required to balance
terrestrial samples with superchondritic
142Nd/144Nd with a chondritic silicate Earth (Boyet
and Carlson, 2005).

2.04.3.2 Downward Migration and
Segregation of Dense Melts?

Since crystallization of a magma ocean in early
Earth history would have proceeded from the bottom
up (e.g., Solomatov, 2000), residual melts are nor-
mally regarded as migrating upward. Caro et al.
(2005), for example, proposed that the Nd and Hf
isotopic signatures of the Hadean depleted mantle
may have been acquired after formation of a proto-
crust produced by melt extracted from a crystallizing
magma ocean at upper-mantle pressures. An alterna-
tive suggestion is that melts at high pressures are
denser than the surrounding mantle minerals and
could remain isolated at great depths (e.g., Suzuki
and Ohtani, 2003, and references therein). Olivine
flotation could also have occurred within a limited

depth interval of 400–450 km in a terrestrial magma
ocean (Suzuki and Ohtani, 2003). The impact of
olivine fractionation on trace element patterns
would be small, however, given the low crystal–
melt partition coefficients obtained for olivine and
its high-pressure polymorphs. Of more interest is the
possibility of dense melts segregating from majorite
and silicate perovskites. Recent molecular-dynamics
simulations in the MgSiO3 system (Stixrude and
Kirko, 2005) suggest that the density contrast
between melt and crystals decreases with increasing
pressure, such that a density crossover near the base
of the mantle may take place. In the present-day
Earth, the existence of dense melts provides a possi-
ble explanation for the ultra-low-velocity zone at the
base of the mantle (e.g., Williams and Garnero, 1996).
Composition is, however, a key variable and other
experimental results suggest that, in a peridotite
composition (as opposed pure to MgSiO3), melts
would be less dense than mantle minerals over the
entire pressure range of the lower mantle (Agee,
1998).

Recently, Hofmann et al. (2005) have proposed
that downward migration of dense melts formed in
the deep mantle in equilibrium with CaPv could
have created a deep ‘missing’ reservoir unradiogenic
in Pb (with a U/Pb ratio lower than that of PUM) as
required to balance the Pb composition of the bulk
MORB and OIB-source reservoirs. This reservoir
would have a complementary signature to the puta-
tive majoritic or perovskite reservoir discussed in
Section 2.04.3.1. Thus, it could also be the missing
subchondritic 142Nd/144Nd reservoir (Boyet and
Carlson, 2005).

2.04.3.3 Recycled Lithosphere in the Deep
Mantle?

Rather than being formed early in Earth’s history,
a deep reservoir may have formed through geologic
time by accumulation of recycled oceanic crust–
lithosphere subducted into the lower mantle (e.g.,
Hofmann and White, 1982; Albarède and van der
Hilst, 2002). Experimental support for this idea
comes from recent data indicating that subducted
MORB crust is denser than the surrounding mantle
over its entire pressure range (Hirose et al., 2005).
Transformation of the original low-pressure minerals
to an assemblage containing lower-mantle minerals,
including MgPv, CaPv, stishovite, CaFe2O4-type
Al-phase, and possibly MgPP, without loss of
trace elements could lead to formation of a
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geochemical reservoir enriched in elements normally
regarded as incompatible (K, U, Th, REE, etc.).

2.04.4 Water in the Deep Mantle

In this section, we review the present state of our
understanding of water distribution in the transition
zone and lower mantle. We present a summary of
water-solubility measurements in deep-mantle
minerals together with theoretical considerations
regarding the mechanisms of water incorporation in
the crystal lattice of these minerals. The presence of
minor components and volatile species is expected to
broaden seismic discontinuities (e.g., Wood, 1995;
Gudfinnsson and Wood, 1998). Using recent high-
pressure experimental data, we present an updated
model that constrains water contents in the transition
zone and lower mantle based on observed widths of
seismic discontinuities. We discuss the implications
that such water contents have for mantle dynamics
and differentiation processes.

2.04.4.1 Water Solubility in Minerals from
the Transition Zone

Following the predictions by Smyth (1987, 1994) that
wadsleyite could store a large of amount of water,
Kohlstedt et al. (1996) determined the water-storage
capacity of olivine, wadsleyite, and ringwoodite as a
function of pressure at 1100�C using Fourier trans-
form infrared (FTIR) spectroscopy and the
spectroscopic calibration of Paterson (1982). The
latter has been shown recently to underestimate the
water concentration in olivine by a factor of �3–3.5,
however (Bell et al., 2003; Koga et al., 2003). After
applying the new correction, the experiments of
Kohlstedt et al. (1996) indicate that olivine can store
up to�5000 ppm water (by weight) at pressures close
to the 410 km discontinuity, in agreement with the
recent experimental results of Chen et al. (2002).
Wadsleyite–olivine partition coefficients (DWd/Ol)
suggest that the high-pressure polymorph has larger
water-storage capacity. Applying the new correction,
the FTIR results of Young et al. (1993) imply that
DWad/Ol is between 10 and 30, while those of
Kohlstedt et al. (1996) imply that DWd/Ol is �6. This
compares with DWd/Ol of �5 reported by Chen et al.
(2002) from SIMS measurements on (Mg0.91,
Fe0.09)2SiO4 synthesized at �13 GPa and 1200�C.
The range of DWd/Ol values therefore suggests that
wadsleyite could contain between 2 and 3 wt.% H2O

in the transition zone. As shown in Figure 14, hydrous

wadsleyite synthesized at 13–18.5 GPa over a range of
temperature conditions contains up to�3 wt.% water,

very close to the limit originally suggested on crystal

structure grounds by Smyth (1987). Although insensi-
tive to pressure, water solubility in wadsleyite

decreases with increasing temperature (e.g.,

Demouchy et al., 2005) (Figure 14).
Inoue et al. (1998) and Ohtani et al. (2000) reported

water solubility in Fe-free ringwoodite of >2.2 wt.%

at 19–23 GPa and 1300–1450�C, in agreement with

previous measurements of Kohlstedt et al. (1996) on
Fe-bearing ringwoodite at 19.5 GPa and 1100�C. As

shown in Figure 14, the water content of Fe-free

ringwoodite tends to decrease with increasing tem-

perature in a similar manner to Fe-free wadsleyite,
reaching contents of 0.3 wt.% at 1800�C (Ohtani et al.,

2000). The temperature dependence for Fe-bearing

ringwoodite is currently unknown. Given the simi-
larity of results for Fe-free wadsleyite and Fe-free

ringwoodite, however, one may reasonably expect

similar water-storage capacity for the corresponding
Fe-bearing phases, that is, slightly higher than for the
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hydrous ringwoodite from Inoue et al. (1998) and Ohtani

et al. (2000). Estimated temperatures at the 410, 520, and

660 km discontinuities are from Katsura et al. (2004). Based

on these data, at conditions of the transition zone, the
water-storage capacity of wadsleyite would range between

1.5 and 3.0 wt.%. The corresponding value for ringwoodite

is expected to be similar (see text for discussion).
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Fe-free phases. Consequently, in a mantle of peridotite
composition, the water-storage capacity of ringwoo-
dite should be similar to that of wadsleyite.

2.04.4.2 Seismic Constraints on the Water
Content of the Transition Zone

2.04.4.2.1 Seismic velocity and density

jump across the 410 km discontinuity

The nature of the discontinuity in seismic velocities
at 410 km depth has been widely used as an indicator
of the content of olivine and its high-pressure poly-
morphs in the mantle. As shown in Figure 2, a
peridotitic mantle should contain �60 vol.% olivine.
Using measured and extrapolated elastic parameters
for mantle minerals, however, Duffy and Anderson
(1989) argued that a composition containing
�40 vol.% olivine would better match seismic velo-
cities across the 410 km discontinuity. Because of
uncertainties in the temperature and pressure deri-
vatives of the bulk modulus of wadsleyite, subsequent
studies have provided a wide range for the appro-
priate olivine contents, from �30 to 65 vol.% (e.g.,
Weidner, 1985; Bina and Wood, 1987; Gwanmesia
et al., 1990; Ita and Stixrude, 1992; Rigden et al., 1992;
Duffy et al., 1995; Sinogeikin et al., 1998). The pre-
sence of water in wadsleyite and ringwoodite lowers
seismic velocities and could make a match with
�60 vol.% olivine easier to achieve (e.g., Inoue
et al., 2004; Jacobsen et al., 2004). Inoue et al. (2004)
suggested, for example, that a peridotitic mantle with
�1.5 wt.% H2O in wadsleyite would satisfy a bulk
seismic velocity contrast of �4.6% at the 410 km
discontinuity (e.g., Nolet et al., 1994). Given the
uncertainties in the elastic properties, a dry perido-
titic mantle may still be consistent with high-
resolution seismic velocity profiles of the transition
zone, however (Li et al. 2001; Mayama et al. 2004). In
view of the uncertainties in elastic properties, a better
way of constraining the water content of the mantle
would be to use the sharpness of the 410 km discon-
tinuity (Wood, 1995).

2.04.4.2.2 Water and sharpness of the

410 km discontinuity

Potentially, one of the most important constraints on
the water contents of the transition zone and lower
mantle are the observed depth intervals over
which phase transformations occur. Seismological
studies using high-frequency reflected waves indi-
cate that both 410 and 660 km discontinuities are
very sharp and that the changes in physical

properties associated with them occur over very
small depth intervals. For the 660 km discontinuity,
for example, a width of 4–5 km is consistent with the
seismic data (Paulssen, 1988; Benz and Vidale, 1993;
Yamazaki and Hirahara, 1994). Most authors favor a
slightly broader 410 km discontinuity, on the order of
10 km wide (Paulssen, 1988), but a study of precur-
sors to P9P9 (Benz and Vidale, 1993) implies that this
too is locally extremely sharp. A maximum interval
of about 8 km (0.3 GPa) is required to explain the
data of Benz and Vidale (1993) (Helffrich and Wood,
1996).

As discussed above, water partitions strongly into
wadsleyite relative to olivine and no known hydrous
phases are stable under the P–T conditions of the
410 km discontinuity (�14 GPa and �1500�C). As
illustrated schematically in Figure 15 (vertical arrow
labeled ‘low H2O divariant’), the strong partitioning of
H2O into wadsleyite must broaden the olivine–wad-
sleyite transition interval, provided the mantle is not
water saturated. At water saturation (either in a fluid
or melt phase), the system Mg2SiO4–H2O becomes
univariant and the transition sharpens again (vertical
arrow in Figure 15, corresponding to ‘high H2O
univariant’). In the mantle, these effects of H2O are

P
re

ss
ur

e

No H2O
univariant

High H2O
univariant

H2OMg2SiO4

Ol

Ol + Wd

Ol + fluid

System Mg2SiO4–H2O at fixed temperature
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Low H2O
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Figure 15 Schematic illustrating the effect of H2O on the

transition from olivine (O1) to wadsleyite (Wd) at about

410 km depth. In the absence of water, the transition is

sharp (univariant). Addition of small amounts of water to
pure Mg2SiO4 generates a broad two-phase loop because

of the strong partitioning of H2O into wadsleyite. This means

that the phase transition would take place over an extended
depth interval as can be seen by following the vertical arrow

labeled ‘low H2O divariant’. This behavior continues as

more H2O is added until fluid (or melt) saturation is reached

at which point the reaction becomes univariant again
(horizontal line). In the latter region, olivineþ fluid transforms

to wadsleyite at a fixed pressure as can be seen by following

the vertical arrow labelled ‘high H2O univariant’.

Trace Elements and Hydrogen in the Earth’s Transition Zone and Lower Mantle 79



added on to those caused by partial substitution of

Fe2þ for Mg which also act to broaden the transition

interval (e.g., Bina and Wood, 1987).
Wood (1995) attempted to quantify the

effect illustrated in Figure 15 by developing models

for the free energy of solution of H2O in the

two phases. He adopted a model based on Smyth’s

(1987) calculations, which suggest that the nonsilicate

oxygen atoms (O1) in Mg2SiO4 wadsleyite are

readily protonated. Given charge balance by vacan-

cies on Mg sites, this yields a hydrated wadsleyite

end member containing 3.3 wt.% H2O of formula

Mg7Si4O14(OH)2. Smyth’s (1987) predictions are

confirmed by crystal structure analysis of end-mem-

ber Mg7Si4O14(OH)2 (Kudoh et al., 1996) and by

Jacobsen et al. (2005) who used polarized FTIR spec-

troscopy and X-ray diffraction on oriented single

crystals to find that the O1-site is the most important

oxygen site for hydrogen storage in wadsleyite.
In a mantle saturated with (Mg, Fe)2SiO4 and the

(Mg, Fe)SiO3 component of pyroxene, the formation

of the end-member Mg7Si4O14(OH)2 may be repre-

sented by the equilibrium:

3Mg2SiO4
Wadsleyite

þ MgSiO3
Pyroxene

þH2O ¼ Mg7Si4O14ðOHÞ2
Wadsleyite

½6�

In order to calculate the effect of water on the
transformation, we require the partial molar free

energies of Mg2SiO4 and Fe2SiO4 components in

the hydrated wadsleyite solid solution. At low con-

centrations of OH, the solution of this component

will be in the Henry’s law region, where its only

effect on the major components is entropic. In that

case, the chemical potentials of Mg2SiO4 and

Fe2SiO4 components are given by

�Wd
Mg2SiO4

¼ �o
Mg2SiO4

þ RT lnðX 2
Mg : �Mg:ð1–XOHÞ0:5Þ ½7a�

�Wd
Fe2SiO4

¼ �o
Fe2SiO4

þ RT lnðX 2
Fe : �Fe:ð1 –XOHÞ0:5Þ ½7b�

In eqns [7a] and [7b], XMg and XFe refer to atomic
fractions of magnesium and iron, respectively, on the

large cation positions, while XOH is the fraction of

protonated O1 atoms. The standard state chemical

potentials �o
Mg2SiO4

and �o
Fe2SiO4

refer to the free ener-

gies of the pure end-member wadsleyite at the

pressure and temperature of interest. The activity

coefficients for the Mg–Fe sites, �Mg and �Fe, refer

to nonideal Mg–Fe mixing, combined with (nomin-

ally) ideal mixing of vacancies, which have a

concentration,

V 0Mg ¼
1

8
XOH ½8�

Equations [7] and [8] enable calculation of the
effect of water on the two major components, given
the assumptions of random mixing of OH groups
with O1 and of vacancies with Mg and Fe. The
nonideal part of Mg–Fe mixing was obtained by
assuming a symmetric interaction parameter WMgFe

of 4.0 kJ g�1 atom�1 (Akaogi et al., 1989).
For olivine, Bai and Kohlstedt (1993) found

H-solubility data to be consistent with formation of
complexes between H and interstitial O atoms. In
Kröger–Vink notation (Kröger and Vink, 1956), this
may be represented in simplified form as:

O0i þ H2O ¼ 2OH9i ½9�

Calculation of the chemical potentials of Mg2SiO4

and Fe2SiO4 components in the partially hydrated
olivine, relative to water-free olivine under the same
conditions of intensive variables, are obtained from

�Ol
Mg ¼ �+

Mg2SiO4
þ RT ln

X 2
Mg:�Mg:ð1 – XOHÞ4

ð1 – 0:5 XOHÞ4

 !
½10a�

�Ol
Fe ¼ �+

Fe2SiO4
þ RT ln

X 2
Fe:�Fe:ð1 – XOHÞ4

ð1 – 0:5 XOHÞ4

 !
½10b�

Activity coefficients �Mg and �Fe were calculated
from the symmetric solution model using the experi-
mentally measured interaction parameter of Wiser
and Wood (1991) adjusted to 14 GPa from the excess
volumes on the forsterite–fayalite join, giving a value
of 5.0 kJ g�1 atom�1.

The combined effect of water and iron on the
olivine–wadsleyite transition is calculated by fixing
the bulk Fe/(FeþMg) and water content of mantle
olivine at a point just above the depth where wad-
sleyite appears and then calculating the shift in
equilibrium pressure relative to the value for pure
anhydrous Mg2SiO4. Proportions of phases through
the two-phase region were calculated as follows. The
Fe/(FeþMg) ratio of the olivine was set to a value
less than or equal to the value just above the transi-
tion zone. The Fe/(FeþMg) ratio of the coexisting
wadsleyite was obtained from the partitioning data of
Katsura and Ito (1989). Then, from the Fe/(FeþMg)
of the initial mantle olivine, phase proportions were
simply solved from the lever rule. Given proportions
of olivine and wadsleyite, the concentrations of water
in the two phases were calculated using a fixed water
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content of olivine above the transition zone and fix-
ing the H2O partition coefficient at either 10:1 or 5:1
in favor of wadsleyite (see above). The equilibrium
pressure was then calculated from (see Wood, 1995)

ðP – P+Þ�V + ¼ –RT ln X 2
Mg : �Mg : ð1 – XOHÞ0:5

� �
Wd

þ RT ln
X 2

Mg : �Mg : ð1 –XOHÞ4

ð1 – 0:5 XOHÞ4

 !
O1

½11�

where Po refers to the equilibrium pressure for the
end-member reaction,

Mg2SiO4
Olivine

¼ Mg2SiO4
Wadsleyite

½12�

�Vo refers to the volume change of this reaction at
the P,T conditions of interest. We performed the
calculations at 1773 K and took Po to be 14.5 GPa
(Figure 16).

In calculating the results shown in Figure 16, we
initially assumed that the ratio of water contents (by
weight) in wadsleyite to olivine is 10:1 (following
Wood, 1995) and repeated the calculation using a
value of 5:1, consistent with that obtained recently
by Chen et al. (2002) and the correction to Kohlstedt
et al.’s (1996) results (see Section 2.04.4.1). The results
indicate that small amounts of water act to lower the
pressure of the transformation and broaden it. If
mantle olivine contains 1000 ppm H2O by weight,
the transformation would shallow by up to 10 km
and broaden substantially. The results of Wood
(1995), shown in Figure 16(a), indicate that, given a
transition interval in the anhydrous system of about
7 km (Helffrich and Wood, 1996), 500 ppm H2O in
mantle olivine would broaden the transformation to
over 20 km. He argued that, given seismological
observations at high frequency which imply that the
410 km discontinuity is less than 10 km wide
(Paulssen, 1988; Benz and Vidale, 1993; Yamazaki
and Hirahara, 1994), the H2O content of mantle
olivine is constrained to be less than 200 ppm. This
constraint is relaxed by a factor of about 2 if the
partition coefficient for H2O between wadsleyite
and olivine is 5, rather than 10 (Figure 16(b)).
Thus, using recent water partitioning data (Chen
et al. 2002), about 400 ppm of H2O is the calculated
upper limit for mantle olivine under conditions of the
410 km discontinuity (Figure 16(b)) if the transfor-
mation interval is 10 km wide. Smyth and Frost
(2002) have more recently confirmed experimentally
that the olivine–wadsleyite transformation is broa-
dened and shallowed by the addition of H2O, in
line with the predictions made by Wood (1995).

Seismological evidence for the presence of H2O at
the 410 km discontinuity has to some extent focused on
regions where broadening of the discontinuity may be
detected. Van der Meije et al. (2003) have for example
investigated P-to-S conversions from the 410 km dis-
continuity in the Mediterranean region which has a
long history of subduction and possible introduction of
water into the mantle. They find broadening of the 410
discontinuity to between 20 and 35 km, consistent
with about 700 ppm (DWd/Ol¼ 10) to 1500 ppm
(DWd/Ol¼ 5) H2O in olivine. The 660 km discontinu-
ity is, in contrast, sharp and apparently unaffected by
the long period of active subduction.
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Figure 16 Figure showing the calculated depth interval of
the olivine–wadsleyite phase transformation for initial H2O

contents of olivine of 0, 200, 500, and 1000 ppm by weight.

Water is assumed to be concentrated in wadsleyite relative

to olivine by a factor of 10 in (a) and a factor of 5 in (b). Given
a seismologically determined transformation interval of less

than about 10 km (gray area), maximum H2O contents are

�200 ppm (a) and �400 ppm (b).
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If we accept that the width of the 410 km disconti-
nuity constrains the water content of the mantle olivine
then we obtain maximum values of around 400 ppm
with, given the seismological study discussed above,
regional variations up to a factor of �4 greater. It is
interesting to note that these values are in very
good agreement with upper-mantle H2O contents
inferred from the water contents of MORBs. As dis-
cussed earlier, the latter lead to 80–180 ppm H2O in the
depleted source regions of N-MORB, 200–950 ppm in
the source regions of E-MORB, and 1000–3000 ppm in
the mantle sources of back-arc basin basalts.

2.04.4.3 Transition Zone ‘Water Filter’

Bercovici and Karato (2003) used the observation that
the major minerals of the transition zone, wadsleyite
and ringwoodite, dissolve substantially more H2O than
those of the upper mantle (above 410 km depth) and
lower mantle (below 660 km) to suggest that the transi-
tion zone is very rich in H2O and that the 410 km acts as
a ‘water filter’ for trace elements. They argue that,
provided the transition zone is richer in H2O than the
solubility limit of the mantle at 410 km depth, upwell-
ing mantle in the transition zone must release H2O as it
crosses from the wadsleyite to olivine stability field at
410 km. At an approximate temperature of 1500 �C, this
water would not exist as a fluid, as shown schematically
in Figure 15, but as a hydrous silicate melt. Partial
melting would strip most of the incompatible trace
elements out of the solid mantle traversing the 410 km
discontinuity and, provided the melt was left behind
‘perched’ on the discontinuity, the residual solids could,
in the upper mantle, provide the trace element-
depleted source region of N-MORB. Furthermore,
melting could generate a much sharper discontinuity
than that calculated for subsolidus conditions above,
even for quite high water concentrations. The melt,
which must be denser than the solid mantle to be left
behind at the discontinuity, would be recycled back
into the lower mantle at subduction zones where it
would freeze and attach itself to descending plates.

Bercovici and Karato’s mechanism for generating
an upper mantle depleted in incompatible elements is
attractive in that it provides the possibility of produ-
cing depleted (upper) and enriched (lower)
reservoirs without invoking strictly layered mantle
convection. It can also be disproven, because it is
based on a number of assumptions which are experi-
mentally testable. Firstly, the partitioning of
elements between the solid phases at 410 km depth
and hydrous silicate melts must be consistent with

the pattern of trace element depletion of the MORB
source region. The available experimental data
(Mibe et al., 2006) suggest that the model passes this
test. Secondly, the hydrous melts must be denser than
the mantle above 410 km depth, and thirdly the sto-
rage capacity of the upper mantle must be very low in
order to generate the water-depleted (80–180 pm)
source regions of N-MORB. Based on more recent
solubility measurements for H2O in olivine,
Hirschmann et al. (2005) argued that the storage
capacity of the mantle just above the 410 km discon-
tinuity is >4000 ppm, so hydrous melting at 410 km
would generate a ‘depleted’ mantle which is much
richer in H2O than the MORB source. This observa-
tion is difficult to reconcile with the ‘water filter’
hypothesis. Hirschmann (2006) also argued that it is
very unlikely that hydrous melts would be denser
than the mantle and remain behind at 410 km as the
solid mantle ascends. Recent measurements at high
pressure by Sakamaki et al. (2006) indicate, however,
that the melt would be gravitationally stable pro-
vided it contains less than 6.7% H2O. Furthermore
Song et al. (2004) have found seismological evidence
for the existence of a low-velocity layer, plausibly a
dense partial melt, on top of the 410 km discontinuity
in the northwestern United States.

The current status of the ‘water filter’ hypothesis
is that it remains consistent with the available melt
density and trace element partitioning data but that it
cannot explain the very low H2O concentrations in
the MORB source region. We anticipate further test-
ing through both experiment and seismological
observation in the near future.

2.04.4.4 Water Solubility in Lower-Mantle
Minerals

The water-storage capacity of the lower mantle has
remained controversial due to the difficulties of
synthesizing suitable samples (free of impurities
and water saturated) and analyzing them. Some stu-
dies (Murakami et al., 2002; Litasov et al., 2003)
reported large water-storage capacities for MgPv
(�1400–2000 ppm), FP (�2000 ppm) and CaPv
(�4000 ppm) in peridotite. On the other hand,
Bolfan-Casanova et al. (2000, 2002, 2003) reported
water contents in MgPv and FP to be <10 and
20–75 ppm, respectively, implying that, if the mantle
contains several hundred ppm H2O, this cannot be
stored in the nominally anhydrous minerals of the
lower mantle.
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2.04.4.4.1 Magnesium silicate perovskite

Navrotsky (1999) suggested that the incorporation of
trivalent cations (hereafter M3þ) such as Al3þ and
Fe3þ enhances the solubility of hydrogen in magne-
sium silicate perovskite. Assuming that M3þ

substitutes for Si4þ (B-site) in magnesium perovskite
and is charge-balanced via formation of an oxygen
vacancy, we can write the following reaction for
dissolution of M2O3 (in Kröger–Vink notation):

M2O3 þ 2Sisi þ Oo ¼ 2Msi9þ V��

o þ 2SiO2 ½13�

Alternatively, if M3þ enters MgPv via coupled sub-
stitution in both A- and B-sites, we can write the
reaction as

M2O3 þ Sisi þMgMg ¼ Msi9þM�

Mg þMgSiO3 ½14�

As inferred from MgPv–melt partitioning data in
peridotitic compositions (Liebske et al., 2005),
�90% of Al3þ (and �40% Cr3þ) enter the B-site of
MgPv. In contrast, Fe3þ, which is larger, would be
predominantly present in the A-site, thus charge-
balancing some of the Al3þ in the B-site according
to reaction [14]. Assuming 60% of Fe in MgPv is
Fe3 þ (e.g., McCammon, 1997; Frost et al., 2004) and
Fe3þ enters only the A-site (e.g., Vanpeteghem et al.
2006), one can estimate that in MgPv containing
4–5 wt.% Al2O3, and 7 wt.% FeO � as expected in
the mantle (e.g., Wood, 2000; Nishiyama and Yagi,
2003) about 80–95% of Al3þ would be charge-
balanced by Fe3þ in the A-site. Therefore, an order
of 5–20% of the Al3þ present could be charge-
balanced by formation of oxygen vacancies. This
estimate leads to �0.06–0.3% of the oxygen sites in
MgPv being vacant. These vacancies would plausibly
interact with H2O as follows:

H2Oþ V��

o þ Oo ¼ 2ðOHÞ�o ½15�

Then, as shown in Figure 17, one can derive a max-
imum water solubility of between 0 and 2200 ppm in
MgPv taking account of uncertainty in the Fe3þ/P

Fe ratio (60	 5%). Increasing the proportion of
Fe3þ in the B-site increases the number of oxygen
vacancies and the anticipated water solubility. For
example, if 20% of Fe3þ is actually present in the
B-site, the derived water content would be �2200–
4200 ppm (Figure 17). The water contents of MgPv
estimated by Murakami et al. (2002) and Litasov et al.
(2003) are broadly consistent with this model of
hydroxylation of oxygen vacancies. The results of
Bolfan-Casanova et al. (2003) on similar bulk compo-
sitions indicate about 2 orders of magnitude lower

solubility of H2O in Mg-perovskite, however.
Currently, the large differences between these stu-
dies of (nominally) the same problem are unresolved,
and there is clearly need for improvement of both
synthesis and analytical methods.

2.04.4.4.2 Calcium silicate perovskite

In peridotite, CaPv contains minor amounts of Mg,
Al, and Fe (e.g., Kesson et al., 1998; Wood, 2000).
Based on the partitioning parabolae obtained by
Corgne et al. (2005), it is reasonable to assume that
Al enters only the B-site. Therefore, the fraction of
oxygen vacancies required for charge compensation
depends on the proportion and site occupancy of
ferric iron. Considering Al2O3 and FeO� contents of
1 wt.% and 1–2 wt.%, respectively, as representative
of the CaPv composition in the lower mantle (e.g.,
Kesson et al., 1998; Wood, 2000), �0.6–1% of oxygen
positions are required to be vacant for charge com-
pensation if Fe is assumed to be only Fe3þ and to
enter only the B-site. In this case and if all the oxygen
vacancies created are filled by hydroxyl groups
according to reaction [15], we derive a maximum
water content of �3000–4300 ppm consistent with
the measurements of Murakami et al. (2002). This
value is halved (�1750 ppm) if Fe is only Fe2þ and
located in the A-site. However, Fe is likely to be
present in CaPv as both Fe2þ and Fe3þ with Fe2þ

and probably most of Fe3þ in the A-site. As shown in
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Figure 18, water solubility decreases with increasing
FeO� content and decreasing proportion of Fe3þ in
the B-site, the decrease being more pronounced at
high Fe3þ/

P
Fe ratio. For example, water solubility

would be zero for CaPv contents above 1.8 wt.%
FeO� and Fe3þ/

P
Fe ratio above 80%. Assuming

that �60% Fe is Fe3þ, as in MgPv, water contents
would be �250–1000 ppm if Fe3þ is only in the
A-site and �700–1250 ppm if 15% of Fe3þ is in the
B-site (Figure 18).

2.04.4.4.3 Ferropericlase

Potential mechanisms of H2O dissolution in
(Mg, Fe)O ferropericlase are similar to those outlined
for perovskite above. Currently, however, large dis-
crepancies in the data for H2O solubility in this phase
(75 ppm, Bolfan-Casanova et al., 2003; 2000 ppm,
Murakami et al., 2002) make further discussion and
comparison with perovskite meaningless.

2.04.5 Conclusions

Partitioning of trace elements between the high-pres-
sure phases of the transition zone and lower mantle and
coexisting silicate melts has been found to obey the
simple elastic strain model which has been successfully
applied to a wide range of low-pressure minerals
(Blundy and Wood, 1994). For elements of fixed

charge, solid–liquid partition coefficients Di are an
approximately parabolic function of ionic radius,
where the peak of the parabola Do corresponds to the
partition coefficient for the ion which enters the site
without strain. One marked difference from low pres-
sure minerals such as clinopyroxene and plagioclase is
that many elements which are very incompatible in
shallow mantle and crustal minerals are very compa-
tible in the perovskites of the lower mantle (Figures 5
and 8). In Figure 5, for example, it can be seen that Zr
and Hf have partition coefficients into MgPv which are
greater than 1, while U and Th have partition coeffi-
cients into CaSiO3 perovskite of larger than 10
(Figure 8). As can be seen from Figure 8, Th4þ and
U4þ are markedly and very unusually more compati-
ble in the Ca site of perovskite than Ca2þ itself.

Investigation of the limits of Henry’s law for Ca-
perovskite (in the form of the low-pressure-phase
CaTiO3) demonstrates that the high partition coeffi-
cients for 3þ and 4þ ions into the Ca2þ site arise
from the ease with which excess charge is compen-
sated in the perovskite structure. This takes place by
the creation of cation vacancies. Thus, the composi-
tional dependence of Th partitioning indicates that
Th4þ replaces 2Ca2þ with the creation of a vacancy
in the Ca sublattice.

The measured liquid–solid partition coefficients
have been used to investigate the possibility that the
mantle underwent gross stratification early in Earth
history, with establishment of a lower layer rich in
majorite or perovskite. Applying the constraint that
the primitive ‘upper’ mantle has chondritic ratios of
the refractory lithophile elements, we find that the
permissible extents of high-pressure fractionation are
very small. Thus, for example, fractionation of per-
ovskite into the lower mantle is limited to about 8% of
mantle volume (Figure 13). The limit of possible
majorite fractionation (in the absence of perovskite
fractionation) is 4%. This does not mean that exten-
sive melting and fractional crystallization of the
mantle did not occur in early Earth history. It means
only that later rehomogenization of the mantle has
erased virtually all record of any such event and that
only a few percent of the lower mantle volume can, at
most, remain isolated from the upper mantle. This
result is robust provided that there is not a very strong
negative pressure effect on partitioning of ‘incompati-
ble’ trace elements such as U and Th into perovskites.

Experimentally and analytically, the behavior of H
in high-pressure phases is much more difficult to con-
strain than that of other trace elements. Much of the
available data show appreciable scatter. Nevertheless, it
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is apparent that wadsleyite and ringwoodite of the
transition zone can dissolve H2O at levels larger than
2 wt.% (Figure 14), while the maximum solubility in
the low-pressure olivine polymorph is about 0.5 wt.%
(Hirschmann et al., 2005). Given that H2O partitions
between wadsleyite and olivine with a ratio between 5:1
and 10:1, it can be shown that the width of the 410 km
discontinuity places constraints on the water content of
the mantle (Figures 15 and 16). In the absence of
melting, the seismologically determined sharpness of
the 410 km discontinuity, which corresponds to the
olivine–wadsleyite phase transformation, fixes the max-
imum water content of the mantle olivine at about
400 ppm. This is in broad agreement with mantle
water contents estimated from H2O contents in
MORBs.

Water solubility in the principal minerals of the
lower mantle, ferropericlase, magnesium, and cal-
cium silicate perovskites, is very poorly known.
Currently available data vary by almost 2 orders of
magnitude from a few tens of ppm to a few thousand
ppm. It is clear, however, that whichever data are
accepted, H2O is much more soluble in the transition
zone than in the lower mantle. These observations
have led to the suggestion of Bercovici and Karato
(2003) that the transition zone is water rich while the
upper and lower mantles are relatively dry.
According to this idea, the depleted upper mantle is
generated by hydrous partial melting of upwelling
fertile mantle as it crosses the 410 km discontinuity.
Measured densities of hydrous melts at appropriate
conditions (Matsukage et al., 2005; Sakamaki et al.,
2006) indicate that the melts could, as predicted,
remain perched on the 410 km discontinuity as
the depleted solid mantle rises. The depleted mantle
should, however, be much richer in H2O (4000 ppm)
than appears plausible from the H2O concentrations
in MORB source region (200 ppm).
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2.05.1 Introduction

The Earth’s core plays a fundamental role in the evolu-

tion of our planet. As the Earth cools, the inner core

grows, crystallizing from the outer core of liquid iron

(alloyed with�5–10% light elements) to form an inner

core of solid iron (alloyed with �2–3% light elements

( Jephcoat and Olson, 1987; Poirier, 1994; Stixrude et al.,

1997; Alfè et al., 2002a)). The release of latent heat of

fusion, together with chemical buoyancy arising from

the enrichment of the outer core with light elements,

provide driving forces for the fluid flow responsible for

the geodynamo, and hence for the Earth’s magnetic

field. The heat released from the core helps drive

mantle convection which leads in turn to surface fea-

tures such as volcanism and plate tectonics. Since the

inner core is sitting within the liquid outer core, it is

isolated from the rest of the Earth; however, coupling

91



with the outer core and mantle (e.g., geomagnetic and
gravitational) prevent its motion from being entirely
independent, allowing it to super-rotate and wobble.

The only direct observations of the Earth’s core
come from seismology; therefore, any credible miner-
alogical model has to match exactly the seismic
observations. Increasingly accurate seismic observations
have shown the Earth’s inner core, in particular, to be far
more complex than had previously been thought. The
current seismological models reveal an inner core which
is anisotropic, layered, and possibly laterally heteroge-
neous, but the origins of this anisotropy and layering are
not yet understood. It is generally considered that the
anisotropy reflects the preferred orientation of the crys-
tals present, which could have arisen either during
inner-core crystallization or developed over time
through solid state flow; these two mechanisms have
vastly different implications for core evolution. The
observed layering may be due to changes in chemical
composition, crystal structure, preferred orientation or
some combination of all three. Again, these imply very
different core processes and evolution. The observed
layering also implies that the upper and lower inner core
could be compositionally or structurally different. The
origin of anisotropy and layering is fundamental to
understanding and constraining evolutionary models
for the Earth’s inner core, and the mineralogical model
must reflect this complex structure.

Mineral physics also has an important role to play in
understanding the processes going on in the outer core.
Knowledge of the thermoelastic properties of candidate
liquid iron alloys can be compared with seismological
observations and therefore lead to models for the com-
position of the outer core. Estimates for the dynamic
properties of liquids such as diffusivity and viscosity can
be incorporated into the magnetohydrodynamics equa-
tions that quantify the magnetic field (see Chapter 5.03).
Furthermore, mineral physics can provide values for
thermodynamic quantities that can be put into thermal
evolution models of core formation leading to time-
scales for inner core growth and quantification of the
heat budget of the Earth.

In order to place fundamental constraints on the
properties of the Earth’s core, it is essential to know the
behavior of iron and iron alloys at core conditions. In
particular, the key questions to resolve are: what is the
most stable phase(s) of iron present in the inner core,
what are the elastic properties of the stable phase(s) (at
core pressures and temperatures), what are the rheolo-
gical properties of these candidate solid phases, do the
combined thermoelastic and rheological properties of
iron alloys lead to a comprehensive model for inner

core composition, evolution, anisotropy, and layering;
in addition, what is the temperature of the Earth’s core,
what are the thermodynamic properties of candidate
liquid iron alloy phases, what are the rheological prop-
erties of these phases, what is the composition of the
outer core. Notwithstanding the difficulties in answer-
ing any single one of these questions, the combined
answers of them all should exactly match the models
inferred from seismology.

2.05.2 Seismological Observations
of the Earth’s Core

2.05.2.1 PREM and Beyond

One-dimensional global seismological models for the
Earth’s core, such as the ‘preliminary reference Earth
model’ (PREM; Dziewonski and Anderson, 1981),
give bulk elastic properties as a function of depth
via compressional and shear wave velocity profiles
and free oscillation data. Although these models tell
us nothing about exact composition or temperature,
they do give fairly robust measurements for pressure,
density, and also elastic moduli, such as incompres-
sibility and shear modulus, from which compositional
models can be derived. Since PREM there have been
a number of refinements of the seismological model
such as IASP91 (Kennett and Engdahl 1991) and
AK135 (Kennett et al., 1995) which show subtle dif-
ferences in the detailed velocity profiles, but are
generally consistent with each other. More complex
structures of the Earth have been observed with
three-dimensional (3-D) imaging generated using
seismic tomography; this shows how the wave velo-
cities vary laterally as well as radially generating a
3-D representation of wave velocities throughout the
Earth (see, e.g., Romanowicz (2003) for a review). It is
the job of mineral physics to provide estimates for
core properties which best match these seismological
models and which thereby provide an explanation for
the more detailed seismic structure of the inner core.

2.05.2.2 Anisotropy and Layering in the
Inner Core

It is well established that the inner core exhibits signifi-
cant anisotropy, with P-wave velocities �3% faster
along the polar axis than in the equatorial plane
(Creager, 1992; Song and Helmberger, 1993; Song,
1997; Song and Xu, 2002; Sun and Song, 2002; Beghein
and Trampert, 2003; Oreshin and Vinnik, 2004). Early
models for the inner core suggested that this seismic
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anisotropy had cylindrical symmetry, with the symme-

try axis parallel to the Earth’s rotation axis. More recent

seismic observations suggest that, as well as being cylin-

drically anisotropic, the inner core may in fact be

layered (Figure 1(a)). The evidence is for a seismically

isotropic or weakly anisotropic upper layer, with lateral

variations in thickness of �100–400 km, overlaying an

irregular, nonspherical transition region to an anisotro-

pic lower layer (Song and Helmberger, 1998; Ouzounis

and Creager, 2001; Song and Xu, 2002; Ishii and

Dziewonski, 2003), although variations on this model

have also been suggested (e.g., Figure 1(b)). The exis-

tence of an isotropic upper layer implies that the

magnitude of the seismic anisotropy in the lower inner

core should be significantly greater than previously

thought, possibly as much as 5–10% (Ouzounis and

Creager, 2001; Song and Xu, 2002). The observed layer-

ing also implies that the upper and lower inner core

could be compositionally or structurally different.
With this recently observed complex structure of the

inner core, the question arises as to the mechanisms by

which such anisotropy and layering can occur, and the

nature of the seismic boundary. The isotropic layer

could be due either to randomly oriented crystals (con-

taining, e.g., b.c.c. and/or h.c.p. iron) or to a material with

a low intrinsic anisotropy. The anisotropic lower layer is

thought to be due to the preferred orientation of aligned

crystals (Anderson, 1989), possibly, although not

necessarily, of a different iron phase to the upper layer.
The inner core could therefore, for example, be com-
prised entirely of b.c.c. iron, entirely of h.c.p. iron, or
some combination of the two.

There are three hypotheses of how the anisotropy
and layering could have occurred:

1. Yoshida et al. (1996) have suggested a driving
mechanism whereby the inner core grows more rapidly
at the equator than the poles, giving rise to a flattened
sphere. In order to maintain hydrostatic equilibrium,
this ellipsoidal inner core would have to continuously
deform as it grows, resulting in stress-induced recrys-
tallization. Figure 2 shows the flow lines resulting from
their calculations. In this model, the older material will
have undergone the most deformation, and hence show
the greatest preferential orientation, consistent with
the observation that the center of the inner core has a
greater degree of anisotropy.

2. Buffett and Wenk (2001) suggested instead that
the depth dependence of anisotropy can be explained by
plastic deformation under the influence of electromag-
netic shear stresses (Figure 3). This would produce a
torroidal type flow, quite different from that of the
previous model. Again, the high anisotropy in the
lower inner core results from the fact that it is older
and has had more time to develop.

3. The third possibility is that the preferred orienta-
tion was locked into the crystal on cooling from the
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Figure 1 (a) Schematic of isotropic upper-inner-core and anisotropic lower-inner-core structure. The boundary is

speculated to be irregular, which may explain recent reports of large scatter in inner core travel times. (b) Cross section
through the axisymmetric anisotropic inner-core model. The contour levels show the compressional-velocity perturbations

relative to PREM for waves traveling parallel to the rotation axis. Note that this inner-core model is highly anisotropic near its

center. The ability of the model to fit the inner-core spectral data degrades appreciably if an isotropic layer thicker than
100–200 km is imposed at the top of the inner core. (a): Song XD and Helmberger DV (1998) Seismic evidence for an inner core

transition zone. Science 282: 924–927; (b): Durek JJ and Romanowicz B (1999) Inner core anisotropy by direct inversion of

normal mode spectra. Geophysical Journal International 139: 599–622.
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liquid, perhaps due to flow in the outer core (Karato,

1993). If the alignment was frozen in on crystallization,
there would have to be an, as yet unknown, mechanism

for the formation of the outer isotropic layer. One pos-

sibility is simply that the iron phase in the outer layer of
the inner core is different to that in the deeper inner core

and does not have slip systems which cause anisotropy.

The first model predicts the c-axis of h.c.p.-iron to
be aligned parallel to the pole directions, while the

second mode predicts it to be in the equatorial plane.
Despite the completely different underlying

dynamics and resultant flow fields, both studies

were able to show at the time of publication (1996
and 2001, respectively) that the predicted lattice

preferred orientation gave an anisotropy consistent
with that observed for the inner core. The reason
they were able to do this was because they used
different sets of elastic constants to calculate the
anisotropy (see Section 2.05.4.2), and they used dif-
ferent mechanisms for producing the preferred
orientation in the first place. An additional, but fun-
damental uncertainty in these models is that they
only considered the h.c.p. phase of iron. As shown
in Section 2.05.3, there is growing evidence that b.c.c.
may in fact be stable in all or part of the inner core.

2.05.2.3 Super-Rotation of the Inner Core

In addition to anisotropy and layering, there is another
inference from seismology which provides a constraint
on the dynamics of the inner core, in particular, inner-
core viscosity. Seismic observations suggest that the
Earth’s inner core may be rotating with respect to the
bulk of the Earth. Although there have been several
seismic studies, until recently, there appeared to be no
consensus as to the amount of differential rotation of the
Earth’s core with respect to the mantle. Observations
suggest rotation rates which range from marginally
detectable to 3 � per year (Song and Richards, 1996; Su
et al., 1996; Creager, 1997; Song, 2000; Song and Li, 2000;
Souriau, 1998; Poupinet et al., 2000; Collier and
Hellfrich, 2001). More recently, however, the debate
seems to have settled on the low end of the spectrum at
0.3–0.5� per year (Zhang et al., 2005). If the rotation rate
is high, and if seismic anisotropy is due to preferred
alignment, the inner core would have to adjust on a
relatively short timescale in order to maintain its tex-
ture as it rotates. Collier and Helffrich (2001) suggested
that the relative motion of the inner core and the
mantle might take the form of an inner-core oscillation
on a timescale of �280 days rather than a simple
relative rotation of the two; this type of oscillation
could be caused by the hetereogeneous distribution
of mass in the Earth’s mantle exerting a significant
gravitational pull on the inner core, which will tend
to keep the inner core aligned. The extent to which the
inner core adjusts during differential rotation or oscil-
lation will therefore depend critically on the inner-
core viscosity. Buffett (1997) modeled the viscous
relaxation of the inner core by calculating numerically
the relaxation time for the inner core to adjust, as it
rotates, back to its equilibrium shape after small distor-
tions due to perturbations in gravitational potential
imposed by the overlying mantle. He suggested that
the viscosity has to be constrained to be either less than
1016 Pa s or greater than 1020 Pa s depending on the
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Figure 2 Flow field showing predominantly radial flow.
From Yoshida S, Sumita I, and Kumazawa M (1996) Growth

model of the inner core coupled with outer core dynamics

and the resulting anisotropy. Journal of Geophysical

Research 101: 28085–28103.
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Figure 3 Direction of magnetic field causing preferred
crystal alignment in model of Buffett and Wenk (2001).
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dynamical regime. The latter value is supported by
Collier and Hellfrich (2001), who concluded that the
attenuation of the observed inner-core torsional oscil-
lations with time are consistent with a viscosity of
3.9 � 1019 Pa s. Clearly, an independent measure of
inner-core viscosity would place constraints on these
values which will depend not only on the crystal struc-
ture adopted by the iron alloy of the inner core but also
on the mechanism(s) by which deformation occurs.

2.05.2.4 Sei smologi cal Obser vations
of the Outer Core

In general, the outer core is considered to be homo-
geneous due to the continual mixing of the liquid via
convection. Despite this, there is some seismological
evidence to suggest that there is some structure and
heterogeneity in the outer core. For example, lateral
velocity heterogeneities, possibly associated with the
topography at the core–mantle boundary (CMB),
have been observed with seismic tomography
(Soldati et al., 2003). However, at the present time,
it is impossible to be definitive as to whether or not
these lateral anomalies are an artifact of the metho-
dology (see, e.g., Lei and Zhao, 2006). There is also
some evidence for some structure at the top of the
outer core. A very small (a few kilometers across) and
thin (150 m) outer core rigidity zone may exist just
below the core–mantle boundary (Garnero and
Jeanloz, 2000); it is possible that this anomaly is
responsible for the wobbling of the Earth’s rotation
axis (Rost and Revenaugh, 2001). Finally, there may
be a mushy layer (crystals suspended in liquid) or
slurry zone (solidification via dendrites) at the base
of the inner core, the latter being more likely
(Shimizu et al., 2005).

Accurate mineral physics data can be used to resolve
many of the uncertainties about the structure and com-
position of the Earth’s core; however, as mentioned in
Section 2.05.1, the mineralogical model that comes out
of combining theoretical and experimental studies must
match the seismological observations exactly.
Furthermore, the seismological observations themselves
must be sufficiently detailed and robust to enable accu-
rate and meaningful comparisons to be made.

2.05.3 The Structure of Iron
in the Inner Core

The properties of the inner core are determined by the
materials present; although we know that the inner

core is made or iron alloyed with nickel and other
lighter elements (see Section 2.05.10), we must first
understand the behavior of pure iron before we are
able to understand the behavior of iron alloys.
However, the properties of pure iron relevant to the
Earth’s core depend upon the structure iron adopts
at core conditions, and it is this we need to address first.

Experimentalists have put an enormous effort over
the last 15–20 years into obtaining a phase diagram of
pure iron, but above relatively modest pressures and
temperatures there is still much uncertainty (Brown,
2001). Under ambient conditions, Fe adopts a b.c.c.
structure, that transforms with temperature to an
f.c.c. form, and with pressure transforms to an h.c.p.
phase, "-Fe. The high P/T phase diagram of pure iron
itself however is still controversial (see Figure 4 and
also the discussion in Stixrude and Brown (1998)).
Various diamond anvil cell (DAC)-based studies
have been interpreted as showing that h.c.p. Fe trans-
forms at high temperatures to a phase which has
variously been described as having a double hexagonal
close packed structure (dh.c.p.) (Saxena et al., 1996) or
an orthorhombically distorted h.c.p. structure
(Andrault et al., 1997). Furthermore, high-pressure
shock experiments have also been interpreted as
showing a high-pressure solid–solid phase transforma-
tion (Brown and McQueen, 1986; Brown, 2001), which
has been suggested could be due to the development
of a b.c.c. phase (Matsui and Anderson, 1997). Other
experimentalists, however, have failed to detect such a
post-h.c.p. phase (e.g., Shen et al., 1998; Nguyen and
Holmes, 2004), and have suggested that the previous
observations were due to either minor impurities or
metastable strain-induced behavior. Nevertheless, the
experiments, together with theoretical calculations of
the static, zero-Kelvin solid (Stixrude et al., 1997;
Vočadlo et al., 2000), suggested that the h.c.p. phase
of iron is the most likely stable phase in the inner core.
Experiments at moderate pressure and ambient tem-
perature (Antonangeli et al., 2004), and calculations
(Stixrude and Cohen, 1995a) at high pressures but at
0 K, showed that the compressional wave velocity
along the c-axis of h.c.p.-Fe is significantly faster than
that in the basal plane; this led to the conclusion that
the inner core is made up of oriented h.c.p.-Fe crystals
with the c-axis parallel to the rotation axis. However,
more recent calculations (using a particle-in-cell
(PIC) method) found that the elastic properties of
h.c.p.-Fe change dramatically as a function of tempera-
ture (Steinle-Neumann et al., 2001), and that
compressional waves travel faster in the basal plane
of h.c.p.-Fe at high temperatures and pressures, in
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complete contrast to the low-temperature results.

These results can account for the observed seismic

anisotropy if the preferred orientation of h.c.p.-Fe in

the inner core is with the c-axis aligned parallel to the

equatoral plane instead of parallel to the poles.

Obviously, if the seismic anisotropy is caused by

deformation, the two studies imply very different

stresses and flow fields in the inner core (as described

in Section 2.05.2.2). There are two main issues with

these conclusions that need to be considered.
First, the assumption that iron must have the

h.c.p. structure at core conditions has been recently

challenged, especially in the presence of lighter ele-

ments (Beghein and Trampert, 2003 and Figure 5;

Lin et al., 2002) – it now seems possible or even

probable that a b.c.c. phase might be formed

(Vočadlo et al., 2003a).
Previously, the b.c.c. phase of iron was considered an

unlikely candidate for a core-forming phase because it

is elastically unstable at high pressures, with an

enthalpy considerably higher than that of h.c.p.

(Söderlind et al., 1996; Stixrude and Cohen, 1995b;

Vočadlo et al., 2000). However, ab initio molecular

dynamics calculations to obtain free energies at core

pressures and temperatures have found that the b.c.c.

phase of iron does, in fact, become entropically
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standard deviations. �, �, and � are the three anisotropic

parameters describing P-wave anisotropy, S-wave
anisotropy, and the anisotropy of waves that do not travel

along the vertical or horizontal directions, respectively. A

comparison with the elasticity of h.c.p. iron at inner-core

conditions (Steinle-Neumann et al., 2001) shows that some of
their models can be explained by progressively tilted h.c.p.

iron in the upper half of the inner core, with their symmetry

axes oriented at 45� from Earth’s rotation axis at r¼ 900 km
and at 90� in the middle of the inner core. In the deepest inner

core (r¼0–400 km), ‘none’ of their models is compatible with

published data of h.c.p. iron. This result might suggest the

presence of another phase from these depths. Such a phase
of iron could indeed be stable in the presence of impurities.
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stabilized at core temperatures (Vočadlo et al., 2003a).

In an earlier paper (Vočadlo et al., 2000) spin-

polarized simulations were initially performed on

candidate phases (including a variety of distorted b.c.c.

and h.c.p. structures and the dh.c.p. phase) at pressures

ranging from 325 to 360 GPa. These revealed, in agree-

ment with Söderlind et al. (1996), that under these

conditions only b.c.c. Fe has a residual magnetic

moment and all other phases have zero magnetic

moments. It should be noted, however, that the mag-

netic moment of b.c.c. Fe disappears when simulations

are performed at core pressures and an electronic tem-

perature of >1000 K, indicating that even b.c.c. Fe will

have no magnetic stabilization energy under core con-

ditions. At these pressures, both the b.c.c. and the

suggested orthorhombic polymorph of iron (Andrault

et al., 1997) are mechanically unstable (Figure 6). The

b.c.c. phase can be continuously transformed to the f.c.c.

phase (confirming the findings of Stixrude and Cohen

(1995a)), while the orthorhombic phase spontaneously

transforms to the h.c.p. phase, when allowed to relax to

a state of isotropic stress.

In contrast, h.c.p., dh.c.p., and f.c.c. Fe remain
mechanically stable at core pressures, and we were

therefore able to calculate their phonon frequencies

and free energies. These showed that the h.c.p.

phase was the more stable phase. However, it must

be remembered that the free energies were

obtained from phonon frequencies calculated at 0 K.

More recently, Vočadlo et al. (2003a) used the

method of thermodynamics integration combined

with ab initio molecular dynamics to calculate the

free energy at core pressures and temperatures of

b.c.c. and h.c.p. iron. The conclusion was that,

although the thermodynamically most stable phase

of pure iron is still the h.c.p. phase, the free energy

difference is so very small (Table 1) that a small

amount of light element impurity could stabilize

the b.c.c. phase at the expense of the h.c.p. phase

(Vočadlo et al., 2003a).
Second, considerable doubts have now been cast

over the PIC method used to calculate the high-

temperature elastic constants (Gannarelli et al.,

2003). Of particular importance is use of the correct
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equilibrium c/a ratio in h.c.p.-Fe; indeed, there has
been an evolving story in the literature just on this
property of iron alone, as it has a significant effect on
the nature of the elastic anisotropy. In their work on
the high-pressure, high-temperature elastic proper-
ties of h.c.p.-Fe, Steinle-Neumann et al. (2001)
reported an unexpectedly large c/a ratio of almost
1.7. However, the work of Gannarelli et al. (2005)
casts doubt on the robustness of these calculations
and they found that the c/ a ratio ranges from 1.585 at
zero pressure and temperature to 1.62 at 5500 K and
360 GPa (see Figu re 7), a result confirmed by further
calculations (Vočadlo, 2007).

It should be clear from this section that neither the
stable phase(s) nor the elasticity of iron in the Earth’s
inner core are known with any certainty; the studies
outlined above serve to highlight the need to perform
more detailed calculations under the appropriate
conditions of pressure and temperature. Although
the free energy of h.c.p.-Fe is lower than that of
b.c.c.-Fe, even for a hypothetical pure iron core, the
free energy difference is so small that, at core tem-
peratures, both phases are likely to exist. In addition,
we need to consider the effect of light elements, not
only on the stability of the phases, but also on seismic
anisotropy and slip systems.

2.05.4 Thermoelastic Properties
of Solid Iron

The only experimental data on solid iron under true
core pressures and temperatures comes from either
simultaneously high- P/high- T static experiments
or shock experiments; however, although the

measurement of temperature in shock experiments
has been attempted, it is problematic (e.g. Yoo et al.,
1993). There are a number of static experimental
studies on pure iron at ambient pressures and high
temperatures, and high pressures and ambient tem-
peratures (see below). Simultaneously high-
pressure/high-temperature experiments are very
challenging, although they have been attempted
(e.g., the iron phase diagram above). In this section,
we look at the thermoelastic properties of iron as
obtained from ab initio calculations, and, where pos-
sible, compare them to experimental data.

2.05. 4.1 Thermody namic Propertie s
from Free Energies

Computational mineral physics can play an extre-
mely important role in quantifying some of the key
thermodynamics properties that determine the state
and evolution of the inner core. These calculations
both compliment experimental data, and extend our
knowledge where no experimental data exist.
In Section 2.05.3 we have already shown that ‘pure’
iron is likely to take the h.c.p. structure at core con-
ditions, so for the properties we present here, we
focus only on h.c.p.-Fe. The results are presented as
a function of pressure along isotherms. At each

Table 1 The ab initio Helmholtz free energy per atom of

the b.c.c. and h.c.p. phases of Fe at state points along
(� and below) the calculated melting curve

V (Å3) T (K) Fbcc (eV)
Fhcp

(eV)
D F
(meV)

9.0 3500 �10.063 �10.109 46

8.5 3500 �9.738 �9.796 58

7.8 5000 �10.512 �10.562 50

7.2 6000 �10.633 �10.668 35
6.9 6500 �10.545 �10.582 37

6.7 6700 �10.288 �10.321 33

7.2� 3000 �7.757 �7.932 175

Vočadlo L, Alfe D, Gillan MJ, Wood IG, Brodholt JP, and Price GD
(2003a) Possible thermal and chemical stabilisation of body-
centred-cubic iron in the Earth’s core. Nature 424: 536–539.
Note that at core conditions, �F is only �35 meV.
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temperature, the results are only shown for the pres-
sure range where, according to the calculations,
the h.c.p. phase is thermodynamically stable. The
calculated thermodynamic properties at a given tem-
perature, T, and pressure, P, can be determined from
the Gibbs free energy, G(P, T ). In practice, we cal-
culate the Helmholtz free energy, F(V, T ), as a
function of volume, V, and hence obtain the pressure
through the relation P¼�(qF/qV )T and G through
its definition G¼ Fþ PV. To calculate the free ener-
gies we use the method of thermodynamic
integration which allows us to calculate the differ-
ence in free energy, F�F0, between our ab initio

system and a reference system whose potential ener-
gies are U and U0 respectively. Technical details of
the methodology can be found in Alf è et al. (2001).

2.05.4.1.1 Equation of state

The equation of state for h.c.p.-Fe has been studied
both experimentally (e.g., Mao et al., 1990; Brown and
McQueen, 1986) and theoretically (e.g., Söderlind et al.,
1996). In Figure 8 we show the density as a function of
pressure from ab initio calculations together with
that from static compression measurements at 300 K
(Mao et al., 1990), shock experiments (Brown and
McQueen, 1986), theoretical calculations (Stixrude

et al., 1997; Steinle-Neumann et al., 2002) and an ana-
lysis at 6000 K based on a thermal equation of state
(Isaak and Anderson, 2003). All the results from both
theory and experiment are in comforting agreement
and provide a successful basis from which to make
further comparisons of other properties.

2.05.4.1.2 Incompressibility

The isothermal and adiabatic incompressibility
(KT and KS, respectively) are shown in Figure 9.
The incompressibility increases significantly (and
almost linearly) with pressure, and decreases
with increasing temperature (more so in the case of
KT than KS).

2.05.4.1.3 Thermal expansion
The thermal expansivity, �, is shown in Figure 10
together with the value determined from shock data
at 5200 K (Duffy and Ahrens, 1993), the
theoretical calculations of Stixrude et al. (1997), and
an analysis using a thermal equation of state
(Anderson and Isaak, 2002; Isaak and Anderson,
2003). It is clear that � decreases strongly with
increasing pressure and increases significantly with
temperature.

2.05.4.1.4 Heat capacity

The total constant-volume specific heat per atom Cv

(Figure 11) emphasizes the importance of electronic
excitations in our calculations. In a purely harmonic
system, Cv would be equal to 3kB, and it is striking
that Cv is considerably greater than that even at
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Figure 8 Density as a function of pressure for h.c.p. iron

from ab initio calculations along isotherms between 2000

and 6000 K. Filled circles are the static compression

measurements at 300 K (Mao et al., 1990); dashed line is the
calculations for the 4000 K isotherm of Stixrude et al. (1997);

dotted lines are the 5000 K, 6000 K, and 7000 K isotherms of

Steinle-Neumann et al., (2002); stars are from an analysis of

a thermal equation of state at 6000 K (Isaak and Anderson,
2003); triangles-up and -down are the experiments of Brown

and McQueen (1986) along the 300 K isotherm and

Hugoniot respectively. Modified from Vočadlo L, Alfe D,
Gillan MJ, and Price GD (2003b) The properties of iron under

core conditions from first principles calculations. Physics of

the Earth and Planetary Interiors 140: 101–125.
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the modest temperature of 2000 K, while at 6000 K it

is nearly doubled. The decrease of Cv with

increasing pressure evident in Figure 9 comes from

the suppression of electronic excitations by high

compression, and to a smaller extent from the

suppression of anharmonicity. Our Cv values are sig-
nificantly higher than those of Stixrude et al. (1997);
this is likely to be due to the inclusion of
anharmonic corrections via ab initio molecular
dynamics and the temperature dependence of har-
monic frequencies.

2.05.4.1.5 Grüneisen parameter
The Grüneisen parameter, �, is an important quan-
tity in geophysics as it often occurs in equations
which describe the thermoelastic behavior of materi-
als at high pressures and temperatures. The value for
� is used to place constraints on geophysically impor-
tant parameters such as the pressure and temperature
dependence of the thermal properties of core, the
adiabatic temperature gradient, and the geophysical
interpretation of Hugoniot data. The Grüneisen
parameter has considerable appeal to geophysicists
because it is an approximately constant, dimension-
less parameter that varies slowly as a function of
pressure and temperature. It has both a microscopic
and macroscopic definition, the former relating it to
the vibrational frequencies of atoms in a material, and
the latter relating it to familiar thermodynamic prop-
erties such as heat capacity and thermal expansion.
Unfortunately, the experimental determination of �,
defined in either way, is extremely difficult; the
microscopic definition requires a detailed knowledge
of the phonon dispersion spectrum of a material,
whereas the macroscopic definition requires experi-
mental measurements of thermodynamic properties
at simulatneously high pressures and temperatures.

The microscopic definition of the Grüneisen
parameter (Grüneisen, 1912) is written in terms of
the volume dependence of the ith mode of vibration
of the lattice (!i) and is given by

�i ¼ –
q ln!i

q ln V
½1�

However, evaluation of all �i throughout the
Brillouin zone is impossible without some lattice
dynamical model or high pressure inelastic neutron
scattering data. It can be shown (e.g., Barron, 1957)
that the sum of all �i throughout the first Brillouin
zone leads to a macroscopic or thermodynamic defi-
nition of g which may be written as

�th ¼
�VKT

Cv

½2�
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where � is the thermal expansion, V is the volume, KT is
the isothermal bulk modulus, and Cv is the heat capacity
at constant volume. Evaluation of �i is also very diffi-
cult, however, because it requires experimental
measurements of �, KT, etc., at extreme conditions of
pressure and temperature which are not readily attain-
able. Integrating the above equation with respect to
temperature at constant volume leads to the Mie-
Grüneisen expression for � (see, e.g., Poirier 2000):

�th ¼
Pth V

Eth
½3�

where Pth is the thermal pressure and Eth is the thermal
energy. This too is difficult to determine because
the thermal energy is not readily obtained experimen-
tally. At low temperatures, where only harmonic
phonons contribute to E th and Pth, � should
indeed be temperature independent above the
Debye temperature, because Eth ¼3kBT per atom, and
Pth V¼�3kBT(d ln !/d ln V )¼3kBT�ph, so that �th ¼ � i

(the phonon Grüneisen parameter above). But in iron
at high temperatures, the temperature independence of
� will clearly fail, because of electronic excitations and
anharmonicity. Our results for � (Figure 12) indicate
that it varies rather little with either pressure or tem-
perature in the region of interest. At temperatures
below �5000 K, it decreases with increasing pressure,
as expected from the behavior of �i. This is also
expected from the often-used empirical rule of thumb
�¼ (V/V0)

q, where  V0 is a reference volume and q is a
constant exponent usually taken to be roughly unity.
Since V decreases by a factor of about 0.82 as P goes

from 100 to 300 GPa, this empirical relation would
make � decrease by the same factor over this range at
lower temperatures, which is roughly what we see.
However, the pressure dependence of � is very much
weakened as T increases, until at 6000 K, � is almost
constant.

2.05. 4.2 Elastic ity of Solid Iron

A fundamental step toward resolving the structure
and composition of the Earth’s inner core is to obtain
the elastic properties of the candidate phases that
could be present.

The elastic constants of h.c.p.-Fe at 39 and
211 GPa have been measured in an experiment
reported by Mao et al. (1999). Calculations of ather-
mal elastic constants for h.c.p.-Fe have been reported
by Stixrude and Cohen (1995b), Söderlind et al.
(1996), Steinle-Neumann et al. (1999), and Vočadlo
et al. (2003b). These values are presented in Tabl e 2,
and plotted as a function of density in Figures 13(a)
and 13(b). Although there is some scatter on the
reported values of c12, overall the agreement between
the experimental and various ab initio studies is
excellent.

The resulting bulk and shear moduli and the
seismic velocities of h.c.p.-Fe as a function of pres-
sure are shown in Figu res 14 and 15, along with
experimental data. The calculated values compare
well with experimental data at higher pressures, but
discrepancies at lower pressures are probably due to
the neglect of magnetic effects in the simulations (see
Steinle-Neumann et al., 1999).

The effect of temperature on the elastic constants
of Fe was reported by Steinle-Neumann et al. (2001)
based on calculations using the approximate ‘particle
in a cell’ method, as discussed in Section 2.05.3. With
increasing temperature, they found a significant
change in the c/a axial ratio of the h.c.p. structure,
which in turn caused a marked reduction in the
elastic constants c33, c44, and c66 (Figure 16(a)). This
led them to conclude that increasing temperature
reverses the sense of the single-crystal longitudinal
anisotropy of h.c.p.-Fe, and that the anisotropy of the
core should now be viewed as being due to h.c.p.-Fe
crystals having their c-axis preferably aligned equa-
torially, rather than axially as originally suggested by
Stixrude and Cohen (1995a) (Figures 16(b) and 17).

However, the work of Gannarelli et al. (2005) casts
doubt on the robustness of the calculations of Steinle-
Neumann et al. (2001); they found that the c/a ratio
ranges from 1.585 at zero pressure and temperature
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to 1.62 at 5500 K and 360 GPa. These lower values

for the c/ a ratio are confirmed by the work of
Vočadlo (2007), who reported elastic constants for

both b.c.c.- and h.c.p.-iron using ab initio finite tem-

perature molecular dynamics calculations ( Table 3).
A further analysis of the high-temperature behavior

of iron can be made by considering Birch’s law. In the

past, Birch’s law has been used to make inferences

about the elastic properties of the inner core. Birch’s

law suggests a linear relationship between V� and �,
and in the absence of reliable experimental data at very

high pressures and temperatures, it has been assumed

that this linearity may be extrapolated to the condi-

tions of the inner core. In their very recent work, Badro

et al. (2006) used inelastic X-ray scattering in a dia-

mond-anvil-cell at high pressures, but ambient

temperatures, to demonstrate a linear relationship

between Vp and � for a number of systems including
h.c.p.-Fe. Figure 18 shows the fit to their results extra-

polated to core conditions, together with the results

from Vočadlo (2007) (where the uncertainties lie

within the symbols) and also from shock experiments

(Brown and McQueen, 1986). The agreement is gen-

erally outstanding; it is noteworthy that the calculated

b.c.c.-Fe and h.c.p.-Fe velocity–density systematics are

indistinguishable.
Figu re 19 shows how V� varies with density for

both athermal and hot ab initio calculations (Vočadlo,

2007), together with values from PREM (Dziewonski
and Anderson, 1981), experiments of Brown and
McQueen (1986) and from a previous computational
study (Steinle-Neumann et al., 2001). It is clear that
Birch’s law holds for the systems studied in the pre-
sent work, and that the velocities at constant density
are almost temperature independent.

The calculated P-wave anisotropy for the h.c.p.
and b.c.c. phases of Fe at core conditions is �6% and
�4%, respectively, the former being close to the
experimentally determined value of 4–5%
(Antonangeli et al., 2004). The seismically observed
anisotropy (3–5%; Song and Helmberger, 1998) and
layering in the inner core could, therefore, be
accounted for both phases if the crystals were ran-
domly oriented in the isotropic upper layer and
partially aligned in the anisotropic lower layer. In
order to make further conclusions about the elasticity
of the inner core, the effect of light elements must
first be taken into account (see Section 2.05.10).

2.05.5 Rheology of Solid Iron

2.05.5.1 Slip Systems in Iron

In order to understand anisotropy and layering, we
need to understand the deformation mechanism and
processes which could be responsible for textural

Table 2 A compilation of elastic constants (cij, in GPa), bulk (K), and shear (G) moduli (in GPa), and longitudinal (VP) and

transverse (VS) sound velocity (in km s�1) as a function of density (�, in g cm�3) and atomic volume (in Å3 per atom)

V r c11 c12 c13 c33 c44 c66 K G VP VS

Stixrude & Cohen 9.19 10.09 747 301 297 802 215 223 454 224 8.64 4.71

7.25 12.79 1697 809 757 1799 421 444 1093 449 11.50 5.92

Steinle-Neumann

et al.

8.88 10.45 930 320 295 1010 260 305 521 296 9.36 5.32

7.40 12.54 1675 735 645 1835 415 470 1026 471 11.49 6.13

6.66 13.93 2320 1140 975 2545 500 590 1485 591 12.77 6.51

Mao et al. 9.59 9.67 500 275 284 491 235 113 353 160 7.65 4.06

7.36 12.60 1533 846 835 1544 583 344 1071 442 11.48 5.92

Söderlind et al. 9.70 9.56 638 190 218 606 178 224 348 200 8.02 4.57
7.55 12.29 1510 460 673 1450 414 525 898 448 11.03 6.04

6.17 15.03 2750 893 1470 2780 767 929 1772 789 13.70 7.24

Vočadlo et al. 9.17 10.12 672 189 264 796 210 242 397 227 8.32 4.74
8.67 10.70 815 252 341 926 247 282 492 263 8.87 4.96

8.07 11.49 1082 382 473 1253 309 350 675 333 9.86 5.38

7.50 12.37 1406 558 647 1588 381 424 900 407 10.80 5.74

6.97 13.31 1810 767 857 2007 466 522 1177 500 11.77 6.13
6.40 14.49 2402 1078 1185 2628 580 662 1592 630 12.95 6.59

K¼ (<c11> þ 2<c12>)/3 and G ¼ (< c11> � < c12> þ 3<c44>)/5, where <c11> ¼ ( c11 þ c22 þ c33)/3, etc. Previous calculated values
are from Stixrude and Cohen (1995b), Steinle-Neumann et al. (1999), Sö derlind et al. (1996), and Voč adlo et al. (2003b). The experimental
data of Mao et al. (1999) are also presented.
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development in iron at core conditions. Seismic aniso-

tropy will only be developed during deformation if

this deformation leads to lattice-preferred orientation.

A dominant slip system may lead to the development

of the necessary texture and fabric. It is commonly

assumed that glide in crystals occurs along the densest

plane of atoms. However, there are exceptions to this

rule which prevent this criterion from being predic-

tive, and therefore, in order to determine the favored

deformation mechanism in iron, we need to know the

primary slip systems in candidate structures under

core conditions. Poirier and Price (1999) calculated

the elastic constants of h.c.p.-Fe at 0 K together with

stacking fault energies for partial dislocations sepa-

rated by a ribbon of stacking faults lying in the

chosen slip plane. They concluded that slip should

occur on the basal, rather than prismatic, plane,

although it is, however, far from certain that this result

will be valid at high temperatures.
If the primary slip system in h.c.p.-Fe becomes

prismatic at high temperatures, this will have signifi-

cant implications for the direction and extent of

anisotropy; possible slip systems in h.c.p.-Fe include

the basal, prismatic, pyramidal-a and pyramidal-cþa

(Merkel et al., 2004). In b.c.c. crystals, primary slip is

likely to occur along the plane of the body diagonal

because the shortest atomic distance is along <111>.

Although the slip direction is always <111–>, the slip
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plane is normally {110}; however, since the b.c.c.
structure is not close packed, other slip planes are
possible, namely {112} and {123}. The variety of
possible slip systems in b.c.c. metals and the expected
modest strain rates in the inner core suggest that b.c.c.-
Fe is highly unlikely to develop deformation-driven
crystalline alignment. However, very little is known
about the dominant slip systems and creep mechanism
at core conditions that it is impossible to be definitive.

The existence of a dominant active slip system has
consequences for the establishment and magnitude of

anisotropy. If the observed seismic anisotropy in the
lower inner core is consistent with that calculated
from the elastic constants of high-P/T h.c.p.-Fe
phase, and if the h.c.p. phase retains a primary slip
system at high P/T leading to preferred orientation,
then the anisotropy could have developed either
through deformation or on crystallization. If, how-
ever, the observed seismic anisotropy in the lower
inner core is consistent with that calculated from the
elastic constants of the high-P/T b.c.c.-Fe phase,
then the anisotropy is most unlikely to be as a result
of texture development, but is far more likely to be
established on crystallization. However, as we shall
see in the next section, recent studies suggest that the
inner-core viscosity is low and therefore any textural
development on crystallization will have been lost
due to the subsequent deformation.

2.05.5.2 Viscosity and the Inner Core

The inner core is not perfectly elastic and has a finite
viscosity with deformation occurring over long
timescales. Placing numerical constraints on the
viscosity of the inner core is fundamental to under-
standing important core processes such as differential
inner-core rotation, inner-core oscillation, and inner-
core anisotropy (see Bloxham, 1988).

High-temperature experiments on solid iron at
ambient pressure lead to estimates for viscosities
of �1013 Pa s (Frost and Ashby, 1982); however, this
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is likely to be a lower limit as the value may increase at

higher pressures. Seismological and geodetic observa-

tions have led to a number of estimates for inner-core

viscosity ranging from 1011 to 1020 Pa s (see Dumberry

and Bloxham, 2002). In particular, as we have already

seen in Section 2.05.2.3, Buffett (1997) modeled the

viscous relaxation of the inner core by calculating the

relaxation time for the inner core to adjust, as it

rotates, back to its equilibrium shape after small dis-

tortions due to perturbations in gravitational potential

imposed by the overlying mantle. He suggested that

the viscosity has to be constrained to be either less

than 1016 Pa s (if the whole inner core is involved in

the relaxation) or greater than 1020 Pa s (if there is no

relaxation of the inner core), although the latter case

may lead to gravitational locking and hence no differ-

ential rotation. In a more recent study, Van Orman

(2004) used microphysical models of the flow proper-

ties of iron and showed that the dominant deformation

process was via Harper-Dorn creep leading to a visc-

osity of 1011 Pa s, at the lowest end of previous

estimates. Such a low viscosity would allow the core

to adjust its shape and maintain alignment with the

mantle on a minute timescale; furthermore, the strain

required to produce significant lattice-preferred

orientation (LPO) could develop very quickly (years

to hundreds of years) suggesting that such deformation

could produce the observed anisotropy and all mem-

ory if primary crystallization on solidification is lost.
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(Vočadlo, 2006); filled square: shock experiments of Brown
and McQueen (1986).

Table 3 Isothermal (adiabatic) elastic constants and sound velocities of h.c.p.-Fe and b.c.c.-Fe at different densities

and temperatures, together with values taken from PREM

r (kgm�3) T (K) c11 (GPa) c12 (GPa) c44 (GPa) c23 (GPa) c33 (GPa) VP (km s�1) VS (km s�1)

h.c.p. 11628.1 4000 1129 (1162) 736 (769) 155 625 (658) 1208 (1240) 9.91 4.15

13155 5500 1631 (1730) 1232 (1311) 159 983 (1074) 1559 (1642) 11.14 4.01

b.c.c. 11592.91 750 1100 (1106) 712 (718) 287 10.11 4.64

11592.91 1500 1066 (1078) 715 (727) 264 9.98 4.44

11592.91 2250 1011 (1029) 740 (758) 250 9.88 4.20
13155 5500 1505 (1603) 1160 (1258) 256 11.29 4.11

13842 2000 1920 (1967) 1350 (1397) 411 12.22 5.1

13842 4000 1871 (1966) 1337 (1431) 167 11.66 3.87

13842 6000 1657 (1795) 1381 (1519) 323 11.83 4.24

PREM 12760 11.02 3.5

13090 11.26 3.67

Taken from Vočadlo L (2007) Ab initio calculations of the elasticity of iron and iron alloys at inner core conditions: evidence for a partially
molten inner core? Earth and Planetary Science Letters. 254: 227–232.

b.c.c.-Fe -0 K
PREM
b.c.c.-Fe - F (T )
h.c.p. ferromagnetic
h.c.p. antiferromagnetic II
h.c.p. = f (T )
Steinle-Neuman et al.
Brown and McQueen (1986)
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Figure 19 Calculated bulk sound velocity as a function of
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Quantifying the viscosity of the phase(s) present in
the inner core at a microscopic level is a very difficult

problem. At temperatures close to the melting point (as

expected in the inner core), viscous flow is likely to be

determined either by dislocation creep (Harper-Dorn

creep) or by diffusion creep (Nabarro-Herring creep).
The overall viscosity of inner-core material has

diffusion-driven and dislocation-driven contributions:

� ¼ 1

�diff

� �
þ 1

�disl

� �� � – 1

½4�

Diffusion-controlled viscosity, whereby the material
strain is caused by the motion of lattice defects (e.g.,
vacancies) under applied stress, is given by (Frost and
Ashby, 1982)

�diff ¼
d 2RT

�DsdV
½5�

where d is the grain size, R is the gas constant, T is the
temperature, � is a geometric constant and V is the
volume. The self-diffusion coefficient, Dsd, is given
by (Frost and Ashby, 1982)

Dsd ¼ D0 exp –
�H

RT

� �
½6�

where D0 is a pre-exponential factor and �H is the
activation enthalpy for self-diffusion.

For simple materials, dislocation-controlled visc-
osity, whereby material strain is caused by the

movement of linear defects along crystallographic

planes, is given by:

�disl ¼
RT

�DsdV
½7�

where � is the dislocation density.
Both dislocation- and diffusion-controlled creep

mechanisms are thermally activated and the thermally

controlled parameter in both cases is the self-diffusion

coefficient, Dsd. A commonly used empirical relation

for metals assumes that �H is linearly proportional to

the melting temperature, Tm, and hence that

Dsd ¼ D0 exp –
gTm

T

� �
½8�

where g is a constant taking a value of �18 for metals
(Poirier, 2002).

Considering iron close to its melting point at core
pressures (�5500 K), and using reasonable estimates

for other quantities (� � 42, D0 � 10�5 m2 s�1, V

� 5� 10�6 m3 mol�1), we obtain values for �diff

and �disl of � 1021 d2 Pa s and � 6� 1022/�Pa s,

respectively. Unfortunately, the strong dependence
of the viscosity expressions on the completely
unknown quantities of grain size and dislocation
density means that it is extremely difficult to produce
reliable final numerical values. Grain sizes in the
inner core could be anything from 10�3 to 103 m,
resulting in diffusion viscosities in the range
1015–1027 Pa s; dislocation densities could be as low
as 106 m�2 or nearer to the dislocation melting limit
of 1013 m�2, resulting in dislocation-driven viscos-
ities of 109–1016 Pa s. Thus, even the relative
contributions from dislocation-controlled and diffu-
sion-controlled viscosity are as yet unknown.

Clearly, inner-core viscosity is not a well-con-
strained property, with estimates varying over many
orders of magnitude. Future microscopic simulations,
combined with high-resolution seismic and geodetic
data, should constrain this quantity further and thereby
improve our understanding of inner core dynamics.

2.05.6 The Temperature in the
Earth’s Core

Having shown how mineral physics can be used to
understand the properties of solid iron, we turn now
to its melting behavior. An accurate knowledge of the
melting properties of Fe is particularly important, as
the temperature distribution in the core is relatively
uncertain and a reliable estimate of the melting tem-
perature of Fe at the pressure of the inner-core
boundary (ICB) would put a much-needed constraint
on core temperatures. As with the subsolidus behavior
of Fe, there is much controversy over its high- P melt-
ing behavior (e.g., see Shen and Heinz, 1998). Static
compression measurements of the melting temperature,
Tm, with the DAC have been made up to �200 GPa
(e.g., Boehler, 1993), but even at lower pressures results
for Tm disagree by several hundred Kelvin. Shock
experiments are at present the only available method
to determine melting at higher pressures, but their
interpretation is not simple, and there is a scatter of at
least 2000 K in the reported Tm of Fe at ICB pressures
(see Nguyen and Holmes, 2004).

An alternative to experiment is theoretical calcu-
lations which can, in principle, determine accurate
melting curves to any desired pressure. Indeed,
ab initio methods have successfully been used to cal-
culate the melting behavior of transition metals such
as aluminum (Vočadlo and Alfè, 2002; Figure 20)
and copper (Vočadlo et al., 2004). Using the technique
of thermodynamic integration, Alfe et al. (1999, 2004)
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calculated the melting curve of iron. The condition
for two phases to be in thermal equilibrium at a given
temperature, T, and pressure, P, is that their Gibbs
free energies, G(P, T ), are equal. To determine Tm at
any pressure, therefore, Alfè et al. (2004) calculated G

for the solid and liquid phases as a function of T and
determined where they are equal. They first calcu-
lated the Helmholtz free energy, F(V, T ), as a
function of volume, V, and hence obtained the pres-
sure through the relation P¼�(qF/qV )T and G

through its definition G¼ Fþ PV. The free energy
of the harmonic solid was calculated using lattice
dynamics, while that of the anharmonic solid and
the liquid was calculated with molecular dynamics
using thermodynamic integration.

Since their first ab initio melting curve for Fe was
published (Alfè et al., 1999), the authors have improved
their description of the ab initio free energy of the solid,
and have revised their estimate of Tm of Fe at ICB
pressures to be �6250 K (see Figure 21 and Alfè et al.
(2004)), with an error of �300 K. For pressures
P < 200 GPa (the range covered by DAC experiments)
their curve lies �900 K above the values of Boehler
(1993) and �200 K above the more recent values of
Shen et al. (1998) (who stress that their values are only
a lower bound to Tm). The ab inito curve falls
significantly below the shock-based estimates for Tm

of Yoo et al. (1993); the latter deduced the temperature
by measuring optical emission (however, the difficul-
ties of obtaining temperature by this method in shock
experiments are well known), but accords almost

exactly with the shock data value of Brown and

McQueen (1986) and the new data of Nguyen and

Holmes (2004). The ab initio melting curve of Alfe et al.

(2004) differs somewhat from the calculations of both

Belonoshko et al. (2000) and Laio et al. (2000).

However, the latter two used model potentials fitted

to ab inito simulations, and so their melting curves are

those of the model potential and not the true

ab initio one (it is important to note here that Laio

et al. (2000) used a more sophisticated approach in

which the model potential had an explicit dependence

on thermodynamic state that exactly matched the

ab initio result). In their paper, Alfe et al. (2004)

illustrated this ambiguity by correcting for the errors

associated with the potential fitting of Belonoshko

et al. (2000); the result is in almost exact agreement

with the true ab initio curve (Figure 21). The addition

of light elements reduces the melting temperature

of pure iron by�700 K making the likely temperature

at the inner-core boundary to be �5500 K (Alfe

et al., 2002a). An independent measure of the likely

temperature in the inner core was made by

Steinle-Neumann et al. (2001) who performed first-

principles calculation of the structure and elasticity of

iron at high temperatures; they found that the
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temperature for which the elastic moduli best matched
those of the inner core was �5700 K.

2.05.7 Thermodynamic Properties
of Liquid Iron

The outer core of the Earth is liquid iron alloyed with
5–10% light elements. Experiments on liquid iron at
core conditions are prohibitively challenging.
However, once more, from the ab initio simulation of
the free energy of the pure iron liquid, we can obtain
first-order estimates for a range of thermodynamic
properties at the conditions of the Earth’s outer core.
Figures 22(a)–22(f) show the results of ab initio calcu-
lations for values of density, adiabatic and isothermal
bulk moduli, thermal expansion coefficient, heat capa-
city (Cv), Grüneisen parameter and bulk sound
velocity, respectively, over a range of pressures and
temperatures (see Vočadlo et al., 2003b). Results from
the experimental analysis of Anderson and Ahrens
(1994) for density and adiabatic incompressibility are
also shown (as gray lines; upper: 5000 K, lower: 8000 K).
The calculations reproduce the experimentally
derived density and incompressibility values to within
a few percent. It is worth noting that the bulk sound
velocity is almost independent of temperature, con-
firming the conclusion of Anderson and Ahrens (1994).

2.05.8 Rheology of Liquid Iron

2.05.8.1 Viscosity and Diffusion

Viscosity is a very important parameter in geophysics
since the viscosity of materials in the Earth’s core
are a contributing factor in determining overall
properties of the core itself, such as convection and
heat transfer; indeed, the fundamental equations
governing the dynamics of the outer core and the
generation and sustention of the magnetic field are
dependent, in part, on the viscosity of the outer
core fluid. Quantifying viscosity at core conditions is
far from straightforward, especially as the exact com-
position of the outer core is not known. Furthermore,
although there have been many estimates made for
outer-core viscosity derived from geodetic, seismolo-
gical, geomagnetic, experimental, and theoretical
studies, the values so obtained span 14 orders of mag-
nitude (see Secco, 1995).

Geodetic observations (e.g., free oscillations, the
Chandler wobble, length of day variations, nutation

of the Earth, tidal measurements, and gravitimetry)
lead to viscosity estimates ranging from 10 mPa s
(observations of the Chandler wobble; Verhoogen,
1974) to 1013 mPa s (analysis of free oscillation data;
Sato and Espinosa, 1967). Theoretical geodetic
studies (e.g., viscous coupling of the core and mantle,
theory of rotating fluids, inner-core oscillations, and
core nutation) lead to viscosity estimates ranging
from 10 mPa s (evaluation of decay time of inner-
core oscillations; Won and Kuo, 1973) to 1014 mPa s
(secular deceleration of the core by viscous coupling;
Bondi and Lyttleton, 1948). Generally, much higher
values for viscosity (1010–1014 mPa s) are obtained
from seismological observations of the attenuation
of P- and S-waves through the core (e.g., Sato and
Espinosa, 1967; Jeffreys, 1959), and from geomagnetic
data (e.g., 1010 mPa s; Officer, 1986).

The viscosities of core-forming materials may also
be determined experimentally in the laboratory and
theoretically through computer simulation.
Empirically, viscosity follows an Ahrrenius relation
of the form (see Poirier, 2002)

� _ exp
QV

kBT

� �
½9�

where Q V is the activation energy. Poirier (1988)
analyzed data for a number of liquid metals
and found that there is also an empirical relation
between Q V and the melting temperature, consistent
with the generalized relationship of Weertman
(1970):

Q V > 2:6RTm ½10�

This very important result implies that the viscosity of
liquid metals remains constant (i.e., independent of
pressure) along the melting curve and therefore equal
to that at the melting point at ambient pressure, which
is generally of the order of a few mPa s. Furthermore,
Poirier went on to state that the viscosity of liquid iron
in the outer core would, therefore, be equal to that at
ambient pressure (�6 mPa s; Assael et al., 2006).

On a microscopic level, an approximation for the
viscosity of liquid metals is given by the Stokes–
Einstein equation, which provides a relationship
between diffusion and viscosity of the form

D� ¼ kBT

2�a
½11�

where a is an atomic diameter, T is the temperature,
kB is the Boltzmann constant, and D is the diffusion
coefficient.
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Theoretical values for diffusion coefficients have
been obtained from ab initio molecular dynamics
simulations on liquid iron at core conditions, leading
to a predicted viscosity of �12–15 mPa s using the
Stokes–Einstein relation above. However, although
the Stokes–Einstein equation has proved successful
in establishing a link between viscosity and diffusion

for a number of monatomic liquids, it is not necessa-
rily the case that it should be effective for alloys or at
high pressures and temperatures. More recently, Alfe
et al. (2000a) used the more rigorous Green-Kubo
functions to determine viscosities for a range of ther-
modynamic states relevant to the Earth’s core
(Table 4). Throughout this range, the results show
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that liquid iron has a diffusion coefficient and visc-
osity similar to that under ambient conditions, a
result already suggested much earlier by Poirier
(1988). Both ab initio calculations and experiments
consistently give viscosities of the order of a few
mPa s. This suggests that viscosity changes little
with homologous temperature, and it is now gener-
ally accepted that the viscosity of the outer core is
likely to be a few mPa s (comparable to that of water
on the Earth’s surface).

2.05.8.2 The Structure of Liquid Iron

It has long been established that liquid structure is
approximately constant along the melting curve (e.g.,
Ross, 1969) and here, in the case of iron, there
appears to be a truly remarkable simplicity in the
variation of the liquid properties with thermody-
namic state; indeed, not only are viscosities and
diffusivities almost invariant (as described above),
but structural properties show similarly consistent
behavior. Alfe et al. (2000a) calculated the radial dis-
tribution function of liquid iron as a function of
temperature at a density of 10 700 kg m�3, represen-
tative of that in the upper outer core (Figure 23);
between 4300 and 8000 K, the effect of varying tem-
perature is clearly not dramatic, and consists only of
the expected weakening and broadening of the struc-
ture with increasing T.

Furthermore, Shen et al. (2004) determined the
structure factors of liquid iron as a function of pressure
along the melting curve using X-ray scattering in a
laser-heated diamond anvil cell up to 58 GPa
(Figure 24). Once more, the structure factor preserves

essentially the same shape; the behavior is consistent
with that of close-packed liquid metals. These results
provide structural verification of the theoretical pre-
dictions given in Figure 23, and also confirm that it is
justifiable to extrapolate viscosities measured under
ambient conditions to high pressures.

2.05.9 Evolution of the Core

The Earth’s paleomagnetic record suggests that the
magnetic field has been operating for over three
billion years; the fact that this magnetic field still
exists today and has not decayed through Ohmic
dissipation (possible on a timescale of �104 years)

Table 4 The diffusion coefficient D and the viscosity from ab initio simulations of ‘liquid iron’ at a range of temperatures

and densities (Alfe et al., 2000a)

� (kg m�3 )

T (K) 9540 10 700 11 010 12 130 13 300

D (10�9 m3 s�1) 3000 4.0� 0.4
4300 5.2 � 0.2

5000 7.0 � 0.7

6000 14�1.4 10�1 9�0.9 6� 0.6 5�0.5
7000 13�1.3 11� 1.1 9� 0.9 6�0.6

� (mPa s) 3000 6� 3
4300 8.5� 1

5000 6�3

6000 2.5� 2 5�2 7�3 8� 3 15� 5

7000 4.5� 2 4�2 8� 3 10� 3
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Figure 23 Variation of radial distribution function with

temperature from ab initio simulations of liquid iron at the fixed
density 10 700 kg m�3. Adapted from Alfè D, Kresse G, and

Gillan MJ (2000a) Structure and dynamics of liquid iron under

Earth’s core conditions. Physics Review B 61: 132–142.
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suggests that it is being regenerated and sustained by
a process such as a geodynamo. For the geodynamo
to work, it requires convection of the core fluid
(thermal and/or compositional); whether the core is
stable to convection depends on the rate of cooling of
the core and thus on the evolution of the Earth. As
the core cools and solidifies, it releases energy, much
of which is transported across the core via conduc-
tion. The thermal conductivity of the core material
limits the amount of heat which can be transported in
this way, and any excess energy may be used to
power the geodynamo. The conductivity (both
thermal and electrical) of the core material is there-
fore crucial: if the core material has too high a
conductivity, there is no excess heat and therefore
no dynamo. A further consideration is the heat
flow into the base of the mantle. If this is too large,
the core would cool too quickly, and the inner
core would grow too rapidly; if the heat flow
into the mantle is too low, the core would cool too
slowly, convection would be difficult to initiate and
sustain, and magnetic field generation would be
difficult.

As a result of inner-core growth, the relative
contributions of thermal convection to compositional
convection have changed over geological time.
Thermal convection would have been dominant
in the early stages of Earth’s evolution, and would
have been the sole power source before the formation
of the inner core (possibly �2 billion years ago).
However, as the inner core grew, compositionally
driven convection (from the preferential partitioning
of light elements into the outer core and their sub-
sequent buoyancy) became more important (now
responsible for �80% power to geodynamo).
Two other important factors which affect the thermal
evolution of the core are the possible contribution to

the heat budget from radioactive decay of, for exam-
ple, 40K, and the ability of the mantle to remove heat
away from the core. A reliable thermal evolution
model has to reproduce: (1) the correct present-day
inner-core size; (2) the present-day heat flux
(�42 TW); (3) the heat flux through the core–
mantle boundary (estimates range from 2 to
10 TW); (4) enough entropy to drive a dynamo;
and (5) reasonable mantle temperatures.

There have been a number of studies that have
developed both analytical and numerical models for
the thermal evolution of the core based on calculat-
ing heat flux across the core–mantle boundary
coupled with heat balance relations associated with
core convection and inner-core growth (e.g., Buffett
et al., 1992, 1996; Labrosse et al., 2001; Labrosse, 2003;
Nakagawa and Tackley, 2004, Gubbins et al., 2003,
2004; Nimmo et al., 2004). The requirement for there
to be a radiogenic heat source in order to maintain
sufficient power to the geodynamo remains a con-
troversial subject. While some models require a
radiogenic heat source, such as potassium, to power
the geodynamo (Labrosse, 2003; Nimmo et al., 2004;
Costin and Butler, 2006), others suggest that convec-
tive processes alone are sufficient to maintain the
geodynamo (e.g., Buffett et al., 1996; Christensen
and Tilgner, 2004).

However, key to all these thermal evolution
models is the need for reliable data for material
properties at inner-core conditions. While mineral
physics has made some progress (e.g., the quantifica-
tion of the viscosity of the outer core described in
Section 2.05.8.1 and the thermodynamic properties
for pure iron described in Sections 2.05.4 and 2.05.7),
key properties in the heat transfer relations, such as
the electrical and thermal conductivity of iron and
iron alloys at core conditions, remain unknown, and
are presently only estimated from extrapolations to
experimental data.

2.05.10 The Composition of the Core

2.05.10.1 Bulk Composition

The exact composition of the Earth’s inner core is not
very well known. On the basis of cosmochemical and
geochemical arguments, it has been suggested that
the core is an iron alloy with possibly as much as
�5 wt.% Ni and very small amounts (only fractions
of a wt.% to trace) of other siderophile elements such
as Cr, Mn, P, and Co (McDonough and Sun, 1995).
On the basis of materials-density/sound-wave
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Figure 24 Structure factors of liquid iron along the melting
curve determined by X-ray scattering at high pressures
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velocity systematics, Birch (1964) further concluded
that the core is composed of iron that is alloyed with
a small fraction of lighter elements. The light alloy-
ing elements most commonly suggested include S, O,
Si, H, and C, although minor amounts of other ele-
ments, such K, could also be present (e.g., Poirier,
1994; Gessmann and Wood, 2002). From seismology
it is known that the density jump across the inner-
core boundary is between �4.5% and 6.7% (Shearer
and Masters, 1990; Masters and Gubbins, 2003),
indicating that there is more light element alloying
in the outer core. The evidence thus suggests that
the outer core contains �5–10% light elements,
while the inner core has �2–3% light elements.
Our present understanding is that the Earth’s solid
inner core is crystallizing from the outer core as the
Earth slowly cools, and the partitioning of the light
elements between the solid and liquid is therefore
crucial to understanding the evolution and dynamics
of the core.

2.05.10.2 The Effect of Nickel

It is generally assumed that the small amount of
nickel alloyed to iron in the inner core is unlikely
to have any significant effect on core properties as
nickel and iron have sufficiently similar densities to
be seismically indistinguishable, and addition of
small amounts of nickel is unlikely to appreciably
change the physical properties of iron. However,
very recent ab initio calculations at 0 K show that
this may not be the case (Vočadlo et al., 2006). The
addition of small amounts of nickel (a few atomic
percent) by atomic substitution stabilizes the h.c.p.
structure with respect to the b.c.c. structure by up to
�20 GPa. Experiments at modestly high pressures
and temperatures (72 GPa and 3000 K) show that
the presence of nickel stabilizes the f.c.c. phase over
the h.c.p. phase (Mao et al., 2006). Clearly, full free
energy calculations at core temperatures and pres-
sures or further high-P/T experiments are required
to resolve this matter. Nevertheless, the previously
held assumption that nickel has little or no effect on
the first-order elastic properties of iron may not
necessarily be valid.

2.05.10.3 Light Elements

In contrast, it has long been known that the presence
of light elements in the core does have an effect on
core properties. Cosmochemical abundances of the
elements, combined with models of the Earth’s history,

limit the possible impurities to a few candidates. The
light element impurities most often suggested are
sulfur, oxygen, and silicon. These alloying systems
have been experimentally studied up to pressures of
around 100 GPa (e.g., Li and Agee, 2001; Lin et al.,
2003; Rubie et al., 2004), and with rapid developments
in in situ techniques we eagerly anticipate experimen-
tal data for iron alloys at the highly elevated pressures
and temperatures of the Earth’s inner core in the near
future. In a study combining thermodynamic model-
ing with seismology, Helffrich and Kaneshima (2004)
modeled the ternary Fe–O–S liquid system at core
conditions. It is well known that iron alloy systems
exhibit liquid immiscibility, and they wanted to see if
such immiscibility could occur in the outer core. If this
was the case, layering would occur in the outer core
which could be seismologically observable. However,
they failed to find any such layering and concluded
that, if the outer core was an Fe–S–O alloy, it must
exist outside of the two liquid field. This would there-
fore constrain the composition of the outer core to
have < 6 wt.% oxygen and 2–25 wt.% sulfur.

2.05.10.3.1 Chemical potential

calculations of FeX binary systems

An alternative approach to understanding the com-
position of the inner core is to simulate the behavior
of these iron alloys with ab initio calculations which
are readily able to access the pressures and tempera-
tures of the inner core. Alf è et al. (2000b, 2002a,
2002b) calculated the chemical potentials of iron in
binary systems alloyed with sulfur, oxygen, and sili-
con. They developed a strategy for constraining both
the impurity fractions and the temperature at the
ICB based on the supposition that the solid inner
core and liquid outer core are in thermodynamic
equilibrium at the ICB. For thermodynamnic equili-
brium the chemical potentials of each species must be
equal to both sides of the ICB, which fixes the ratio of
the concentrations of the elements in the liquid and
in the solid, which in turn fixes the densities. The
mole fractions required to reproduce the liquid core
density are 16%, 14%, and 18%, respectively, for S,
Si, and O (Figure 25(a)). If the core consisted of pure
iron, equality of the chemical potential (the Gibbs
free energy in this case) would tell us only that the
temperature at the ICB is equal to the melting tem-
perature of iron at the ICB pressure of 330 GPa. With
impurities present, the ab initio results reveal a major
qualitative difference between oxygen and the other
two impurities: oxygen partitions strongly into the
liquid, but sulfur and silicon both partition equally in
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the solid and liquid. This is shown in Figure 25(b):
the calculated chemical potentials in the binary
liquid and solid alloys give the mole fractions in the
solid that would be in equilibrium with these liquids
(i.e., at liquid impurity concentrations corresponding
to the seismically observed density in Figure 25(a))
of 14%, 14%, and 0.2%, respectively, for S, Si, and O.
Having established the partitioning coefficients, Alfè
et al. (2000b, 2002a, 2002b) then investigated whether
the known densities of the outer and inner core,
estimated from seismology, could be matched by
one of their calculated binary systems. For sulfur
and silicon, their ICB density discontinuities were
considerably smaller than the known seismological
value at that time of 4.5� 0.5% (Shearer and
Masters, 1990); for oxygen, the discontinuity was
markedly greater than that from seismology. The

partial volumes in the binary solids give ICB density
discontinuities of 2.7 � 0.5%, 1.8 � 0.5%, and 7.8 �
0.2%, respectively (Figure 25(c)). Therefore, none
of these binary systems are plausible, that is, the core
cannot be made solely of Fe/S, Fe/Si, or Fe/O.
However, the seismic data can clearly be matched
by a ternary/quaternary system of iron and oxygen
together with sulfur and/or silicon. A system consis-
tent with seismic data could contain 8 mol.% oxygen
and 10 mol.% sulfur and/or silicon in the outer core,
and 0.2 mol.% oxygen and 8.5 mol.% sulfur and/or
silicon in the inner core (Alf è et al., 2002a). However,
it should be remembered that it is likely that several
other light elements could exist in the inner core and
would therefore have to be considered before a true
description of inner-core composition could be
claimed.
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2.05.10.3.2 High-temper a tu re e la stici ty o f

Fe Si an d F eS

A fundamental step toward resolving the structure
and composition of the Earth’s inner core is to obtain
the elastic properties of the candidate phases that
could be present. Previous work has already sug-
gested that oxygen (see Section 2.05.10.3.1) and
carbon (Vočadlo et al., 2002) are unlikely to be the
light element in the inner core, while the presence of
hydrogen seems questionable as the quantities
needed to produce the required density deficit are
improbably high (Poirier, 1994), although this cer-
tainly cannot be ruled out. Furthermore, experiments
(Lin et al., 2002) and theory (Côté et al., 2007) show
that the presence of silicon has a significant effect on
the phase diagram of iron (Figu re 26), significantly
stabilizing the b.c.c. phase with respect to the h.c.p.
phase.

From experimental and theoretical work, we
already know that the shear wave velocities of h.c.p.
iron at high pressures are significantly higher than
those of the inner core as inferred from seismology
(Antonangeli et al., 2004; Mao et al., 2001). We have
already seen in Section 2.05.4.2 (Tabl e 3) the elastic
properties of pure iron as obtained from ab initio

calculations at high temperatures and pressures, and

in Tabl e 5 are shown those for FeS and FeSi from

Vočadlo (2007). Figu re 27 shows the P-wave velo-

city of FeSi as a function of density compared to the

experiments of Badro et al. (2006). The agreement is

excellent, confirming that this phase too exhibits

Birch’s law type behavior (see Section 2.05.4.2).
Figure 28 shows how the bulk sound velocity

varies for both FeS and FeSi as a function of density

for both athermal and hot ab initio calculations

together with values from PREM (Dziewonski and

Anderson, 1981). Once again there seems to be little

dependence on temperature of V�(�).
The calculated P-wave anisotropy for both FeS

and FeSi is �6%. The seismically observed aniso-

tropy (3–5%; Song and Helmberger, 1998) and

layering in the inner core could, therefore, be

accounted for by any of the phases studied if the

crystals were randomly oriented in the isotropic

upper layer and partially aligned in the anisotropic

lower layer. However, the fundamental conclusion of

these calculations is that, for all candidate core

phases, VS at viable core temperatures (i.e.,

>5000 K) is more than 10% higher than that inferred

from seismology (PREM values between 3.5 and

3.67 km s�1; Dziewonski and Anderson, 1981).

Table 3 shows that the calculated values of VS for

pure iron phases are >4.0 km s�1 (in agreement with

inferences drawn from the extrapolation of lower

pressure experimental data; Antonangeli et al. (2004)

and also with the value of 4.04 inferred from shock

experiments at a density of 12 770 kg m�3 (Brown

and McQueen, 1986)), while the effect of light ele-

ments is to increase the shear wave velocities to over

5 km s�1. If the uncertainties in the seismological

values are well constrained, the difference between

these observations and the results from both theory

and experiment suggests that a simple model for the

inner core based on the commonly assumed phases is

wrong.
An important consideration is the effect of anelas-

ticity. The reduction in shear wave velocity due to

shear wave attenuation is given by

V ð!;TÞ ¼ V0ðT Þ 1 –
1

2
cot

��

2

� �
Q – 1ð!;TÞ

� �
½12�

where V(!,T) and V0(T) are the attenuated and unat-
tenuated shear wave velocities respectively, Q is the
quality factor, and � is the frequency dependence of
Q. For the inner core Q¼ 100 (Resovsky et al., 2005)
and �¼ 0.2–0.4 ( Jackson et al., 2000), which result in
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Earth’s core. Science 295: 313–315.

114 The Earth’s Core: Iron and Iron Alloys



a decrease in the shear velocity of only 0.5–1.5%,
nowhere near the >10% difference between the seis-
mological observations and the calculated materials
properties. It is important to note that the above
analysis is necessarily approximate; anelasticity is a
very complex issue that requires material data at the
conditions of the Earth’s inner core in order to draw

irrefutable conclusions – clearly such data are una-
vailable at present.

Another possible explanation for the difference
between the observations and the results from both

theory and experiment is that parts of the inner core

may be partially molten, with solute rich liquid pock-

ets trapped between solid grains. The amount of melt

can be estimated by taking the Hashin–Shtrikman
bound for the effective shear modulus of two-phase

media leading to a minimum amount of melt in the

Table 5 Isothermal (adiabatic) elastic constants and sound velocities of FeSi and FeS at different densities and

temperatures, together with values taken from PREM

� (kg m�3) T (K) c11 (GPa) c12 (GPa) c44 (GPa) c23 (GPa) c33 (GPa) VP (km s�1) VS (km s�1)

FeSi

6969.44 1000 488 (489) 213 (214) 125 8.32 4.32
6969.44 2000 425 (428) 238 (241) 150 8.29 4.28

8199.34 1000 938 (942) 413 (417) 263 10.74 5.66

8199.34 2000 863 (871) 431 (439) 263 10.58 5.45

8199.34 3500 788 (803) 469 (484) 250 10.42 5.11
10211.74 5500 1643 (1732) 1030 (1119) 462 13.53 6.26

10402.15 1000 2025 (2043) 1007 (1025) 625 14.34 7.46

10402.15 2000 1909 (1944) 1029 (1064) 583 14.08 7.11

10402.15 3500 1904 (1972) 1117 (1185) 603 14.36 7.06
10402.15 5000 1780 (1874) 1132 (1226) 563 14.12 6.71

FeS

8587.14 1000 788 (793) 531 (536) 213 10.03 4.56
8587.14 2000 763 (772) 519 (528) 175 9.79 4.23

10353 5500 1294 (1371) 1050 (1127) 257 12.02 4.43

10894.13 1000 1513 (1533) 1400 (1420) 575 13.38 5.81

10894.13 2000 1571 (1613) 1386 (1428) 532 13.43 5.72
10894.13 3500 1545 (1617) 1360 (1432) 492 13.34 5.52

10894.13 5000 1558 (1666) 1379 (1487) 458 13.41 5.34

PREM
12760 11.02 3.5

13090 11.26 3.67

Taken from Vočadlo L (2007) Ab initio calculations of the elasticity of iron and iron alloys at inner core conditions: evidence for a partially
molten inner core? Earth and Planetary Science Letters. 254: 227–232.
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inner core is estimated to be �8%. These liquid

pockets are not necessarily concentrated in the

upper part of the inner core; the observed PKJKP

waves go right through the center of the Earth (Cao

et al., 2005) so the difference in VS between seismol-

ogy (e.g., Dziewonski and Anderson, 1981) and

theory suggest that melt may exist throughout

the inner core. However, more detailed models

involving liquid inclusions can only be tested when

more exact, spatially resolved seismological data

become available. Whatever the reason for the dis-

crepancy, having shown that attenuation is likely to

be small (�1%), the current seismological and stan-

dard mineralogical models cannot, at present, be

reconciled.

2.05.10.3.3 R heology of liquid ir on alloys

A number of experimental and theoretical studies

have been performed on the Fe–FeS system in

order to obtain diffusivities and viscosities. High-

pressure tracer diffusion experiments (Dobson,

2000) have been carried out on liquid Fe–FeS alloys

at 5 GPa resulting in high diffusivities (10 �5 cm2 s�1)

in excellent agreement with ab initio molecular

dynamics calculations performed at the same condi-

tions (Vočadlo et al., 2000). When incorporated into

the Stokes–Einstein relation (eqn [11]), these diffu-

sivities lead to values for viscosity of a few mPa s, that

is, of the same order as that of pure iron.
Direct viscosity measurements (Dobson et al.,

2000) of Fe–FeS alloys by means of the falling-sphere

technique have been made at similar pressures and

temperatures to those used in the diffusion experi-

ments above; these resulted in values for viscosities in

excellent agreement with those derived experimen-

tally using the Stokes–Einstein relation.

Furthermore, these results are in excellent agreement

with ab initi o molecular dynamics calculations of

viscosity based on rigorous Green–Kubo functions

of the stresses obtained directly from the simulations

(Vočadlo et al., 2000). All of these results thus provide

both experimental and theoretical verification of the

Stokes–Einstein relation (eqn [11]) and also show

that the introduction of light elements into Fe liquid

does not appear to significantly affect the values.
Atomistic classical molecular dynamics simula-

tions on the Fe–Ni system (Zhang and Guo, 2000)

also show that at the conditions of the Earth’s outer

core, the viscosities are, again, of the order of that of

pure iron indicating that nickel has little or no effect.

2.05.11 Summary

It is clear that mineral physics has a very important
role to play in the understanding of the structure,
composition, and evolution of the Earth’s core. With
increasing computer power and the advancing
sophistication and precision of experimental techni-
ques, reaching ever high pressures and temperatures,
more complex systems will be able to be explored at
the conditions of the Earth’s core. Results from this
research will enable many of the questions concern-
ing the Earth’s core to be resolved. The key issues are
as follows:

1. Seismological evidence for anisotropy and layering
in the inner core is strong, but the mechanism by
which this is occurring is unclear at present. With
the presence of light elements, it is distinctly possi-
ble that the inner-core phase is not just h.c.p.-Fe,
but has two or more phases of iron present contri-
buting to the anisotropy and layering. Conversely,
both these phenomena could be entirely down to
growth mechanisms and therefore only one phase
need be present, which, in the presence of light
elements, is likely to be b.c.c.-Fe. Full quantification
of the thermoelastic properties of multicomponent
iron alloy systems at the conditions of the Earth’s
inner core would enable a compositional model to
be developed that is consistent with increasingly
accurate seismological data.

2. More precise seismological data, particularly shear
wave velocities, along with a better understanding
of anelasticity in the inner core, would answer the
question as to whether or not there are melt pockets
distributed throughout the inner core.

3. Super-rotation of the inner core now seems to be
marginal, yet a better understanding of the rheol-
ogy of the multicomponent systems present would
both confirm this and allow an evolutionary model
to be developed that is consistent with the pre-
sent-day Earth.

4. The temperature profile of the core is still
unknown; in particular, while the question of the
melting temperature of pure iron at inner-core
boundary pressures seems to be resolved, it is far
from clear exactly what the effect of light elements
will be on this quantity.

5. Mineral physics constraints on the thermoelastic
properties and processes of multicomponent
liquids are essential to both the magnetohydrody-
namics relations governing the geodynamo, and
also to the core evolution models that determine
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the age and heat budget of the Earth; of particular
import are better estimates for key parameters for
thermal evolution models such as electrical and
thermal conductivity.

6. Composition models for the outer core can also
help clarify the possible structure of the outer core
both at the crystallization surface at the inner-core
boundary and also in the iron-silicate reaction
zone at the core–mantle boundary;

Mineral physics may soon have many of the answers,
but results from such advanced theoretical and
experimental techniques are nothing without well-
constrained seismological data. Models of core com-
position, structure, and evolution can only be
believed when the mineral physics data exactly
matches the primary seismological observations.
This multidisciplinary approach is the only way for-
ward to a full and thorough understanding of the
Earth’s core.
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Vočadlo L (2007) Ab initio calculations of the elasticity of iron
and iron alloys at inner core conditions: evidence for a par-
tially molten inner core? Earth and Planetary Science Letters
254: 227–232.
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2.06.1 Thermodynamics of Crystals

Thermodynamics provides the general basis for the
theory of structure and properties of matter. This
chapter presents only as much thermodynamics as
needed for good comprehension of geophysics, and at
a relatively advanced level. For further reading the
reader is referred to Landau and Lifshitz (1980),
Chandler (1987), Wallace (1998), and Bowley and
Sánchez (1999).

2.06.1.1 Thermodynamic Potentials

If one considers some system (e.g., a crystal structure)
at temperature T¼ 0 K and pressure P¼ 0, the equi-
librium state of that system corresponds to the
minimum of the internal energy E:

E ! min ½1�

that is, any changes (e.g., atomic displacements)
would result in an increase of energy. The internal
energy itself is a sum of the potential and kinetic
energies of all the particles (nuclei, electrons) in the
system.

The principle [1] is valid in only two situations:
(1) at T¼ 0 K, P¼ 0, and (2) at constant V (volume)
and S (entropy), that is, if we impose constraints of
constant S,V, the system will adopt the lowest-energy
state. Principle [1] is a special case of a more general
principle that the thermodynamic potential W

describing the system be minimum at equilibrium:

W ! min ½2�

As already mentioned, at constant V,S: WV,S¼ E !
min.
At constant P,S, the appropriate thermodynamic
potential is the enthalpy H:

WP;S ¼ H ¼ E þ PV ! min ½3�

At constant V,T, the Helmholtz free energy F is the
thermodynamic potential:

WV ;T ¼ F ¼ E –TS ! min ½4�

At constant P,T (the most frequent practical situa-
tion), the relevant thermodynamic potential is the
Gibbs free energy G:

WP;T ¼ G ¼ E þ PV –TS ! min ½5�

The minimum condition implies that

qW

qxi

¼ 0 ½6�

However, this condition is also satisfied for maxima
of the thermodynamic potential, and for saddle points
(Figure 1). To exclude saddle points and maxima,
one has to make sure that the matrix of second
derivatives of W with respect to all the degrees of
freedom (in case of a crystal structure, with respect to
atomic coordinates and lattice parameters):

Hij ¼
q2W

qxiqxj

½7�

be positive definite:

det Hij > 0 ½8�

Still, there may be a large (or infinite) number of
minima. The equilibrium state corresponds to the
lowest minimum of W (the global minimum),
whereas all the other minima are called local and
correspond to metastable states. Local minima have
the property of stability to an infinitesimal displace-
ment (after any such displacement the system returns
to the initial state), but one can always find a suffi-
ciently large energy fluctuation that will irreversibly
destroy the metastable state.

2.06.1.2 Differential Relations

From the first law of thermodynamics one has

dE ¼ –P dV þ T dS ½9�

Applying Legendre transformations, the following
relations can be obtained:

dH ¼ V dP þ T dS ½10�

dF ¼ – P dV – S dT ½11�

dG ¼ V dP – S dT ½12�

When there is thermodynamic equilibrium between
two phases (denoted 1 and 2) at given P and T,
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Figure 1 Extrema and saddle points in a one-dimensional
representation of the (free) energy surface.
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G1 ¼ G2. Moving along the two-phase equilibrium
line in P–T space requires d G1 ¼ d G2, that is,

�V d P – � S d T ¼ 0 ½13�

or, in a different form,

d P

d T
¼ � S

�V 
½14�

This is the famous Clausius–Clapeyron equation.
Using eqns [9]–[12], one can express various ther-

modynamic parameters:

P ¼ –
qE

qV

� �
S

¼ –
qF

qV

� �
T

½15�

V ¼ qH

qP

� �
S

¼ qG

qP

� �
T

½16�

T ¼ qE

qS

� �
V

¼ qH

qS

� �
P

½17�

S ¼ –
qF

qV

� �
S

¼ –
qG

qT

� �
P

½18�

Taking second derivatives, Maxwell relations are
obtained (see, e.g., Poirier (2000)):

qS

qP

� �
T

¼ –
qV

qT

� �
P

½19�

qS

qV

� �
T

¼ qP

qT

� �
V

½20�

qT

qP

� �
S

¼ qV

qS

� �
P

½21�

qT

qV

� �
S

¼ –
qP

qS

� �
V

½22�

Using the Maxwell relations, a number of important
thermodynamic relations are derived, for example,

qS

qV

� �
T

¼ � KT ½23�

qS

qV

� �
P

¼ CP

� VT 
½24�

qS

qP

� �
T

¼ –�V ½25�

qT

qP

� �
S

¼ � VT

CP

½26�

qV

qT

� �
S

¼ –
CP

�KS T 
½27�

qP

qT

� �
V

¼ �KT ½28�

In eqns [23]–[28] we used thermal expansion

� ¼ 1

V

qV

q T

� �
P

½29 �

isothermal bulk modulus

KT ¼ –
1

V

qV

qP

� �
S

½30 �

and isobaric heat capacity

CP ¼
qE

qT

� �
P

½31 �

We note, on passing, that the bulk modulus and the
heat capacity depend on the conditions of measure-
ment. There are general thermodynamic equations
relating the heat capacity at constant pressure (iso-
baric) and constant volume (isochoric):

CP ¼ C V 1 þ �
2 KT V

CV

� �
½32 �

and bulk modulus at constant temperature (isother-
mal) and at constant entropy (adiabatic):

KS ¼ KT 1 þ �
2 KT V

CP

� �
½33 �

The most interesting of eqns [23]–[28] are eqn [26],
describing the increase of the temperature of a body
on adiabatic compression (e.g., in shock waves, and
also inside rapidly convecting parts of planets), and
eqn [28], describing thermal pressure. These equa-
tions are important for thermal equations of state and
for calculating the temperature distributions inside
planets.

2.06.1.3 Partition Function

Let us consider a system with energy levels Ei corre-
sponding to the ground state and all the excited
states. The probability to find the system in the ith
state is proportional to e–�Ei, where � ¼ 1= kBTð Þ
(kB is the Boltzmann constant).

More rigorously, this probability pi is given as

pi ¼
e –�EiP

ie
–�Ei

½34�

The denominator of this equation is called the parti-
tion function Z:

Z ¼
X

i
e –�Ei ½35�

where the summation is carried out over all discrete
energy levels of the system. The partition function is
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much more than a mere normalization factor; it plays
a fundamental role in statistical physics, providing a
link between the microscopic energetics and the
macroscopic thermodynamics. Once Z is known, all
thermodynamic properties can be obtained straight-
forwardly (e.g., Landau and Lifshitz, 1980). For
instance, the internal energy

E ¼
X

i 
pi Ei ¼

P
i Ei e –� E i

z
¼ –

1

Z

qZ

q�

� �
V

¼ –
qln Z

q�

� �
V

½36�

From this one can derive a very important expression
for the Helmholtz free energy

F ¼ –
1

� 
ln Z ¼ – kB T ln Z ½37�

entropy

S ¼ KB ln Z –
kB�

Z

qZ

q�

� �
V

½38�

and the heat capacity at constant volume (From eqn
[39] one can derive (see Dove, 2003) the following
important formula: CV ¼ KB�

2ðhE2i– hEi2Þ:):

CV ¼ –
kB�

2

Z2

qZ

q�

� �2

V

þ kB�
2

Z

q2Z

q�2

� �
V

½39�

Unfortunately, in many real-life cases it is
practically impossible to obtain all the energy

levels – neither experimentally nor theoretically,

and therefore the partition function cannot be calcu-

lated exactly. However, for some simplified models it

is possible to find the energy levels and estimate the

partition function, which can then be used to calcu-

late thermodynamic properties.
Below we consider the harmonic approximation,

which plays a key role in the theory of thermody-

namic properties of crystals. It gives a first

approximation to the distribution of the energy levels

Ei, which is usually accurate for the most-populated

lowest excited vibrational levels. The effects not

accounted for by this simplified picture can often be

included as additive corrections to the harmonic

results.

2.06.1.4 Harmonic Approximation

The harmonic oscillator is a simple model system

where the potential energy (U ) is a quadratic

function of the displacement x from equilibrium, for

example, for a simple diatomic molecule

UðxÞ ¼ U0 þ
1

2
kx2 ½40�

where U0 is the reference energy and k is the force
constant.

The energy levels of the harmonic oscillator can
be found by solving the Schrödinger equation with

the harmonic potential [40]; the result is an infinite

set of equi-spaced energy levels:

En ¼
1

2
þ i

� �
h! ½41�

where h is Planck’s constant, ! is the vibrational fre-
quency of the oscillator, and integer i is the quantum
number: i¼ 0 for the ground state, and i� 1 for excited
states. Energy levels in a true vibrational system are
well described by [41] only for the lowest quantum
numbers n, but these represent the most populated, and
thus the most important vibrational excitations.

A very interesting feature of [41] is that even
when i¼ 0, that is, when there are no vibrational

excitations (at 0 K), there is still a vibrational energy

equal to h!=2. This energy is called zero-point

energy and arises from quantum fluctuations related

to the Heisenberg uncertainty principle.
With [41] the partition function for the harmonic

oscillator is rather simple:

Z ¼ 1

1 – e – h!=kBT
½42�

This allows one to calculate thermodynamic func-
tions of a single harmonic oscillator (as was first done
by Einstein):

Evibð!;T Þ ¼
1

2
h!þ h!

expðh!=kBT Þ – 1
½43�

CV ;vibð!;TÞ ¼ kB
h!

kBT

� �2
expðh!=kBTÞ

ðexpðh!=kBTÞ – 1Þ2
½44�

Svibð!;TÞ ¼ – kB ln½1 – expð – h!=kBTÞ�

þ 1

T

h!
expðh!=kBTÞ – 1

½45�

Fvibð!;T Þ ¼
1

2
h!þ kBT ln 1 – exp –

h!
kBT

� �� �
½46�

The first term in [43] is the zero-point energy
originating from quantum motion of atoms discussed

above. The second, temperature-dependent term

gives the thermal energy according to the Bose–

Einstein distribution. The thermal energy (or heat
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content) gives the energy absorbed by the crystal
upon heating from 0 K to the temperature T. In the
harmonic approximation, the isochoric CV and iso-
baric CP heat capacities are equal: CV¼CP.

The number of phonons in a crystal containing N

atoms in the unit cell is 3N (per unit cell). In the
harmonic approximation, lattice vibrations do not inter-
act with each other (in other words, propagation of one
vibration does not change the energy or momentum of
other vibrations), and their contributions to thermody-
namic properties are additive. If all of the phonons had
the same frequency (the assumption of the Einstein
model), then, multiplying the right-hand sides of
[43]–[46] by the total number of vibrations 3N, all
thermodynamic properties would be obtained immedi-
ately. However, normal mode frequencies form a
spectrum (called the phonon spectrum, or phonon den-
sity of states g (!)); and an appropriate generalization
[43]–[46] involves integration over all frequencies:

EvibðT Þ ¼
Z !max

0

Evibð!;T Þgð!Þd!

¼
Z !max

0

1

2
h!þ h!

expðh!=kBT Þ – 1

� �
� gð!Þd! ½47�

CV ;vibðTÞ ¼
Z !max

0

CV ;vibð!;TÞgð!Þd!

¼
Z !max

0

kB
h!

kBT

� �2
expðh!=kBTÞ

ðexpðh!=kBT Þ – 1Þ2

 !
� gð!Þd! ½48�

SvibðT Þ ¼
Z !max

0

Svibð!;TÞgð!Þd!

¼
Z !max

0

– kB ln 1 – exp –
h!

kBT

� �� ��
þ 1

T

h!
expðh!=kBT Þ – 1

�
gð!Þd! ½49�

FvibðTÞ ¼
Z !max

0

Fvibð!;TÞ

¼
Z !max

0

1

2
h!þ kBT ln 1 – exp –

h!
kBT

� �� �� �
� gð!Þd! ½50�

2.06.1.4.1 Debye model

In early works, the phonon density of states g(!) had
often been simplified using the Debye model. For the

acoustic modes the phonon spectrum can be described,

to a first approximation, by a parabolic function:

gð!Þ ¼ 9N
h

kB�D

� �3

!2 ½51�

truncated at the maximum frequency !D ¼
ðkB�DÞ=h, where �D is the Debye temperature.

With this g (!) thermodynamic functions take the
following form:

Evib ¼
9

8
kBN�D þ 3kBNTD

�D

T

� �
½52�

CV ðTÞ ¼
dEvib

dT

� �
V

¼ 3kBN 4D
�D

T

� �
–

3ð�D=T Þ
e�D=T – 1

� �
½53�

SðT Þ ¼
Z T

0

Cp

T
dT ¼ kBN ½4Dð�D=TÞ – 3 lnð1 – e�D=T Þ�

½54�

where

DðxÞ ¼ 3

x3

Z x

0

x3dx

ex – 1
; x ¼ �D

T

The first term in [52] is the zero-point energy in
the Debye model, the second term is the heat content.

The Debye temperature is determined by the elastic

properties of the solid or, more precisely, its average

sound velocity hvi:

�D ¼
h
kB

6�2N

V

� �1=3

hvi ½55�

The mean sound velocity can be accurately cal-
culated from the elastic constants tensor (Robie and

Edwards, 1966). Usually, however, an approximate

formula is used:

hvi ¼ 1

v3
P

þ 2

v3
S

� � – 1=3

½56�

where vP and vS are the longitudinal and transverse
sound velocities, respectively. Later in this chapter
we shall see as to how to calculate these velocities.
The advantages of the Debye model are its relative
simplicity and correct low- and high-temperature lim-
its for all thermodynamic properties. The crucial
disadvantage is that it is hardly capable of giving accu-
rate entropies for anything other than monatomic
lattices. Deep theoretical analyses of this model and its
critique can be found in Seitz (1949) and Kieffer (1979).
In Figure 2 we compare the phonon spectra and CV

obtained in the Debye model and in full-phonon har-
monic calculations done with the same model
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interatomic potential (see Oganov et al. (2000)). The
phonon spectra are very different, but heat capacities
are reasonably close (only below�500 K, the disagree-
ment is appreciable).

2.06.1.4.2 General harmonic potential

Let us now come back to the general harmonic case.
First of all, the potential [40] describing a simple
elastic spring or a diatomic molecule can be general-
ized to the case of three-dimensional structures. One
can expand the crystal potential energy U around the
equilibrium configuration in terms of displacements

ui
aðlÞ of ith atoms in the lth unit cell along each �th

coordinate (Cartesian) axis:

U ¼U0 þ
X
l ;i;�

�i
�ðlÞui

�ðlÞ

þ 1

2!

X
l<l9;i<j ;a;b

�ij
��ðll9Þui

�ðlÞui
�ðl9Þ

þ 1

3!

X
l<l9<l0;j<j<k;�;�;�

�ijk
���ðll9l0Þui

�ðlÞu
j
�ðl9Þuk

�ðl0Þ

þ � � � ½57�

where

�i
�ðlÞ¼

qU

qui
�ðlÞ

�ij
��ðll9Þ¼

q2U

qui
�ðlÞqu

j
�ðl9Þ

�ijk
���ðll9l0Þ¼

q3U

qui
�ðlÞqu

j
�ðl9Þquk

�ðl0Þ

½58�

At equilibrium �i
�ðlÞ ¼ 0, so neglecting third-

and higher-order terms (called anharmonic terms),
we obtain the harmonic expansion of the potential
energy:

U ¼ U0 þ
1

2

X
l<l9;i<j ;a;b

�ij
��ðll9Þui

�ðlÞui
�ðl9Þ ½59�

The generalized harmonic potential [59] includes
noncentral forces, due to which directions of the
displacement and force may differ. In spite of the
complicated mathematical form of [59], it is really
analogous to [40]. It also corresponds to a set of
phonons, which are again noninteracting and have
the same quantization as given by [41]. For each
vibrational mode, the partition function is expressed
as [42], and thermodynamic properties are described
by [47]–[50].

The use of the harmonic approximation, neglect-
ing third- and higher-order terms in the interatomic
potential, leads to a number of fundamental errors.
The phonon frequencies in this approximation do
not depend on temperature or volume, and are
noninteracting. This leads to a simple interpretation
of experimentally observed vibrational spectra and
greatly simplifies the calculation of thermodynamic
properties [47]–[50], but noninteracting phonons
can freely travel within the crystal, leading to an
infinite thermal conductivity of the harmonic crystal.
In a real crystal, thermal conductivity is, of course,
finite due to phonon–phonon collisions, scattering
on defects, and finite crystal size. In the harmonic
approximation, the energy needed to remove
an atom from the crystal is infinite – therefore,
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diffusion and melting cannot be explained within
this approximation. The same can be said about

displacive phase transitions – even though the
harmonic approximation can indicate such a transi-

tion by showing imaginary phonon frequencies,
calculation of properties of the high-temperature

dynamically disordered phase is out of reach of the
harmonic approximation. In the harmonic approxi-
mation there is no thermal expansion, which

obviously contradicts experiment. Related to this is
the equality CV¼CP, whereas experiment indicates

CV < CP (see [32]). In a harmonic crystal, at high
temperatures CV tends exactly to the Dulong–Petit

limit of 3NkB, whereas for anharmonic crystals this is
not the case (see Section 2.06.1.8 for more details on

anharmonicity).
The first approximation correcting many of these

drawbacks, the quasiharmonic approximation, as well

as methods to account for higher-order anharmoni-
city will be discussed later in this chapter, but now let

us explore some more fundamental aspects of
thermodynamics.

2.06.1.5 Quantum Effects in
Thermodynamics

Quantum effects are of fundamental importance for

thermodynamic properties. Insufficiency of classical
mechanics is apparent in any experimental determi-

nations of the heat capacity at low temperatures.
According to classical mechanics, every structural

degree of freedom has (kBT )/2 worth of kinetic
energy. In a harmonic solid, there is an equal amount
of potential energy, so the total vibrational energy

equals 3NRT, and the heat capacity CV is then 3NR. In
a stark contrast, experiment shows CV going to zero as

T 3 at low temperatures. Similarly, thermal expansion
goes to zero at low temperatures – in contrast to

classical theory, predicting a finite value. A very
important consequence is for the entropy: if, as the

classical approximation claims, CV¼ 3NR at all tem-
peratures, then the entropy ðS ¼

R T

0 ðCV=T ÞdT Þ is
infinite.

The partition function [35] includes the relevant
quantum effects, and so do harmonic expression

[43]–[50] for thermodynamic functions. In the clas-
sical approximation, the partition function is

Zclass ¼
1

N !�3N

Z Z
e –�½UðrÞþEkinð pÞ�dr dp ½60�

The denominator in this definition already
accounts for some quantum effects. There, one has

N ! to account for indistinguishability of same-type

particles, and �3N that takes into account the fact

that quantum states are discrete and very small

differences in coordinates/momenta of particles

may correspond to the same quantum state.

Nevertheless, this definition is classical – since it

involves integration in the phase space, rather than

summation over discrete quantum states and since

some essentially quantum effects (such as exchange)

are not present in [60].
According to the uncertainty principle, quantum

particles are never at rest and there is quantum motion

of atoms even at 0 K (zero-point motion). The corre-

sponding energy, arising from quantum motion in a

potential field, is called the zero-point energy, which

we already encountered in harmonic expressions [43],

[46], [47], and [50]. The magnitude of zero-point

motion is significant – it can contribute more than

50% of the total experimentally observed atomic

mean-square displacements at room temperature.
It is important that at temperatures significantly

exceeding the characteristic temperatures � of all the

vibrational modes ð� ¼ ðh!=kBÞÞ, classical expres-

sions will be correct. This circumstance justifies the

application of methods based on classical mechanics

(molecular dynamics, Monte Carlo, etc.) in simula-

tions of materials at high temperatures. At low

temperatures, where quantum effects dominate, one

could use the harmonic approximation (or, better, the

quasiharmonic approximation – see below) or

include quantum corrections to classical results.
The classical free energy can be calculated as

Fclass ¼ E0 – kBT lnZclass ½61�

where E0 is the internal energy of a static crystal
structure. The quantum correction to [61] per atom
in the lowest order is (Landau and Lifshitz, 1980)

�F ¼ F – Fclass ¼
h2

24k2
BT 2

X
i

ðriUÞ2

mi

* +

¼ h2

24kBT

X
i

r2
i U

mi

* +
½62�

where is r2
i is the Laplacian with respect to the

coordinates of the ith atom. Higher-order (h3 and
higher) corrections are needed only at temperatures
below �ð�D=2Þ. Quantum corrections to other prop-
erties can be worked out by differentiating [62] (see
Matsui (1989) and Figure 3).
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Other possibilities to incorporate quantum correc-
tions into classical results can be done using (1) path

integral formalism (see Allen and Tildesley, 1987),

(2) phonon density of states g (!), which can be cal-

culated classically, and quasiharmonic formulas.

Montroll (1942, 1943) has formulated a method of

calculating thermodynamic properties of a solid

without the knowledge of g (!) but using moments

of the frequency distribution instead.
Defining the moments as

�2k ¼
1

3N

Z 1
0

!2kgð!Þ d! ½63�

when T > h!max=kB one can write

EðTÞ ¼3NkBT – 3NkBT

�
X1
n¼1

ð – 1ÞnBn

ð2nÞ!
h

2kBT

� �2n

�2n ½64�

CV ðTÞ ¼ 3NkB – 3NkB

�
X1
n¼1

ð – 1ÞnBnð1 – 2nÞ
ð2nÞ!

h
2kBT

� �2n

�2n ½65�

where Bn are Bernoulli numbers. First terms in [64]
and [65] are classical contributions, the second terms
(sums) can be considered as quantum corrections.
Taking only the first few terms, [65] takes the follow-
ing form:

CV ðT Þ � 3NkB 1 –
h

kBT

� �2�2

12
þ h

kBT

� �4 �4

240

"

–
h

kBT

� �6 �6

6048
þ � � �

#
½66�

The lowest-order quantum term is, as expected, of
order h2.

2.06.1.6 Thermodynamic Perturbation
Theory

It can be demonstrated (Landau and Lifshitz, 1980)
that by modifying the potential energy of the system
from U0 to U1 so that V ¼ U1 –U0 is a small pertur-
bation, to first order the free energy becomes

F1 ¼ F0 þ hV i0 ½67�

where subscript ‘0’ means that averaging is performed
over the configurations of the unperturbed system.
This means that the free energy of a system with the
potential U1 can be found by thermodynamic inte-
gration from (any) system U0, the free energy of
which is known:

F1 ¼ F0 þ
Z 1

�¼0

U� d� ½68�

where U�¼ (1 –�)U0þ�U1. The same ideas can be
used to calculate the free energy profile along the
chemical reaction coordinate, or generally the free
energy surface – as done in metadynamics simula-
tions (Laio and Parrinello, 2002; Iannuzzi et al., 2003).

To second order, we have

F1 ¼ F0 þ hV i0 –
1

2kBT
hðV –V Þ2i0 ½69�

where V is the averaged perturbing potential. Note
that the expressions [67] and [69] are classical, but
quantum extensions are available (Landau and
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Lifshitz, 1980). Thermodynamic perturbation theory
plays an important role in methods to calculating free
energies.

2.06.1.7 Quasih armoni c Approx imation

In this approximation, it is assumed that the solid
behaves like a harmonic solid at any volume, but
the phonon frequencies depend on volume. It is
assumed that they depend only on volume – that is,
heating at constant volume does not change them.

In the quasiharmonic approximation (QHA) pho-
nons are still independent and noninteracting.
Thermodynamic functions at constant volume, as
before, are given by [47]–[50], CV still cannot exceed
3NR. Melting, diffusion, and dynamically disordered
phases are beyond the scope of this approximation,
which breaks down at high temperatures. Thermal
conductivity is still infinite.

However crude, this approximation heals the
biggest errors of the harmonic approximation.
Introducing a volume dependence of the frequencies
is enough to create nonzero thermal expansion and
account for CV < C P [32]. Thermal pressure contri-
butes to all constant-pressure thermodynamic
functions (enthalpy H, Gibbs free energy G, isobaric
heat capacity CP, etc.). This is the first approximation
to the thermal equation of state of solids, which can
be effectively used in conjunction with realistic
interatomic potentials (Parker and Price, 1989;
Kantorovich, 1995; Gale, 1998) or quantum-mechan-
ical approaches such as density-functional
perturbation theory (Baroni et al., 1987, 2001). For
instance, using the QHA and calculating phonon
frequencies using density-functional theory, Karki
and co-authors calculated high-pressure thermal
expansion and elastic constants of MgO (Karki et al.,
1999) and thermal expansion of MgSiO3 perovskite
(Karki et al., 2000). Using similar methodology,
Oganov and colleagues calculated a number of
mineral phase diagrams – MgO, SiO2, MgSiO3,
Al2O3. They found that MgO retains the NaCl-type
structure at all conditions of the Earth’s mantle
(Oganov et al., 2003) and that phase transitions of
SiO2 do not correspond to any observed seismic
discontinuities in the mantle (Oganov et al., 2005a).
For MgSiO3 (Oganov and Ono, 2004) and Al2O3

(Oganov and Ono, 2005), new high-pressure ‘post-
perovskite’ phases with the CaIrO3-type structure
were found to be stable, and their P–T stability
fields were predicted and, in the same papers,
experimentally verified. Also using the QHA and

density-functional perturbation theory, Tsuchiya
et al. (2004) studied stability of MgSiO3 post-perovs-
kite and confirmed previous experimental (Murakami
et al., 2004; Oganov and Ono, 2004) and theoretical
(Oganov and Ono, 2004) findings. Oganov and Price
(2005) confirmed that MgSiO3 perovskite and post-
perovskite remain stable against decomposition at all
conditions of the Earth’s mantle, but their decomposi-
tion into MgO and SiO2 was predicted to occur at
conditions of cores of extraterrestrial giant planets
(Umemoto et al., 2006).

2.06. 1.8 Beyond the QHA

At temperatures roughly below one-half to two-
thirds of the melting temperature, QHA is quite
accurate. Only at higher temperatures do its errors
become significant. All the effects beyond the QHA
are known as ‘intrinsic anharmonicity’. For instance,
phonon–phonon interactions, displacive phase tran-
sitions, and explicit temperature dependence of the
vibrational frequencies (which is experimentally
measurable) are intrinsic anharmonic phenomena.
Here we focus on the role of intrinsic anharmonicity
in thermodynamics and equations of state of solids,
rather than on aspects related to thermal conductiv-
ity and phonon–phonon interactions.

This simplest way of treating intrinsic anharmo-
nicity takes advantage of the fact that in the high-
temperature expansion of the anharmonic free
energy, the lowest-order term is quadratic ( Landau
and Lifshitz, 1980; Zharkov and Kalinin, 1971; Gillet
et al., 1999). Explicit molecular dynamics simulations
for MgO (Figure 4) show that third- and fourth-
order terms still play some role, but overall the
T 2-term dominates. Limiting ourselves to this term,
we write

FanhðV ;TÞ
3NkB

¼ 1

2
aT 2 ½70�

where a is intrinsic anharmonicity parameter, usually
of order 10 – 5 K – 1. Equation [70] assumes that intrin-
sic anharmonic contributions from different modes
are additive. This is clearly a simplification, but it
finds some justification in the arguments of Wallace
(1998). Intrinsic anharmonicity normally decreases
with pressure, which can be accounted for by a sim-
ple volume dependence (Zharkov and Kalinin, 1971):

a ¼ a0
V

V0

� �m

½71�
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where a0 is the intrinsic anharmonicity parameter at
standard conditions, and m ¼ ðd ln  a =d ln  V Þ is a

constant.
One can easily find other anharmonic thermody-

namic properties, such as the entropy, energy,
isochoric heat capacity, thermal pressure, and bulk
modulus:

Sanh

3NkB
¼ – aT ;

Eanh

3NkB
¼ –

1

2 
aT 2

CV anh

3NkB
¼ – aT ;

Panh

3 NkB
¼ –

1

2 
a

m

V
T 2

KTa ¼ P a ð1 – mÞ

½72�

This model works well at high temperatures.
However, at low temperatures there are problems:
linear anharmonic heat capacity [72] overwhelms the
harmonic term, leading to large errors in the thermal
expansion coefficient below �100 K. The problem is
that [70] and [72] are classical equations and com-
pletely ignore quantum vibrational effects, which
determine low-temperature thermodynamics.

Wallace (1998) has shown that in the first approx-
imation intrinsic anharmonic effects can be
incorporated by using the true (i.e., temperature-
dependent) vibrational frequencies ! (or character-
istic temperatures � ¼ h!=  kB) and substituting them
into the (quasi)harmonic expression for the entropy
for a harmonic oscillator [45]. The result will contain
both quasiharmonic and intrinsic anharmonic contri-
butions. We follow Gillet et al. (1999) and define the
temperature-dependent characteristic temperature
as

UVT ¼ � exp ðaT Þ ½73�

where � is the quasiharmonic (only volume-depen-
dent) characteristic temperature. Equation [73] thus
defines the physical meaning of this parameter as the
logarithmic derivative of the vibrational frequency
(or characteristic temperature) with respect to
volume:

a ¼ q ln !VT

qT

� �
V

¼ q ln UVT

qT

� �
V

½74 �

In the classical limit ðUVT =T ! 0 Þ eqns [70] and
[72] are easily derived from [74].

Another approach to include quantum corrections
in anharmonic properties is offered by thermody-
namic perturbation theory of an anharmonic
oscillator (see Oganov and Dorogokupets (2004)).
Consider a general anharmonic potential

U1 ¼
1

2 
kx2 þ a3 x

3 þ a4 x
4 þ � � � ½75 �

with k > 0.
As a reference system we take a harmonic

oscillator

U0 ¼
1

2 
kx2 ½76 �

Using first-order thermodynamic perturbation the-
ory [69] anharmonic free energy can be calculated as
follows:

Fanh ¼ hU – U0 i0 ¼ ha3 x
3 þ a4 x

4 þ � � �i0
¼ a4 hx4 i0 þ a6 hx6 i0 þ a8 hx8 i0
þ � � � ½77 �

This expression is remarkable in that the moments of
atomic displacements used are those of a harmonic
oscillator, and can be easily calculated. Since the
harmonic reference potential is symmetric, only
even-order terms are retained in [77]. Truncating at
the h x4 i0 term, Oganov and Dorogokupets (2004)
found

Fanh

3n
¼ a

6kB
½h E i2 þ 2kB C V T

2 � ½78 �

Other thermodynamic functions are easy to derive
from Fanh by differentiation. From [78], one trivially
obtains anharmonic zero-point energy:

E 
z:p :
anh

3n
¼ a

24 
kB �

2 ½79 �

For typical values of parameters ( a ¼ 2 � 10 –5 K –1,
�¼ 1000 K), this value amounts to only 0.17% of the
harmonic zero-point energy. For more details on this
formalism, see Oganov and Dorogokupets (2004).
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Figure 4 Intrinsic anharmonic free energy of MgO.
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anharmonicity in thermodynamics and equations of state of
solids. Journal of Physics – Condensed Matter 16: 1351–1360.
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Computationally, intrinsic anharmonic effects can
be fully accounted for by the use of Monte Carlo or
molecular dynamics simulations (Allen and
Tildesley, 1987): these methods involve a full sam-
pling of the potential hypersurface without any
assumptions regarding its shape or the magnitude of
atomic vibrations; these methods are also applicable
to liquids and gases. Free energies of significantly
anharmonic systems can be calculated using thermo-
dynamic integration technique (e.g., Allen and
Tildesley, 1987). For example, using this technique
Alfè et al. (1999) calculated the melting curve of Fe at
conditions of the Earth’s core and provided first-
order estimates of core temperatures (more accurate
estimates were later obtained taking into account the
effects of alloying elements, see Alfè et al. (2002)).

2.06.2 Equations of State and
Elasticity

Equations of state (EOSs) (i.e., the P–V–T relation-
ships) of Earth-forming minerals are of special
interest – indeed, accurate EOSs of minerals are
necessary for the interpretation of seismological
observations. The importance of the elastic constants
for Earth sciences springs from the fact that most of
the information about the deep Earth is obtained
seismologically, by measuring the velocities of seis-
mic waves passing through the Earth. Seismic wave
velocities, in turn, are related to the elastic constants
of Earth-forming rocks and minerals. Acoustic aniso-
tropy of the Earth, measurable seismologically, is
related to the elastic anisotropy of Earth-forming
minerals and the degree of their alignment.

2.06.2.1 Equ ations of State

Generally, thermodynamics gives

P ¼ –
qF

qV

� �
T

and V ¼ qG

qP

� �
T

ðIsothermal EOSÞ

T ¼ qH

qS

� �
P

and S ¼ –
qG

qT

� �
P

ðIsobaric EOS Þ

P ¼ –
qE

qV

� �
S

and V ¼ –
qH

qP

� �
S

ðAdiabatic EOSÞ

An explicit analytical EOS can only be written for an
ideal gas (where interatomic interactions are absent;
in the case, there are no problems in the analytical
representation of the interatomic potential, and
entropy can be easily and exactly calculated using

the Sackur–Tetrode relation). For solids and liquids
interatomic interactions are essential, and all existing
analytical EOSs are by necessity approximate. Even
worse, interactions between atoms make phase tran-
sitions possible, and EOS becomes discontinuous (i.e.,
nonanalytical) at phase transitions. All the approxi-
mate EOS formulations are valid only for one phase
(though for a phase transition involving only small
structural changes it is possible to formulate a single
EOS describing two or more phases – see, e.g.,
Tröster et al. (2002)), and generally the accuracy of
the EOS is best at conditions far from phase
transitions.

2.06.2.1.1 M ie–Grüneisen  EOS

To advance further, consider the isothermal EOS
P ¼ – qF =q Vð ÞT , taking the QHA as the starting

point. Using indices i and k to denote the number
of the phonon branch and the wave vector k, we can
write a formula analogous to [50]:

F Tð Þ ¼E0 þ
1

2

X
i ;k

h!i k

þ kB T
X

i ;k

ln 1 – exp –
h!i k

kB T

� �� �
½80 �

From this, we have

P ðV ; T Þ ¼Pst ðV Þ þ 1

2

X
i ;k

h
�i k !i k

V

þ
X

i ;k

�i k

V

h!i k

expðh!i k =kB T Þ – 1
½81 �

where Pst ð V Þ is the static pressure, and the mode
Grüneisen parameter �ik is defined as

�ik ¼ –
q ln!

q ln V

� �
T

½82�

In the QHA, the Grüneisen parameter is temperature
independent.
At high temperatures or when all �ik are equal, [81]
can be simplified:

PðV ;T Þ ¼ PstðV Þ þ �
EvibðV ;TÞ

V
½83�

where

� ¼ h�iki ½84�

Equation [83] is the famous Mie–Grüneisen ther-
mal EOS. It should be noted that in the classical
approximation, which is put in the basis of the
standard molecular dynamics and Monte Carlo simu-
lations, the thermodynamic Grüneisen parameter
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will always be close to <�ik> (Welch et al., 1978), but

it will also include a temperature-dependent correc-

tion due to intrinsic anharmonic effects.
As shown by Holzapfel (2001), the three common

definitions of the Grüneisen parameter (via the ther-

mal pressure, thermal expansion, and volume

derivatives of the phonon frequencies)

�PðV ;T Þ ¼
Pvib

Evib
V ½85a�

��ðV ;TÞ ¼ �
KT V

CV

½85b�

�qhðV Þ ¼
– d ln!i

d ln V

� 	
½85c�

are all identical for a classical quasiharmonic solid,
and all different for a system with intrinsic anharmo-
nicity. Very roughly, �P(V, T) is halfway between
�qhðV Þ and ��ðV ;T Þ, that is, anharmonic effects are

much pronounced in thermal expansion than in ther-
mal pressure. We stress that care must be taken as to
which definition of the Grüneisen parameter is used
when analyzing experimental and theoretical results.
Figure 5 shows the different definitions of the
Grüneisen parameter and that the differences are
small at low temperatures, but significantly increase
with temperature; also shown is the volume depen-
dence of the parameter q:

q ¼
�
q ln �

q ln V

�
T

½86�

Often, the volume dependence of � is described
by a power law:

�ðV Þ ¼ �0
V

V0

� �q

½87�

where parameter q is usually assumed to be constant.
However, this form becomes poor at high compres-
sion. A much better function was proposed by
Al’tshuler et al. (1987) (see also Vorobev (1996)):

� ¼ �1 þ ð�0 – �1Þ
V

V0

� ��
½88�

where �0 and �1 are Grüneisen parameters at V¼V0

and at infinite compression (V¼ 0), respectively.

2.06.2.1.2 Analytical static EOS

Good discussions of this issue can be found in many

sources, including Holzapfel (1996, 2001), Sutton

(1993), Hama and Suito (1996), Cohen et al. (2000),

Poirier (2000), and Vinet et al. (1986, 1989). Over the

decades, many different EOS forms have been gen-

erated, but here we discuss only the ones that are

most interesting from the theoretical and practical

points of view.
The simplest approach is based on elasticity the-

ory. Assuming that the bulk modulus K varies linearly

with pressure and denoting K09 ¼ qK=qPð ÞP¼0, we

obtain the Murnaghan EOS:

P ¼ K0

K09

V

V0

� � –K09

– 1

" #
½89�
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This simple EOS works reasonably well only in a
very limited compression range. A better approach
(in terms of the accuracy relative to the number of
parameters of the mathematical formulation) is pro-
vided by the effective potential methods, where an
approximate model for the energy as a function of
x ¼ V=V0, or some other measure of strain, is used.

For example, starting from a polynomial

E ¼ E0 þ af 2 þ bf 3 þ cf 4 þ � � � ½90�

in terms of the Eulerian strain fE : fE ¼
ð1=2Þ½x – 2=3 – 1�, one arrives at the family of Birch–
Murnaghan EOSs. (It is advantageous to use the
Eulerian finite strain rather than the Lagrangian
strain fL ¼ 1=2ð Þ½1 – x2=3�, because the Eulerian
strain leads to a better description of the correct
E(V) dependence with fewer terms in the expansion
[90]. At infinite pressure, Eulerian strain is infinite,
whereas Lagrangian strain remains finite and will
require an infinite-order expansion. However, for
infinitesimal strains both definitions become equiva-
lent.) The often used third-order Birch–Murnaghan
EOS is

P ¼ 3

2
K0 x – 7=3 – x – 5=3
h i

1þ 	 x – 2=3 – 1
h in o

½91�

E ¼ E0 þ
3

2
K0V0

3

2
ð	 – 1Þx – 2=3 þ 3

4
ð1 – 2	Þx – 4=3

�
þ 1

2
	x – 6=3 –

2	 – 3

4

�
½92�

where 	¼ (3/4) (K09 – 4).
It is possible to derive systematically higher-order

BM EOSs, but this appears to be of little use since the

number of parameters involved becomes too large;

only the fourth-order BM EOS

P ¼3K0fEð1þ 2fEÞ5=2 1þ 3

2
ðK09 – 4ÞfE

�
þ 3

2
K0K00þ ðK09 – 4ÞðK09 – 3Þ þ 35

9

� �
f 2
E

�
½93�

is sometimes used when ultrahigh pressures are
studied.

The Vinet EOS (Vinet et al., 1986, 1989) is some-
times considered as one of the most impressive recent

achievements in solid-state physics (Sutton, 1993). In

fact, this is a whole family of EOSs of different orders.

The most remarkable feature is its very fast conver-

gence with respect to the order of EOS – one seldom

needs to use beyond the third-order Vinet EOS.

This EOS is based on a universal scaled binding
energy curve

E ¼ E0ð1þ aÞ expð – aÞ ½94�

where E0 is the bond energy at equilibrium, a ¼ ðR –

R0Þ=l ; l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0=ðq2E=qR2Þ

q
being a scaling length

roughly measuring the width of the potential well,
and R the Wigner–Seitz radius (the average radius of
a sphere in the solid containing one atom). The
potential [94] was invented and first used by
Rydberg (1932) for fitting potential curves of mole-
cules and obtaining their anharmonic coefficients; it
turned out (Vinet et al., 1986) that it describes very
accurately systems with different types of chemical
bonding in solids, molecules, adsorbates, etc.

The third-order Vinet EOS is (Vinet et al., 1989;
Hama and Suito, 1996)

P ¼ 3K0
1 – x1=3

x2=3
exp½
ð1 – x1=3Þ� ½95�

EðV Þ ¼ EðV0Þ þ
9K0V0


2

n
1 – ½1 – 
ð1 – x1=3Þ�

� exp½
ð1 – x1=3Þ�
o

½96�

where 
 ¼ ð3=2ÞðK 9
0 – 1Þ. The resulting expression

for the bulk modulus is

K ¼ K0

x2=3
½1þ ð1þ 
x1=3Þð1 – x1=3Þ� exp½
ð1 – x1=3Þ� ½97�

From this one has (Vinet et al., 1989)

K00 ¼ –
1

K0

K 9
0

2

� �2

þ K 9
0

2

� �
–

19

36

" #
½98�

The Vinet EOS proved to be very accurate for fitting
EOS of solid hydrogen ( Loubeyre et al., 1996; Cohen
et al., 2000) throughout the whole experimentally
studied pressure range 0–120 GPa, roughly to the
eightfold compression.

In very rare cases a higher-order Vinet EOS may
be needed; such higher-order versions of the Vinet
EOS already exist (Vinet et al., 1989):

P ¼ 3K0

x2=3
ð1 – x1=3Þ exp½
ð1 – x1=3Þ þ �ð1 – x1=3Þ2

þ �ð1 – x1=3Þ3 þ � � � ½99�

and the fourth-order Vinet EOS, where � ¼ ð1=24Þ
ð36K0K 0þ 9K09

2 þ 18K09 – 19Þ and � ¼ 0, has been
successfully applied to solid H2 at extreme compres-
sions (Cohen et al., 2000) and has led to significant
improvements of the description of experimental
PV-data.
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In the limit of extreme compressions ðx ! 0Þ the
Vinet EOS fails to reproduce the correct free-electron

limit and gives a finite (rather than positive infinite)

energy equal to ð9K0V0=

2Þ½1 – ð1 – 
Þexpð
Þ� (we do

not consider here nuclear forces, which become

important at densities �1015 g cm–3 (P � 1020 GPa

corresponding to x < 10–12 (Holzapfel, 2001)). EOSs,

manifesting the correct Thomas–Fermi behavior at

extreme compressions, have been developed and dis-

cussed in detail by Holzapfel (1996, 2001) and Hama

and Suito (1996).
Holzapfel (1996, 2001) has modified the Vinet

EOS so as to make it satisfy the electron-gas limit at

extreme compressions. His APL EOS (also a family

of Lth-order EOSs) is as follows (Holzapfel, 2001):

P ¼ 3K0

x – 5=3
ð1 – x1=3Þexp½c0ð1 – x1=3Þ�

� 1þ x1=3
XL

k¼2

ckð1 – x1=3Þk – 1

( )
½100�

where c0 ¼ – lnð3K0=PFG0Þ; PFG0 ¼ aFGðZ=V0Þ5=3,
aFG¼0.02337 GPa Å5, and Z the total number of elec-
trons per volume V0 .

This EOS correctly predicts that at infinite com-
pression K19 ¼ 5=3 (while at x¼ 1 K09 ¼ 3þ
ð3=2Þðc0 þ c2Þ), but becomes very similar to the

Vinet EOS at moderate compressions. The mathe-

matical similarity between [99] and [100] is obvious,

and it is easy to generalize these EOSs into one

family. For a third-order generalized Vinet–

Holzapfel EOS, one has (Kunc et al., 2003)

P ¼ 3K0

xn=3
ð1 – x1=3Þexp½
ð1 – x1=3Þ� ½101�

where 
 ¼ ð3K09=2Þ þ ð1=2Þ – n. The Vinet EOS is
recovered when n¼ 2, and the Holzapfel EOS is
obtained when n¼ 5. Kunc et al. (2003) found that
theoretical EOS of diamond is best represented by
the EOS [101] with an intermediate value n ¼ 7=2.
In this case, the energy can be expressed analytically:

EðV Þ ¼ EðV0Þ þ 9K0V0½ f ðV Þ – f ðV0Þ�
expð
Þffiffiffi



p ½102�

where

f ðV Þ ¼
ffiffiffi
�
p
ð2
 þ 1Þerf ð ffiffiffi
p x2=3Þ þ

2
ffiffiffi


p

expð – 
x1=3Þ
� �

x2=3

However, it remains to be seen how accurate [102] is
for other materials.

2.06.2.1.3 Anharmonicity in static EOS

Since both K9 and � come from anharmonic interac-
tions, an intriguing possibility arises to establish a
general relation between these parameters. This
possibility has been widely discussed since 1939,
when J. Slater suggested the first solution of the
problem:

�s ¼
1

2
K 9 –

1

6
½103�

Later approaches resulted in very similar equa-
tions, the difference being in the value of the constant
subtracted from ð1=2ÞK 9:1=2; 5=6, or 0.95. If any of
the relations of the type [103] were accurate, it would
greatly simplify the construction of thermal EOS.
Although some linear correlation between � and K 9

does exist, the correlation is too poor to be useful
(Wallace, 1998; Vočadlo et al., 2000).

2.06.2.1.4 EOS, internal strain, and phase
transitions

All the EOSs discussed in the previous section impli-
citly assumed that crystal structures compress
uniformly, and there is no relaxation of the unit cell
shape or of the atomic positions. For some solids (e.g.,
MgO) this is definitely true. For most crystals and all
glasses, however, this is an approximation, sometimes
crude. Classical EOSs are less successful for crystals
with internal degrees of freedom and perform parti-
cularly poorly in the vicinity of phase transitions. In
the simplest harmonic model, Oganov (2002)
obtained the following formula:

PðV Þ ¼ PunrelaxedðV Þ þ
X

i

m2
i ðV –V0Þ ½104�

with parameters mi . Punrelaxed is well described by the
conventional EOSs, for example, Vinet EOS, whereas
the total EOS is not necessarily so (see line 2 in
Figure 6). The bulk modulus is always lowered by the
relaxation effects, in the simplest approximation [104]:

K ðV Þ ¼ KunrelaxedðV Þ –
X

i

m2
i V ½105�

which implies the tendency of K 9 to be higher than
the corresponding unrelaxed value:

K 9ðV Þ ¼ K 9unrelaxedðV Þ þ
X

i

m2
i

V

K
½106�

This simple model explains qualitatively correctly
the real effects of internal strain. Complex structures
are usually relatively ‘soft’ and usually have large K09
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(often significantly exceeding ‘normal’ K09¼ 4), in

agreement with the prediction [106]. For example,

quartz SiO2, although consisting of extremely rigid

SiO2 tetrahedra, has a very low bulk modulus

K0 ¼ 37.12 GPa and high K09¼ 5.99 (Angel et al.,

1997): its structure is very flexible due to relaxation

of the internal degrees of freedom. Perhaps, the high-

est known K09¼ 13 was found in amphibole grunerite

(Zhang et al., 1992) with a very complicated structure

having many degrees of freedom.
As an illustration, consider two series of ab initi o

calculations on sillimanite, Al2SiO5 (based on results

from Oganov et al. (2001b)). In one series all struc-

tural parameters were optimized, while in the other

series the zero-pressure structure was compressed

homogeneously (i.e., without any relaxation).

Results are shown in Figu re 6, where a very large

relaxation effect can be seen.
It is well known that internal strains always soften

the elastic constants (e.g., Catti, 1989). In extreme

cases, the softening can be complete, leading to a

phase transition. In such cases, the simplified model

[104] is not sufficient. To study EOS in the vicinity of

the phase transition, one needs to go beyond the

harmonic approximation built in this model. This

can be done using the Landau expansion of the inter-

nal energy in powers of Q including the full elastic

constants tensor and allowed couplings of the order

parameter and lattice strains (see, e.g., Tröster et al.

(2002)).

2.06. 2.2 Elastic Constan ts

A number of excellent books and reviews exist, espe-
cially, Nye (1998), Sirotin and Shaskolskaya (1975),
Wallace (1998), Alexandrov and Prodaivoda (1993),
Born and Huang (1954), Belikov et al. (1970),
Barron and Klein (1965), and Fedorov (1968).
Elastic constants characterize the ability of a material
to deform under small stresses. They can be
described by a fourth-rank tensor Cijkl, relating the
second-rank stress tensor �ij to the (also second-rank)
strain tensor ekl via the generalized Hooke’s law:

�ij ¼ Cijkl ekl ½107 �

where multiplication follows the rules of tensor mul-
tiplication (see Nye, 1998). Equation [107] can be
simplified using the Voigt notation (Nye, 1998),
which represents the fourth-rank tensor Cijkl by a
symmetric 6 � 6 matrix Cij . In these notations,
indices ‘11’, ‘22’, ‘33’, ‘12’, ‘13’, ‘23’ are represented
by only one symbol – 1, 2, 3, 6, 5, and 4, respectively.
So we write instead of [107]

�i ¼ C ij ej ½108 �

Note that infinitesimal strains are being used; in
this limit, all definitions of strain (e.g., Eulerian,
Lagrangian, Hencky, etc.) become equivalent.
Under a small strain, each lattice vector aij9 of the
strained crystal is obtained from the old lattice vector
aij

0 and the strain tensor eij using the relation

aij 
9 ¼ ð�ij þ eij Þa ij

0 ½109 �

In the original tensor notation and in the Voigt
notation (Nye, 1998), the ð�ij þ e ij Þ matrix is repre-
sented as follows:

1 þ e11 e12 e13

e12 1 þ e22 e23

e13 e23 1 þ e33

2664
3775 ¼

1 þ e1 e6 =2 e5 =2

e6 =2 1þ e2 e4 =2

e5 =2 e4 =2 1þ e3

2664
3775

½110 �

Voigt notation is sufficient in most situations; only in
rare situations such as a general transformation of the
coordinate system, the full fourth-rank tensor repre-
sentation must be used to derive the transformed
elastic constants.

The number of components of a fourth-rank ten-
sor is 81; the Voigt notation reduces this to 36. The
thermodynamic equality Cij ¼ Cji makes the 6� 6
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Figure 6 Effects of internal strains on equation of state. At

the highest pressures shown, the structure is on the verge of

an isosymmetric phase transition. 1, unrelaxed EOS; 2,

correct EOS including relaxation; 3, the difference caused
by relaxation. Note that in the pretransition region the full

EOS is poorly fit, while the unrelaxed EOS is very well

represented by analytical EOSs (in this case BM3).
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matrix of elastic constants symmetric, reducing the
number of independent constants to the well-known
maximum number of 21, possessed by triclinic crys-
tals. Crystal symmetry results in further reductions of
this number: 13 for monoclinic, 9 for orthorhombic, 6
or 7 (depending on the point group symmetry) for
trigonal and tetragonal, 5 for hexagonal, and 3 for
cubic crystals; for isotropic (amorphous) solids there
are only two independent elastic constants.

One can define the inverse tensor Sijkl (or, in the
Voigt notation, Sij), often called the elastic compli-
ance tensor:

Sijkl

 �
¼ Cijkl

 � – 1
or Sij

 �
¼ Cij

 � – 1 ½111�

(Note that in Voigt notation Cijkl¼Cmn, but Sijkl¼ Smn

only when m and n¼ 1,2, or 3; when either m or
n¼ 4,5, or 6 : 2Sijkl¼ Smn; when both m and n¼ 4,5,
or 6: 4Sijkl¼ Smn (Nye, 1998).) The Sij tensor can be
defined via the generalized Hooke’s law in its equiva-
lent formulation:

ei ¼ Sij�j ½112�

Linear compressibilities can be easily derived
from the Sij tensor. Full expressions for an arbitrary
direction can be found in Nye (1998); along the
coordinate axes, the linear compressibilities are

�x ¼ –
1

lx

qlx

qP

� �
T

¼
X3

j¼1

S1j ¼ S11 þ S12 þ S13

�y ¼ –
1

ly

qly

qP

� �
T

¼
X3

j¼1

S2j ¼ S12 þ S22 þ S23 ½113�

�z ¼ –
1

lz

qlz

qP

� �
T

¼
X3

j¼1

S3j ¼ S13 þ S23 þ S33

where lx ; ly; lz are linear dimensions along the axes of
the coordinate system. (These axes may not coincide
with the lattice vectors for nonorthogonal crystal
systems. Coordinate systems used in crystal physics
are always orthogonal.) For the bulk compressibility,
we have

� ¼ –
1

V

qV

qP

� �
T

¼ �x þ �y þ �z ¼
X3

i¼1

X3

j¼1

Sij

¼ S11 þ S22 þ S33 þ 2ðS12 þ S13 þ S23Þ ½114�

The values of the elastic constants depend on the
orientation of the coordinate system. There are two
particularly important invariants of the elastic con-
stants tensor – bulk modulus K and shear modulus G,

obtained by special averaging of the individual elastic

constants. There are several different schemes of

such averaging. Reuss averaging is based on the

assumption of a homogeneous stress throughout the

crystal, leading to the Reuss bulk modulus:

KR ¼
1

S11 þ S22 þ S33 þ 2ðS12 þ S13 þ S23Þ
¼ 1

�
½115�

and shear modulus:

GR ¼
15

4ðS11 þ S22 þ S33Þ–4ðS12 þ S13 þ S23Þ þ 3ðS44þ S55þ S66Þ
½116�

It is important to realize that it is the Reuss bulk
modulus, explicitly related to compressibility, that
is used in constructing EOSs and appears in all ther-
modynamic equations involving the bulk modulus.

Another popular scheme of averaging is due to
Voigt. It is based on the assumption of a spatially

homogeneous strain, and leads to the following

expressions for the Voigt bulk and shear moduli:

KV ¼
C11 þ C22 þ C33 þ 2ðC12 þ C13 þ C23Þ

9
½117�

GV ¼
C11þC22þC33–ðC12þC13þC23Þþ3ðC44þC55þC66Þ

15

½118�

For an isotropic polycrystalline aggregate the Voigt
moduli give upper and the Reuss moduli lower bounds
for the corresponding moduli. More accurate estimates
can be obtained from Voigt–Reuss–Hill averages:

KVRH ¼
KV þ KR

2
; GVRH ¼

GV þ GR

2
½119�

The most accurate results (and tighter bounds) are
given by the Hashin–Shtrikman variational scheme,
which is much more complicated, but leads to results
similar to the Voigt–Reuss–Hill scheme (see Watt
et al. (1976) for more details).

There are two groups of experimental methods
for measuring the elastic constants: (1) static and

low-frequency methods (based on determination of

stress–strain relations for static stresses) and (2) high-

frequency or dynamic methods (e.g., ultrasonic

methods and Brillouin spectroscopy). High-

frequency methods generally enable much higher

accuracy. Static measurements yield isothermal elas-

tic constants (the timescale of the experiment allows

thermal equilibrium to be attained within the sam-

ple); high-frequency measurements give adiabatic
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constants (Belikov et al., 1970). The difference, which

is entirely due to anharmonic effects (see below),

vanishes at 0 K. Adiabatic Cij are larger, usually by a

few percent. The following thermodynamic equation

gives the difference in terms of thermal pressure

tensor bij (Wallace, 1998):

C Sijkl ¼ C Tijkl þ
TV

CV

bij b kl ½120�

where bij ¼ q�  ij =qT
� �

V
is related to the thermal

expansion tensor. Equation [120] implies, for the
bulk moduli, the already-mentioned formula [33]:

KS ¼ KT ð1 þ �� T Þ ¼ KT 1 þ �
2 KT V

CV

� �
where � and � are the thermal expansion and
Grüneisen parameter, respectively. Adiabatic and
isothermal shear moduli are strictly equal for cubic
crystals and usually practically indistinguishable for
crystals of other symmetries.

Acoustic wave velocities measured in seismologi-
cal experiments and ultrasonic determinations of

elastic constants are related to the adiabatic elastic

constants. Isothermal constants, on the other hand,

are related to the compressibility and EOS.
The general equation for the calculation of velo-

cities of acoustic waves with an arbitrary propagation

direction, the Christoffel equation (Sirotin and

Shaskolskaya, 1975), is

Cijkl 
S m j mk p1 ¼ v2 pi ½121�

where  is the polarization vector of the wave (of unit
length), m the unit vector parallel to the wave vector,
and  the density of the crystal. It can also be repre-
sented in the form of a secular equation:

det jjCijkl 
S mj mk –  v2 �il jj ¼ 0 ½122�

This equation has three solutions, one of which cor-
responds to a longitudinal, and the other two to
transverse waves (see, e.g., Figu re 7). For example,
one can obtain the following velocities for a cubic
crystal along high-symmetry directions:

ða Þ  m ¼ ½100 �: v1 ¼
ffiffiffiffiffiffiffi
C11



s
ðp ¼ ½100 �Þ

v2 ¼
ffiffiffiffiffiffiffi
C44



s
ðp ¼ ½010 �Þ

v3 ¼
ffiffiffiffiffiffiffi
C44



s
ðp ¼ ½001 �Þ

ðb Þ m ¼ ½110� : v1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C11 þ C12 þ 2C44

2

s
ðp ¼ ½110�Þ

v2 ¼
ffiffiffiffiffiffiffi
C44



s
ðp ¼ ½001�Þ

v3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C11 – C12



s
ðp ¼ ½1�10�Þ

The average velocities are given by famous equa-
tions (Belikov et al., 1970)

vP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3K þ 4G

3

s
½123 �

and

vS ¼
ffiffiffiffi
G



s
½124 �

where the adiabatic Voigt–Reuss–Hill (or Hashin–
Shtrikman) values are used for the bulk and shear
moduli.

At constant P,T, the elastic constants describing
stress–strain relations [107] are given by

C Tijkl ¼
1

V

q2 G

qeij qekl

� �
T

½125 �

while at constant P,S, they are

C Sijkl ¼
1

V

q2 H

qeij qekl

� �
S

½126 �
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Figure 7 Acoustic velocities as a function of the

propagation direction in lawsonite CaAl2(Si2O7)(OH)2
�H2O.

Solid squares, at 21	C; open circles, 450	C. Reproduced

from Schilling FR, Sinogeikin SV, and Bass JD (2003) Single-
crystal elastic properties of lawsonite and their variation with

temperature. Physics of the Earth and Planetary Interiors

136: 107–118, with permission from Elsevier.
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Now let us derive from [125] an expression for the
elastic constants in terms of the second derivatives of

the internal energy; in this derivation, we follow

Ackland and Reed (2003). The unit cell of a crystal

can be represented by a matrix V
$ ¼ ða1; a2; a3Þ, and

the volume of the equilibrium unit cell is then

V0¼ det V
$

. Using [109], for the volume V of a

strained cell we obtain

V

V0
¼ det V

$

det V
$ ¼1þ e1 þ e2 þ e3 þ e1e2 þ e2e3

þ e1e3 –
e2
4

4
–

e2
5

4
–

e2
6

4

þ e1e2e3 –
e1e2

4

4
–

e2e2
5

4

–
e3e2

6

4
þ e4e5e6

4
½127�

Then one has in the standard tensor notation

�V

V0
¼ eii þ

1

4
2�ij �kl – �ik�jl – �il�jk

� �
eij ekl þ Oðe3Þ ½128�

Then, the change of the Gibbs free energy associated
with strain is, to the second order,

�G ¼ �F þ Peii þ
PV

4
ð2�ij �kl – �ik�jl – �il�jkÞeij ekl

½129�

From this one has

CT
ijkl ¼

1

V

q2F

qeij qekl

� �
T

þ P

2
ð2�ij �kl – �il�jk – �jl�ikÞ ½130a�

and, by analogy,

CS
ijkl ¼

1

V

q2F

qeij qekl

� �
S

þ P

2
ð2�ij �kl – �il�jk – �jl�ikÞ ½130b�

It is well known ( Barron and Klein, 1965;
Wallace, 1998) that under nonzero stresses there

can be several different definitions of elastic con-

stants. The constants CT
ijkl and CS

ijkl defined by eqns

[130a] and [130b] are those appearing in stress–strain

relations and in the conditions of mechanical stability

of crystals (see below), whereas the long-wavelength

limit of lattice dynamics is controlled by

1

V

q2E

qeij qekl

� �
S

These two definitions (via stress–strain relations and
from long-wavelength lattice dynamics) become
identical at zero pressure.

Calculating the second derivatives with respect to
the finite Lagrangian strains 
ij , different equations

are obtained (Wallace, 1998) for the case of hydro-
static pressure:

Cijkl
S ¼ 1

V

q2E

q
ij q
kl

� �
S

þP �ij �kl – �il�jk – �jl�ik

� �
½131a�

Cijkl
T ¼ 1

V

q2F

q
ij q
kl

� �
T

þP �ij �kl – �il�jk – �jl�ik

� �
½131b�

For a general stress the analogous equations are

Cijkl
S ¼ 1

V

q2E

q
ij q
kl

� �
S

–
1

2
2�ij �kl – �ik�jl – �il�jk –�jl�ik –�jk�il

� �
½132a�

Cijkl
T ¼ 1

V

q2F

q
ij q
kl

� �
T

–
1

2
2�ij �kl – �ik�jl –�il�jk –�jl�ik –�jk�il

� �
½132b�

Cauchy relations, originally derived with the defi-
nition via the energy density, can be elegantly
formulated in this definition as well (see below).
Note, however, that the elastic constants Cijkl, defined
from stress–strain relations, have the full Voigt sym-
metry only at hydrostatic pressure. It is essential to
distinguish between different definitions of elastic
constants under pressure.

2.06.2.2.1 Cauchy relations

For crystals where all atoms occupy centrosymmetric
positions, and where all interatomic interactions are
central and pairwise (i.e., depend only on the distances
between atoms, and not on angles), in the static limit
Cauchy relations (Born and Huang, 1954; but take into
account eqns [130a] and [130b] hold:

C23 –C44 ¼ 2P; C31 –C55 ¼ 2P; C12 –C66 ¼ 2P

C14 –C56 ¼ 0; C25 –C64 ¼ 0; C36 –C45 ¼ 0
½133�

These relations would reduce the maximum number
of independent elastic constants to 15; however, they
never hold exactly because there are always noncentral
and many-body contributions to crystal energy.
Violations of the Cauchy relations can serve as a useful
indicator of the importance of such interactions. While
for many alkali halides Cauchy relations hold reason-
ably well, for alkali earth oxides (e.g., MgO) they are
grossly violated. This is because the free O2– ion is
unstable and can exist only in the crystalline environ-
ment due to the stabilizing Madelung potential created
by all atoms in the crystal; the charge density around
O2– is thus very susceptible to the changes of structure,
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including strains. Consequently, interactions of the O2–

ion with any other ion depend on the volume of the
crystal and location of all other ions; this is a major
source of many-body effects in ionic solids. This point
of view is strongly supported by the success of poten-
tial induced breathing (PIB; see Bukowinski (1994) and
references therein) and similar models in reproducing
the observed Cauchy violations. In these models,
the size of an O2– ion (more precisely, the radius of
the Watson sphere stabilizing the O2–) depends on the
classical electrostatic potential induced by other ions.

2.06.2.2.2 Mechanical stability

One of the most common types of instabilities occur-
ring in crystals is the so-called mechanical instability,
when some of the elastic constants (or their special
combinations) become zero or negative. The condi-
tion of mechanical stability is the positive
definiteness of the elastic constants matrix:

C11 C12 C13 C14 C15 C16

C21 C22 C23 C24 C25 C26

C31 C32 C33 C34 C35 C36

C41 C42 C43 C44 C45 C46

C51 C52 C53 C54 C55 C56

C61 C62 C63 C64 C65 C66

This is equivalent to positiveness of all the principal
minors of this matrix (principal minors are square
submatrices symmetrical with respect to the
main diagonal – they are indicated by dashed lines
in the scheme above). All diagonal elastic constants
Cii are principal minors, and, therefore, must be posi-
tive for all stable crystals. Mechanical stability
criteria were first suggested by Max Born (Born and
Huang, 1954) and are sometimes called Born condi-
tions. In general form, they are analyzed in detail in
Sirotin and Shaskolskaya (1982) and Fedorov (1968),
and cases of different symmetries have been thor-
oughly analyzed by Cowley (1976) and by Terhune
et al. (1985). Mechanical stability criteria for crystals
under stress must employ the Cij derived from the
stress–strain relations (Wang et al., 1993, 1995; Karki,
1997). Violation of any of the mechanical stability
conditions leads to softening of an acoustic mode in
the vicinity of the �-point, inducing a phase
transition.

2.06.2.2.3 Birch’s law and effects of

temperature on the elastic constants

The famous Birch’s law (Birch, 1952, 1961; Poirier,

2000) states that compressional sound velocities

depend only on the composition and density of the

material:

vP ¼ að �MÞ þ bð �MÞ ½134�

where �M is the average atomic mass, a and b con-
stants,  the density. Thus, for the mantle materials
(average atomic mass between 20 and 22),

vP ¼ – 1:87þ 3:05 ½135�

Similar relations hold for the bulk sound velocity

v� ¼
ffiffiffiffiffiffiffiffiffi
K=

p
; for mantle compositions

v� ¼ – 1:75þ 2:36 ½136�

Birch’s law implies that for a given material at
constant volume, the elastic constants are tempera-
ture independent. This can be accepted only as a
first (strictly harmonic) approximation. Thermal
contributions to the bulk modulus can be represented
as additive corrections to the zero-temperature
result:

K T ðV ;TÞ ¼ K0 KðV Þ þ�K T
qhaðV ;TÞ

þ�K T
aðV ;TÞ ½137�

�K T
qhaðV ;TÞ ¼ pth;qhað1þ � – qÞ – �2TCV=V ½138�

�K T
aðV ;T Þ ¼ pað1þ �a – qaÞ ½139�

where

pa ¼ �aEa=V ; �a ¼ –
qln a

qln V

� �
T

; qa ¼
qln �a

qln V

� �
T

For the adiabatic bulk modulus

K SðV ;TÞ ¼K0 KðV Þ þ pth;qhað1þ � – qÞ
þ pað1þ �a – qaÞ ½140�

These results can be generalized for the individual
elastic constants. Garber and Granato (1975), differ-
entiating the free energy, expressed in the QHA as a
sum of mode contributions over the whole Brillouin
zone:

F ¼ Est þ
1

2

X
i;k

h!ik þ
X

i;k

kBT ln 1 – exp –
h!ik

kBT

� �� �
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and obtained the following result, which can be used
in calculations of the elastic constants at finite
temperatures:

1

V

�
q2 F

q
ij q
kl

�
V

¼ 1

V

�
q2 Est

q
ij q
  kl

�
v

þ 1

V

X
i ;k

�
��
�  

i k
ij � 

i k
kl –

q�ij

q
kl

�
Evib;i k –� 

i k
ij � 

i k
kl CV ;i k T

�
½141�

2.06.2.2.4 Elastic anisotropy in

the Ear th’s in te rior

While most of the lower mantle and the entire outer
core are elastically isotropic, seismological studies
have indicated seismic anisotropy amounting to a
few percent in the upper mantle, lowermost mantle
(D 0 layer), and in the inner core. This anisotropy can
be due to lattice-preferred orientation (e.g., appear-
ing due to plastic flow orienting crystallites in a rock),
or due to their reasons such as shape-preferred orien-
tation or macroscopic-scale ordered arrangements of
crystals of different minerals and/or molten rock.
The most directly testable case is lattice-preferred
orientation. Elastic anisotropy causes splitting of seis-
mic waves – much akin to birefringence of light
waves in anisotropic crystals. For an overview, see
Anderson (1989).

One would expect that crystals will orient their
easiest plastic slip planes parallel to the direction of
the plastic flow (e.g., in convective streams). The selec-
tion of a single dominant slip plane is, of course, a
simplification – which, however, leads to a most useful
model of a transversely isotropic aggregate (where
crystallites have parallel slip planes, but within the
slip plane their orientations are random). For the case
of a transversely isotropic aggregate with a small degree
of anisotropy, Montagner and Nataf (1986) considered
the following parameters (the unique axis of the trans-
versely isotropic aggregates is set to be c-axis):

A ¼ 3

8 
ðC11 þ C22 Þ þ

1

4 
C12 þ

1

2 
C66

C ¼ C33

F ¼ 1

2 
ðC13 þ C23 Þ

L ¼ 1

2 
ðC44 þ C55 Þ

N ¼ 1

8 
ðC11 þ C22 Þ –

1

4 
C12 þ

1

2 
C66

½142�

From these, they derived the velocities of the shear
vertically (vSV) and horizontally ( vSH), and

compressional vertically (vPV) and horizontally
(vPH) polarized waves:

vPH ¼
ffiffiffi
A



s
; vPV ¼

ffiffiffi
C



s

vSH ¼
ffiffiffiffi
N



s
; vSV ¼

ffiffiffi
L



s ½143 �

What determines the dominant slip system?
Strictly speaking, the dislocations – their number
and the activation energy for their migration – should
be the smallest for the best slip system. However, on
the example of h.c.p.-metals, Legrand (1984) has
demonstrated that a simplified criterion works very
well. The product of the stacking fault enthalpy �
calculated per area Ssf � ¼ � Hsf =Ssfð Þ and the shear
elastic constant relevant for the motion of this stack-
ing fault is smallest for the preferred slip plane. For
example, comparing basal {0001} and prismatic
{10�10} slip for h.c.p.-metals, the ratio

R ¼ �0001C44

�10�10C66
½144�

is greater than 1 in cases of prismatic slip and smaller
than 1 for materials with basal slip. This criterion was
used by Poirier and Price (1999) in their study of the
anisotropy of the inner core and, in an extended
form, by Oganov et al. (2005b) in their revision of
the nature of seismic anisotropy of the Earth’s D0

layer (see also Section 2.06.4.2).

2.06.3 Phase Transitions of Crystals

The study of phase transitions is of central importance
to modern crystallography, condensed matter physics,
and chemistry. Phase transitions are a major factor deter-
mining the seismic structure of the Earth and thus play
a special role in geophysics (e.g., Ringwood, 1991).

2.06.3.1 Classifications of Phase
Transitions

A popular classification of phase transitions was pro-
posed by Ehrenfest in 1933 (for a historical and
scientific discussion, see Jaeger (1998)), distinguishing
between first-, second-, and higher-order phase transi-
tions. For the ‘first-order’ transitions the ‘first’ derivatives
of the free energy with respect to P and T (i.e., volume
and entropy) are discontinuous at the transition point;
for ‘second-order’ transitions the ‘second’ derivatives
(compressibility, heat capacity, and thermal expansion)
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are discontinuous, and so forth. In some cases, the order
of the same phase transition is different at different P–T

conditions: isosymmetric transitions must be first order,
but become completely continuous (infinite-order)
transitions at and above the critical temperature. Some
transitions change under pressure/temperature from
first to second order; the crossover point is called the
tricritical point. Among the examples of systems with
tricritical crossover are NH4Cl (Garland and Weiner,
1971), zone-center cubic-tetragonal transition in
BaTiO3 perovskite, possibly the transition from calcite
to metastable calcite (II) in CaCO3 (see Hatch and
Merrill (1981)) and, possibly the�–� transition in quartz
(SiO2). For example, the order–disorder transition in
NH4Cl from a phase with a complete orientational
disordering of the NH4-group ðPm�3mÞ to an ordered
phase ðP4 �3mÞ is first order at 1 atm and 242 K, but
becomes second order at the tricritical point, 0.15 GPa
and 256 K. Therefore, the order of the transition is not
something fundamentally inherent to the transition.

The first structural classification was due to Buerger
(1961), who distinguished two main types of phase
transitions – those with and without changes of the
first coordination number, respectively. Each of these
types was further classified into reconstructive (i.e.,
requiring formation/breaking of bonds), displacive,
order–disorder, electronic, etc., transitions.

Even though Buerger’s classification is purely
structural, it naturally gives some insight into ther-
modynamics and kinetics of phase transitions. For
instance, reconstructive transitions are first order
and require activation (and, hence, are kinetically
controlled) (Polymorphs of carbon (graphite, dia-
mond) and Al2SiO5 (minerals kyanite, andalusite,
and sillimanite, see Kerrick (1990)) are classical
examples. All the transitions between these minerals
are first-order reconstructive and require substantial
activation energies to proceed; therefore, all the three
minerals can coexist at not very high temperatures
for millions of years in nature.) Also, as recognized by
L. D. Landau in 1937 (see Landau and Lifshitz, 1980),
for a second-order transition the two phases must be
structurally related, and their symmetry groups must
conform to certain group–subgroup relations.

2.06.3.2 First-Order Phase Transitions

Thermodynamics of first-order transitions are based
on the Clausius–Clapeyron relation:

dP

dT
¼ �S

�V
½145�

where �S and �V are the entropy and volume
differences, respectively, between the phases. Using
[145] one can calculate the slopes of the equilibrium
lines of phase coexistence. This relation is valid only
for first-order transitions, because for second-order
transitions both �V and �S are equal to zero. The
transition temperatures and pressures can be found
from accurate atomistic or quantum-mechanical total
energy calculations (e.g., Alfè et al., 1999; Oganov
et al., 2003, 2005a; Oganov and Ono, 2004, 2005;
Umemoto et al., 2006). Only when the two phases
are structurally similar can one apply approximate
analytical theories, such as Landau theory (which was
initially devised to study second-order phase
transitions).

A relation, analogous to [145], for second-order
transitions was derived by Ehrenfest:

dP

dT
¼ �CP

TV ��
½146�

where �CP and �� are the jumps of the heat
capacity and thermal expansion at the transition.
However, precise experiments, computer simula-
tions, and accurate theories indicate a qualitatively
different behavior of the heat capacity – instead of
having a finite jump, it logarithmically diverges to
infinity on both sides of the transition. This ‘�-beha-
vior’ invalidates the Ehrenfest relation.

2.06.3.3 Landau Theory of First- and
Second-Order Transitions

When the structural changes occurring upon transi-
tion are small, it is usually possible to define an
order parameter (or several order parameters),
whose continuous change describes all the intermedi-
ate structures on the transition pathway. The
simplest expression for the free energy is the
Landau potential

GðQ Þ ¼G0 þ
1

2
AðT –TCÞQ 2

þ 1

3
BQ 3 þ 1

4
CQ 4 þ � � � ½147�

where TC is the critical temperature, and G0

the free energy of the phase with Q¼ 0 (e.g., high-
temperature high-symmetry disordered phase).
Landau’s assumption that the second term of [147] is
simply proportional to (T–TC) was analyzed and justi-
fied mathematically by Sposito (1974). The entropy
as a function of the order parameter is simply
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S(Q)¼ –qG(Q)/qT¼ S0– (1/2)AQ 2. This dependence
of the entropy on the order parameter is most appro-
priate for displacive phase transitions. (For order–
disorder transitions, the entropy is more accurately
expressed as S(Q)¼ S0–R[(1þQ)ln(1þQ)þ (1–Q)
(Q)¼ S0–R[(1þQ)ln(1þQ)þ (1–Q) ln (1–Q)].)
The internal energy is then E(Q)¼ E0– (1/
2)ATCQ 2þ (1/3)BQ 3þ (1/4)CQ 4þ� � �. In the case
A > 0, B > 0, C > 0, this corresponds to a double-
well potential E(Q). (More than two minima can exist
for higher-order polynomials [147].) For second-order
transitions the odd-order terms in [147] must be zero,
making the double well symmetric. (This is only
one of the necessary conditions. Other necessary condi-
tions were formulated by Birman (1966) using group
theory.)

Consider a second-order transition

GðQ Þ ¼ G0 þ
1

2
AðT –TCÞQ 2 þ 1

4
CQ 4 þ � � � ½148�

One can observe that at the transition point (T¼TC,
Q¼ 0) the second derivative of F with respect to Q

changes sign, corresponding to freezing in of a soft
mode below TC and a corresponding structural dis-
tortion. For first-order transitions, complete mode
softening does not occur at T¼TC.

Second-order phase transitions are always char-
acterized by group–subgroup relations: the symmetry

group of one (‘ordered’, usually low-temperature)

phase is a subgroup of the symmetry group of the

other (‘disordered’, usually high-temperature) phase.

The two symmetrically equivalent minima then cor-

respond to the same ordered phase, and can be

considered as ‘twin domains’, related by a symmetry

element present in the disordered phase, but absent

in the ordered one (Figure 8).
The potential [147] is often complicated by the

coupling of the order parameter to lattice strains. In

such cases, the potential will be

GðQ Þ ¼
�

G0þ
1

2
AðT –TCÞQ 2þ 1

3
BQ 3þ 1

4
CQ 4þ �� �

�
þ a1Q "þ a2Q "2 þ a3Q 2"þ 1

2
C"2þ �� � ½149�

where a1, a2, a3 are coupling coefficients, and C is an
elastic constant. Coupling of the order parameter to
strains can cause a first-order behavior even for a
symmetric E(Q).

In some cases, more than one order parameter is
required to describe a phase transition. Then, for the

case of two order parameters, the Landau potential
looks like

GðQ Þ ¼GðQ 1Þ þ GðQ 2Þ þ 	1Q 1Q 2

þ 	2Q 1
2Q 2 þ 	3Q 1Q 2

2 þ � � � ½150�

where 	1, 	2, and 	3 are coupling coefficients for the
Q 1–Q 2 coupling. In cases where odd-order terms of
the kind 	Q 1Q 2Q 3 are present, the transition must
be first order. For a detailed general account of
Landau theory, see Landau and Lifshitz (1980),
Dove (1993, 1997), Carpenter et al. (1998), and
Carpenter and Salje (1998, 2000).

2.06.3.4 Shortcomings of Landau Theory

Landau theory belongs to a class of approximate
theories known as mean-field theories. Mean-field
treatment is a common way of approximately solving
complex physical problems in many areas of science.
The main drawback of these methods is the neglect
of short-range fluctuations (in Landau theory, the
local structure and fluctuations of the order para-
meter are neglected). In other words, Landau

–1 0

0

F
re

e 
en

er
gy

Order parameter

1

Figure 8 Symmetric Landau potential at T < TC. The two

distorted perovskite-type structures shown on the bottom

are equivalent (they are mirror reflections of each other);
arrows show the directions of octahedral rotations away from

the cubic structure. The undistorted structure is shown in the

center. At temperatures higher than TC, the stable structure

will be locally distorted, but on average will have the symmetry
of the undistorted phase. From Oganov AR, Brodholt JP, and

Price GD (2002) Ab initio theory of thermoelasticity and phase

transitions in minerals. In: Gramaccioli CM (ed.) EMU Notes in

Mineralogy, Vol. 4: Energy Modeling in Minerals, pp. 83–170.
Bolin: Springer.
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theory assumes that all the neighboring unit cells
have the same configuration; therefore, domain
structures and fluctuations of the order parameter
in space and time are not treated. This problem
becomes severe in the vicinity of TC (in the so-called
Ginzburg interval). For second-order transitions
Landau theory predicts Q � (TC – T )1/2, while experi-
ments indicate Q � (TC – T )1/3. The critical exponent
of 1/3 has been confirmed many times by numerical
computer simulations and could be explained only with
the advent of renormalization group theory. (In fact,
experiments give mean-field critical exponents far from
TC, but nearer  TC there is crossover from the mean-
field to critical behavior, where the critical exponents
depart significantly from mean-field predictions.)
Landau theory cannot explain the logarithmic diver-
gence of the heat capacity near the critical point –
instead, it yields a finite jump. Finally, Landau theory
does not consider quantum effects at low temperatures.
As a consequence, it does not reproduce experimentally
observed order parameter saturation at low tempera-
tures; instead, it predicts a steady increase of the order
parameter with decreasing temperature.

2.06.3.5 Ginzbu rg–L andau Theory

In 1950, V. L. Ginzburg and L. D. Landau (see
Landau and Lifshitz (1980) and Bowley and
Sánchez (1999)) considered the case of an order
parameter slowly varying in space. This leads to
the simplest theory beyond the mean field. The
free energy becomes a ‘functional’ of the order
parameter, and an additional term proportional to
the square of the gradient of the order parameter
appears:

F ½ Q ðrÞ� ¼
Z

f ðQ ðr ÞÞ þ 1

2 
�½r Q ðr Þ�2

� �
d r ½151�

with the stiffness parameter � > 0. For example, for a
second-order transition

F ½ Q ðrÞ� ¼
Z

1

2 
a ðT – TC ÞQ 2 ðr Þ

�
þ 1

4 
bQ 4 ðr Þ þ 1

2 
�½r Q ðrÞ�2

�
dr ½152�

The order parameter is then expressed as a sum of
a constant term (the average order parameter) and
fluctuations, given by a Fourier series:

Q ðrÞ ¼ �Q þ
X

k

Qke i kr ½153�

Equation [152] can be rewritten as

F ½ Q ðr Þ� ¼
Z �

f ð �Q Þ þ Q1 ðrÞf 9

þ 1

2 
Q 2

1 ðr Þf 0þ � � � þ 1

2 
�½r Q ðr Þ�2

�
dr

¼ V f ðQ
–
Þ þ 1

2

X
k

j Q k j2 ðf 0þ � k2 Þ þ � � �
( )

½154 �

Let us consider the case f 0< 0. In this case, the
system is unstable against all fluctuations whose wave
vectors satisfy f 0þ� k2 > 0. Hence, the maximum
unstable wave vector is kc ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
f 0j=�j

p
. The correla-

tion length 	 is

	 ¼ kc
– 1 ¼

ffiffiffiffiffiffiffiffiffi
�

f 0jj

s
½155 �

Ginzburg and Landau have proposed a criterion
of the validity of Landau theory, defining the follow-
ing value:

r ðT Þ ¼ fm 	
3

kB T 
½156 �

where fm is the difference of energies at the energy
maximum and minimum. If r (T )>1, fluctuations are
not important, and Landau theory is valid. When
r (T ) < 1, fluctuations are essential and Landau the-
ory is invalid; this occurs in the vicinity of TC (in the
temperature region called Ginzburg interval).
Ginzburg intervals are usually quite narrow (of the
order of �10 K).

For second-order transitions, fm ¼ a2 ðT – TC Þ=4b

and

	 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�

2a ðTC – T Þ

s
½157 �

Ginzburg–Landau theory is still approximate and
does not reproduce experimental critical exponents.
Renormalization group theory overcomes all these
difficulties and serves as the modern basis of theory
of critical phenomena; it goes beyond the mean-field
approximation and fully treats all possible fluctua-
tions of the order parameter. Introductory texts on
this theory can be found in Chandler (1987), Rao and
Rao (1978), and Wilson (1983); the latter reference is
the Nobel lecture of Kenneth Wilson, one of its main
inventors. This theory has led to the prediction of
new physical phenomena, for example, continuous
lattice melting, experimentally found in Na2CO3

(Harris and Dove, 1995).
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2.06.3.6 Ising Spin Model

This model is widely used to describe magnetic and

atomic ordering processes in materials. In this model,

a spin þ1 or –1 is associated with each lattice site,

depending on whether the magnetic moment on the

site is ‘up’ or ‘down’, or whether the atom occupying

the site is of the type ‘A’ or ‘B’.
The total energy of the system is

U ¼ U0 – J
X

i;j

Si Sj – H
X

i

Si ½158�

where U0 is the reference energy, and J the interac-
tion parameter between the sites: if J < 0, unlike spins
prefer to group together, and there is a tendency to
ordering at low temperatures; if J > 0, unmixing will
occur at low temperatures. Complete disorder,
although unfavorable energetically, will be stabilized
by the entropy at high temperatures. An external
field H leads to a preferred orientation of the spins.
The Ising model can be analytically solved only in
one and two dimensions; for three dimensions it is
solved numerically, usually by the Monte Carlo
method. One-dimensional Ising model exhibits no
phase transitions, and at all temperatures above 0 K
yields the disordered state.

Ising-like models provide an interesting route for
theoretical studies of polytypism and polysomatism

(see, e.g., Price (1983), Price and Yeomans (1984) and

references therein). The crucial observation is the

mathematical similarity between polytypic

sequences (e.g., Figure 9) and one-dimensional

Ising models.
The Ising model is also very attractive for studies of

ordering processes; for a review the reader is referred

to Warren et al. (2001), and can be generalized for the

case of more than two spins (see Yeomans, 1992) – such

variants will be applicable to ordering in multicompo-

nent solid solutions and polytypic (polysomatic)

systems with more than two types of layers.
The conventional Ising models assume that spins

can be only ‘up’ or ‘down’, and therefore these models

cannot be applied to noncollinear magnetic materials.

For these cases, various Heisenberg models are

appropriate, which take into account the orientations

of the spins. The simplest of these models is based on

the following Hamiltonian:

U ¼ U0 – J
X

i;j

SiSj – H
X

i

Sz
i ½159�

involving spin vectors Si and Sj. By analogy with the
one-dimensional Ising model, the Heisenberg model

(a) (b)

[001]

[110]
Spinel

[110]

[001]

[010][100]
β-Spinel

Figure 9 Polytypism in spinelloids. Structures of (a) spinel, (b) wadsleyite (�-spinel). Black circles are Si atoms (tetrahedrally

coordinated), gray circles Mg atoms (octahedrally coordinated), and empty circles are O atoms. Layers of different

orientations are shown by ‘up’ and ‘down’ arrows highlighting the similarity with the one-dimensional Ising spin lattice.
Spinelloids are interesting for Earth sciences, because of the phases of Mg2SiO4 – ringwoodite (spinel-like phase) and

wadsleyite (�-spinel phase), which are the major constituents of the transition zone of the Earth’s mantle.
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has no phase transitions for one- and two-dimen-
sional systems.

2.06.3.7 Mean-Field Treatment of
Order–Disorder Phenomena

The Bragg–Williams model is the simplest mean-
field approach applicable to ordering phenomena.
The free energy of the alloy as a function of tem-
perature and order parameter is

G ¼G0 –
Nz

4
JQ 2 þ NkBT ½ð1þ Q Þlnð1þ Q Þ

þ ð1 –Q Þlnð1 –Q Þ� ½160�

where G0 is the free energy of the fully
disordered state, N is the number of sites
where disordering occurs, the order parameter
Q ¼ XA;� –XA;� ¼ XB;� –XB;� ¼ 2XA;� – 1, and the

exchange energy J ¼ EAA þ EBB – 2EAB.
The expression [160] is analogous to the Landau

potential [148] and yields the same critical expo-
nents. In three dimensions, this model gives
qualitatively reasonable results; however, even with
accurate exchange energies J, the predicted transi-
tion temperatures are usually a few times higher than
the experimental ones (Redfern, 2000).

Drawbacks of the Bragg–Williams model can be
corrected by explicitly considering short-range
order. In the Bethe model (see Rao and Rao (1978)),
apart from the long-range order parameter Q , one or
more short-range order parameters are considered.
These additional parameters describe the distribu-
tion of neighbors of both kinds in the nearest
proximity of each atom. The resulting critical expo-
nents and transition temperatures are much more
realistic than mean-field predictions.

In the following, we discuss features of different
types of phase transitions, classified by their symme-
try. This gives a new viewpoint on the variety of
phenomena associated with phase transitions in
solids.

2.06.3.8 Isosymmetric Transitions

Using Landau theory, it is easy to show that
isosymmetric transitions must be first order, but
can disappear (i.e., become fully continuous, infinite-
order transitions) above the critical temperature
( Bruce and Cowley, 1981; Christy, 1995). There is a
complete analogy here with the liquid–gas and liquid–
liquid transitions (which are also isosymmetric). All

liquid, gaseous, and conventional amorphous phases

are isosymmetric, having spherical point-group sym-

metry. At supercritical temperatures there are

generally rapid, but continuous changes in all proper-

ties along any P–T path going above the critical point

(Angel, 1996).
Increasingly, many crystals are now known to

exhibit isosymmetric phase transitions (i.e., those for

which both phases have the same space group with

the same number of atoms in the unit cell, with atoms

occupying the same Wyckoff positions). Such transi-

tions can be electronic (where the electronic

structure changes, e.g., Ce and SmS), structural

(where the coordination or ordering of the atomic

species change discontinuously, e.g., KTiOPO4), or

intermediate (both electronic and structural changes

are involved, e.g., Na3MnF6). Metallic Ce undergoes

an isosymmetric phase transition Ce(I)–Ce(IV) (see

Liu and Bassett (1986) and references therein), pre-

sumably due to 6s–4f (or 5d) electronic transition.

Both Ce(I) and Ce(IV) have the f.c.c. structure (space

group Fm �3 m). The volume change at the transition is

very large (13%) at room temperature, but it rapidly

decreases along the Ce(I)–Ce(IV) equilibrium line

until it disappears at the critical point (2.15 GPa

and 613 K). Another famous example of an electronic

transition is SmS, which transforms from the low-

pressure insulating phase to the high-pressure metal-

lic phase; both phases have an NaCl-type structure.

Figure 10 explains this transition.
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Figure 10 Illustration of the isosymmetric metal–insulator
transition in SmS. Mixing of two configurations (metallic

fn–1d and insulating fn) produces a double-well energy curve

for the ground state, where the minimum with a smaller

interatomic distance corresponds to a metal. Compression
triggers the insulator–metal transition. Adapted from

Burdett JK (1995) Chemical Bonding in Solids, 319 pp. New

York: Oxford University Press.
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Structural isosymmetric transitions do not involve
any drastic changes in the electronic structure, but
are purely atomistic. KTiOPO4 (KTP) is known to
undergo a phase transition at 5.8 GPa with a volume
decrease of 2.7% with preservation of space group
Pna21 (Allan and Nelmes, 1996). Large cages, occu-
pied by K, lose 12% of their volume upon transition.
KNO3(II)–KNO3(IV) phase transition, which occurs
at 0.3 GPa and is accompanied by a volume decrease
of 11.5%, does not alter the space group (Pnma)
(Adams et al., 1988), while for potassium atoms the
coordination number changes from 9 to 11. An iso-
symmetric (space group Pnam) phase change has
been observed at 9.8 GPa for PbF2 (Haines et al.,
1998) and involves a change of the coordination
number of Pb atoms from 9 to 10. Na3MnF6 (space
group P21/n) is an example of a phase transition with
a simultaneous change in the atomic and electronic
structure. At 2.2 GPa this compound undergoes a
first-order isosymmetric phase transformation,
which is associated with a change of orientation of
the Jahn–Teller elongation of MnF6 octahedra
(Carlson et al., 1998).

2.06.3.9 Transitions with Group–Subgroup
Relations

There are several possibilities here, stemming from
different types of subgroups/supergroups of crystal
symmetry. Examples are �!� quartz, P21/c-C2/c

pyroxenes (see very interesting papers by Arlt and
Angel (2000) and Arlt et al. (1998)), and Pbnm!Pm�3m

transitions in perovskites.
The second type of transitions with group–sub-

group transitions involve indirect symmetry relations
between two phases via an intermediate archetypal
phase of a higher symmetry, which is a supergroup
for symmetries of both phases. An example is
BaTiO3, where the transition between the rhombo-
hedral and tetragonal phases can be described with
reference to the higher-symmetry cubic phase. Such
transitions are usually weakly first order.

The third possibility involved a transition state of
lower symmetry, which is a common subgroup of the
symmetries of both phases. These transitions are
usually strongly first order; often they can be
described as reconstructive (see Christy (1993)).
The f.c.c.!b.c.c. transition in Fe can be described
with reference to lower-symmetry tetragonal or
rhombohedral configurations, whose symmetries are
common subgroups of both symmetry groups of the
b.c.c. and f.c.c. phases.

2.06.3.10 Pressure-Induced Amorphization

This phenomenon, discovered in 1984 in experi-
ments on compression of ice (Mishima et al., 1984)
to 1 GPa at 77 K, is still poorly understood. For
detailed reviews, see excellent papers ( Sharma and
Sikka, 1996; Richet and Gillet, 1997).

A great number of crystals undergoing pressure-
induced amorphization are known (e.g., Quartz
SiO2, coesite SiO2, berlinite AlPO4, GeO2, zeolites
scolecite Ca8Al16Si24O80

�24H2O and mesolite
Na16Ca16Al48Si72O240

�64H2O, anorthite CaAl2Si2O8,
wollastonite CaSiO3, enstatite MgSiO3, muscovite
KAl3Si3O10(OH)2, serpentine Mg3Si2O5(OH)4, portlan-
dite Ca(OH)2), as well as a few substances undergoing
pressure-release amorphization, whereby high-pressure
phases, when decompressed to pressures well below
their stability fields, become dynamically unstable and
amorphize. (This happens to the perovskite-type mod-
ification of CaSiO3, one of the main minerals of the
Earth’s lower mantle, which at ambient conditions turns
to a glass within a few hours.)

Pressure-induced amorphization is always a meta-
stable first-order transition. It occurs in the limit of
dynamical stability of the crystal. Behavior of pres-
sure-induced amorphous phases on decompression
can be very different: some compounds (e.g.,
Ca(OH)2) recrystallize, others (e.g., SiO2, ice) remain
amorphous. Elastic anisotropy was found in pressure-
amorphized quartz by Brillouin spectroscopy
(McNeil and Grimsditch, 1991) and molecular
dynamics simulations (Tse and Klug, 1993). The
latter study found no structural relationships
between pressure-amorphized quartz and silica glass.

The mechanisms driving pressure-induced amor-
phization are still not quite clear. The necessary
conditions are (1) higher density of the amorphous
phase relative to the crystal and (2) presence of soft
modes in the crystalline phase. Softening of a vibra-
tional mode at a single point of the Brillouin zone
should drive a transition to a crystalline (if the soft
wave vector is rational) or incommensurate (if the
wave vector is irrational) phase. Simultaneous or
nearly simultaneous softening of a phonon branch at
a range of k-vectors could produce an amorphous
phase (Keskar et al., 1994; Binggeli et al., 1994;
Hemmati et al., 1995). Any atomic displacement,
expressible as a combination of soft modes, lowers
the energy; the multitude of possible combinations
gives rise to the disorder. However, a large degree of
order should remain because the displacements are
expected to be small and because only displacements
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related to the softening phonon branch are allowed to
freeze in. Simultaneous softening of a phonon branch
along a direction in the Brillouin zone implies weak
dispersion of this branch, which is most naturally
achieved when the unit cell is large. Indeed, crystals
with complicated open structures and large unit cells
are more prone to pressure-induced amorphization.

2.06.4 A Few Examples of
the Discussed Concepts

Very briefly, we will discuss some recent results
illustrating the use of the notions and theories dis-
cussed above. These include the calculation of the
temperature profile of the Earth’s lower mantle and
core, polytypism of MgSiO3 post-perovskite and
seismic anisotropy of the Earth’s D0 layer, and spin
transition in (Mg, Fe)O magnesiowüstite.

2.06.4.1 Tem peratu re Pr ofile of the Ear th’s
Lower Ma ntle and C ore

Equation [26] can be rewritten, taking into account
eqn [85b], as follows:

q ln T

q

� �
S

¼ �� ½161�

This formula describes adiabatic change of tempera-
ture upon compression and is relevant for first-order
estimates of the average temperature distribution in
convecting mantle (where superadiabatic effects
might be non-negligible) and outer core (which is
very closely adiabatic). Ab in itio calculations of Alfè
et al. (2002) produced an estimate of the temperature
at the inner–outer core boundary (5150 km depth) of
5600 K. This was calculated from the melting curve
of iron, taking into account the effect of impurities
(Si, S, O). While within the solid inner core the
temperature is likely to be constant, the temperature
distribution in the liquid and rapidly convecting
outer core is adiabatic [161]. With their estimates of
the Grüneisen parameter of liquid iron at relevant
pressures and temperatures, Alfè et al. (2002) calcu-
lated the temperature distribution in the outer core.
In particular, the core temperature at the boundary
with the mantle was estimated to be in the range
4000–4300 K.

Phase-equilibrium experiments of Ito and Katsura
(1989) produced another ‘anchor’ point for the calcu-
lation of the geotherm – 1873 K at the depth of

670 km (top of the lower mantle). Taking into
account the Grüneisen parameters of MgSiO3 per-
ovskite and MgO periclase obtained in their ab initio

simulations. Oganov et al. (2002) have calculated the
adiabatic geotherm of the lower mantle. The result-
ing mantle temperature at the boundary with the
core (2891 km depth) is 2700 K, indicating a strong
thermal boundary layer with large temperature var-
iations at the bottom of the mantle. Lateral
temperature variations in the lower mantle have
been estimated (Oganov et al., 2001a) by combining
seismic tomography images and computed elastic
constants of MgSiO3 perovskite as a function of
pressure and temperature (Oganov et al., 2001a).
These variations were found to increase from 800 K
at the depth of 1000 km to �2000 K close to the
bottom of the lower mantle.

2.06. 4.2 Polytypi sm of MgS iO3

Post- Perovsk ite and Ani sotropy of
the Earth’ s D 0 layer

The original findings of the post-perovskite phase of
MgSiO3 (Murakami et al., 2004; Oganov and Ono,
2004) came as a big surprise. The unusual crystal
structure of post-perovskite and its elastic properties
naturally explained most of the anomalies of the D0

layer – the D 0 discontinuity and its variable depth,
the anticorrelation of shear and bulk sound velocities
and seismic anisotropy of the D0 layer (see Oganov
and Ono (2004), Murakami et al. (2004), and Oganov
et al. (2005b)).

Recently, Oganov et al. (2005b) found that
MgSiO3 perovskite and post-perovskite can be con-
sidered as end members of an infinite polytypic series
(Figu re 11) – this is a case of nontraditional
polytypism (for another illustration, see Figu re 9),
since the ‘layers’, whose shifting produces all the
structures in the polytypic series, are not weakly
bound and are not even immediately obvious in the
structure. All these structures are energetically very
similar, and since intermediate structures have only
marginally higher enthalpies than perovskite or post-
perovskite, these phases could be stabilized by tem-
perature and/or impurities in the Earth’s lowermost
mantle. This polytypism with low-energy stacking
faults has interesting implications for plasticity of
MgSiO3 post-perovskite and for seismic anisotropy
of the D0 layer.

Initially, {010} slip planes parallel to the silicate
sheets of the post-perovskite structure were expected
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to be dominant in post-perovskite. However, ab initi o

simulations (Oganov et al., 2005b) found that the
{110} slip planes are much more favorable. In parti-
cular, this conclusion was supported by applying
Legrand’s criterion – generalization of eqn [144].
With these slip planes and using the method of
Montagner and Nataf (1986), eqns [142] and [143],
one obtains a more consistent interpretation of seis-
mic anisotropy of the D0 layer than with the {010}
slip planes. In particular, much smaller degrees of
lattice-preferred orientation are needed to explain
the observed seismic anisotropy and there is now a
possibility to explain the observed (Garnero et al.,
2004; Wookey et al., 2005) inclined character of ani-
sotropy. Subsequent radial diffraction experiments
on analog MgGeO3 post-perovskite (Merkel, perso-
nal communication) have confirmed the prediction of
Oganov et al. (2005b) on the dominant role of the
{110} slip planes in MgSiO3 post-perovskite.
Furthermore, recent seismological studies (Wookey,
personal communication) found that only {110} slip
is consistent with observations.

2.06.4.3 Spin Transition in (Mg, Fe)O
Magnesiowüstite

Iron impurities play a large role in determining the

properties of Earth-forming minerals. One particular

complication arising from the presence of these

impurities is the possible pressure-induced transition

of Fe2þ (or Fe3þ) impurities from the high-spin into

the low-spin state. Typically, crystal fields induced

by the O2– ions at low pressures are weak, and transi-

tion metal ions prefer to adopt the high-spin

configurations (like in free ions). However, under

pressure the increasing crystal field and the addi-

tional PV term in the free energy prompt these ions

to adopt much more compact low-spin forms (it is

well documented that ionic radii are much larger for

high-spin ions than for low-spin ones – for example,

Shannon and Prewitt (1969). Recent studies of such a

transition in (Mg, Fe)O magnesiowüstite (Badro et al.,

2003; Lin et al., 2005) demonstrated that this transi-

tion might have large effects on physical properties of

minerals.

Figure 11 MgSiO3 polytypes: (a) Perovskite (space group Pbnm); (b) and (c) intermediate structures 2�2 (Pbnm) and
3� 1 (P21/m), respectively and (d) post-perovskite (Cmcm). Only silicate octahedra are shown; Mg atoms are omitted for

clarity. Arrows indicate the predicated slip planes in these structures. From Oganov AR, Martoňák R, Laio A, Raiteri P,

and Parrinello M (2005b) Anisotropy of Earth’s D0 layer and stacking faults in the MgSiO3 post-perovskite phase. Nature
438: 1142–1144.
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This spin transition is isosymmetric, and as such
it must (see Section 2.06.3) be first -order at low
temperatures and fully continuous above some criti-
cal temperature Tcr. While at 0 K the low-pressure
phase will contain only high-spin Fe2þ ions, and only
low-spin ions will be present in the high-pressure
phase, on increasing temperature there will be an
increased degree of coexistence of the two spin states
in the same phase – as a consequence, the first-order
character of the transition decreases with tempera-
ture. At Tcr the miscibility of high- and low-spin ions
become complete and the transition becomes fully
continuous (infinite order, rather than first or second
order); Tcr is proportional to the enthalpy that arises
from the deformation of the structure due to
insertion of a ‘wrong’-spin ion. While quantitative
aspects of this transition are actively studied by sev-
eral groups, the most important qualitative features
(in addition to those mentioned above) are immedi-
ately clear:

1. Large positive Clapeyron slope (since at high
temperatures magnetic entropy is large for high-
spin Fe2þ and zero for low-spin Fe2þ).

2. Low Tcr, perhaps several hundred kelvin, since for
relevant compositions (e.g. Mg0.8Fe0.2O) the ener-
getic effects of Fe incorporation and the enthalpy
of ‘spin mixing’ will be rather small.

At lower-mantle temperatures the transition is likely
to be continuous. A schematic phase diagram is

shown in Figure 12. Simplified theory of the spin
transition in (Mg, Fe)O was developed by Sturhahn
et al. (2005).
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Oganov AR, Martoňák R, Laio A, Raiteri P, and Parrinello M
(2005b) Anisotropy of Earth’s D0 layer and stacking faults in
the MgSiO3 post-perovskite phase. Nature 438: 1142–1144.

Oganov AR and Ono S (2004) Theoretical and experimental
evidence for a post-perovskite phase of MgSiO3 in Earth’s D0

layer. Nature 430: 445–448.
Oganov AR and Ono S (2005) The high-pressure phase of

alumina and implications for Earth’s D0 layer. Proceedings of
the National Academy of Sciences 102: 10828–10831.

Oganov AR and Price GD (2005) Ab initio themodynamics of
MgSiO3 perovskite at high pressures and temperatures.
Journals of Chemical Physics 122: (art. 124501).

Oganov AR, Price GD, and Brodholt JP (2001b) Theoretical
investigation of metastable Al2SiO5 polymorphs. Acta
Crystallographica A57: 548–557.

Parker SC and Price GD (1989) Computer modelling of phase
transitions in minerals. Advances in Solid State Chemistry
1: 295–327.

Poirier JP (1999) Equations of state. In: Wright K and Catlow R
(eds.) Miscroscopic Properties and Processes in Minerals,
NATO Science Series, v. C543, pp. 19–42. Dordrecht: Kluwer.

Poirier J-P (2000) Introduction to the Physics of the Earth’s
Interior 2nd edn. 326 pp. Cambridge: Cambridge University
Press.

Poirier J-P and Price GD (1999) Primary slip system of "-iron
and anisotropy of the Earth’s inner core. Physics of the Earth
and Planetary Interiors 110: 147–156.

Price GD and Yeomans J (1984) The application of the ANNNI
model to polytypic behavior. Acta Crystallographica B
40: 448–454.

Price GD (1983) Polytypism and the factors determining the
stability of spinelloid structures. Physics and Chemistry of
Minerals 10: 77–83.

Rao CNR and Rao KJ (1978) Phase Transitions in Solids: An
Approach to the Study of the Chemistry and Physics of
Solids, 330 pp. NY: McGraw-Hill.

Redfern SAT (2000) Order-disorder phase transitions. Reviews
in Mineralogy and Geochemistry 39: 105–133.

Richet P and Gillet P (1997) Pressure-induced amorphisation of
minerals: A review. European Journal of Mineralogy
9: 907–933.

Ringwood AE (1991) Phase transformations and their bearing
on the constitution and dynamics of the mantle. Geochimica
et Cosmochimica Acta 55: 2083–2110.

Robie RA and Edwards JL (1966) Some Debye temperatures
from single crystal elastic constant data. Journal of Applied
Physics 37: 2659–2663.

Rydberg VR (1932) Graphische Darstellungeiniger banden-
spektroskopischer Ergebnisse. Journal of Applied Physics
73: 376–385.

Schilling FR, Sinogeikin SV, and Bass JD (2003) Single-crystal
elastic properties of lawsonite and their variation with tem-
perature. Physics of the Earth and Planetary Interiors
136: 107–118.

Seitz F (1949) Modern Theory of Solids, 736 pp. Moscow: GITTI
(Russian translation).

Shannon RD and Prewitt CT (1969) Effective ionic radii in oxides
and fluorides. Acta Crystallographia B 25: 925–946.

Sharma SM and Sikka SK (1996) Pressure-induced amorphi-
zation of materials. Progress in Materials Science 40: 1–77.

Sirotin Yu I and Shaskolskaya MP (1975) Fundamentals of
Crystal Physics, 680 pp. Moscow: Nauka (in Russian).

Sposito G (1974) Landau’s choice of the critical-point exponent
�. American Journal of Physics 42: 1119–1121.

Sturhahn W, Jackson JM, and Lin J-F (2005) The spin state of
iron in minerals of Earth’s lower mantle. Geophysical
Research Letters 32: L12307.

Sutton AP (1993) Electronic Structure of Materials, 260 pp.
Oxford: Oxford University Press.

Terhune RW, Kushida T, and Ford GW (1985) Soft acoustic
modes in trigonal crystals. Physical Review B32: 8416–8419.
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2.07.1 Introduction

2.07.1.1 Deep Earth Mineralogy and
Mineral Physics

Mantle mineralogy is sampled directly by xenoliths

brought to the surface, and by phases contained inside

inclusions within high-P minerals, such as diamonds

(Boy d and M eyer, 1979; D awson , 1980 ; Moore a nd

Gurne y, 1985; N ixo n, 1987 ; Sautter et al ., 1991;

Harris, 1992; Harte and Harris, 1993, 1994; Sautter

and Gillet, 1994; McCam mon et al ., 1997; Liou et al .,

1998; McCammon , 2001). However, our main unders-

tanding of the mineralogy and the thermophysical

properties of the deep Earth is derived from seismol-

ogy studies and constraints provided by cosmology,

combined with laboratory experiments carried out

under high pressure–high temperature conditions and

theoretical modeling of mantle minerals (Birch, 1952;

Rin gw ood, 1975; And erson, 1989; He mley, 1998).
The structure of the mantle is defined in terms of

major seismic discontinuities occurring near 410 and

660 km. These delineate regions known as the ‘upper

mantle’ (20–410 km), ‘transition zone’ (410–660 km),

and ‘lower mantle’ (660–2900 km) (Ringwood, 1962a;

Jeanloz and Thompson, 1983; An de rs on , 1 98 9; Gi ll et ,

1995; Agee, 1998; Bina, 1998). Based on laboratory

studies and theoretical modeling, it is likely that the

primary mineral phase in the lower mantle is a silicate

perovskite with composition near (Mg0.9 Fe0.1) SiO3,

that also likely contains a few percent Al2O3 compo-

nent (Hemley and Cohen, 1992). That phase coexists

with (Mg, Fe)O (magnesiowüstite), that maintains its

rock salt (B1) structure throughout the lower mantle

(Lin et al., 2002), and also a CaSiO3 perovskite phase

(Hemley and Cohen, 1992). It has been thought for

some time now that (Mg, Fe)SiO3 perovskite would

remain stable throughout the entire range of high-P,T

conditions within the lower mantle (Knittle and

Jeanloz, 1987, 1991; Hemley and Cohen, 1992;

Serghiou et al., 1998). However, it now appears that a

further transformation is likely to occur to a CaIrO3-

structured phase of MgSiO3 at the base of the lower

mantle (Murakami et al., 2004a; Oganov and Ono,

2004; Shim et al., 2004; Tsuchiya et al., 20 04 b). A free
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silica phase with the stishovite structure (rutile-struc-
tured SiO2) could be present in basaltic regions
trapped near the top of the lower mantle derived
from subducted oceanic crust. The possible existence
of an SiO2 phase near the base of the lower mantle
could also occur due to reactions among mineral
phases under high-P,T conditions (Knittle and
Jeanloz, 1991; Jeanloz, 1993; Kesson et al., 1994). SiO2

might then transform to CaCl2- or �-PbO2 structured
phases below 1250 km (P > 50 GPa), via displacive
phase transitions driven by the vibrational lattice
dynamics (Kingma et al., 1995; Dubrovinsky et al.,
19 97 ; Andrault et al., 1998; Shieh et al., 2005).

The upper mantle is dominated by ultramafic
minerals, principally olivine (�-(Mg, Fe)2SiO4),
(Mg, Fe)SiO3, and (Ca, Al)-containing pyroxenes and
garnets. Phases including plagioclase feldspar,
kaersutite amphibole, and phlogopite mica are also
likely to be present (McDonough and Rudnick, 1998).
Some of these phases are volatile-rich, providing hosts
and sinks for OH/H2O species and CO2, as well as F,
Cl, and S, either being returned to the mantle via
subduction processes or degassing from primary mate-
ria l s dee p w ithin th e E ar t h (Gasparik, 1990; Bell, 1992;
Be ll and R ossman, 1992; Thompson, 1992; Gasparik,
1993; Carroll a nd Holloway, 1994 ; Bose and Navrotsky,
1998). Partial melting events can also occur within the
upper mantle, especially when considered throughout
the past history of the planet that might involved a deep
magma ocean. Understanding the structures and dyna-
mical properties of molten silicates at high pressure are
important for geophysics studies (Wolf and McMillan,
1995; Di ngwell, 1998 ). Me ltin g c ould also be occurrin g
at the base of the present-day lower mantle (Hemley
and Kubicki , 1991; Wolf an d M cMillan , 1995 ; Shen and
He inz, 1998; Akins et al., 2004 ).

The mantle transition zone is dominated by the
mineralogy of refractory ultramafic minerals including
�-(Mg, Fe)2SiO4 wadsleyite (also known in earlier
works as ‘beta-phase’, or ‘modified spinel’) and spinel-
structured �-(Mg, Fe)2SiO4 (ringwoodite), along with
MgSiO3 garnet (majorite) or MgSiO3 ilmenite (akimo-
to ite) (Gasparik, 1990; Agee, 1998). Bo th MgSi O3

ilmenite and garnet contain [6]-coordinated silicon
species. Majoritic garnets exist as solid solutions with
Mg2þ, Fe2þ, and Ca2þ in the large (8–12 coordinated)
site, Al3þ, Si4þ, and Fe3þ in octahedral sites, and Si4þ/
Al3þ cations on tetrahedral positions.

All of these mantle minerals are nominally
anhydrous, but they might contain significant quan-
tities of dissolved H as ‘defect’ OH species (Bell,
1992; Bell and Rossman, 1992 ). In addition, various

high-pressure hydrous phases, often with composi-
tions expressed in the system MgO–SiO2–H2O,
could be present especially within the transition
zone (Liu, 1987; Kanz aki, 1991b ; Prewi tt and
Finge r, 1992; Bose and N avrotsky, 1998 ).

The development of mineral physics has largely
paralleled that of the fields of geophysics, high-pressure
mineralogy, and geochemistry. It involves the applica-
tion of physics and chemistry techniques to understand
and predict the fundamental behavior of Earth materi-
als (Kie ffe r and Navrotsky, 1985; N avrotsky, 1994 ;
Ande rson, 1995; Hemley , 1998 ; Gramaccioli, 2002a),
and extend these to large-scale problems in Earth and
planetary sciences. Studies of mineral lattice vibrations
are central to mineral physics research. The specific
heat among solids is primarily stored and transported
via vibrational excitations, so that studying mineral
lattice dynamics helps us understand the thermal bud-
get within t he m antle ( Jeanloz and Richter, 1979;
Kie ffe r, 1979a, 1979b, 1979c, 1980, 1985; Je an loz an d
Morris, 1986; Chai et al ., 1996; Hofmeister, 1999).
Lattice vibrations contribute fundamentally to the ther-
mal free energy of minerals. Also, mineral phase
transitions can be determined by vibrational excita-
tions, in addition to chemical driving forces. Mineral
physics vibrational studies thus play a key role in
understanding phase transitions among mantle mineral
phases. The vibrational modes in solids and liquids are
controlled by the same interatomic forces that deter-
mine their elastic properties and seismic propagation
velocities within the Earth, and they contribute to the
fracture kinetics and rheology of mineral assemblages
(Birch, 1952; Weid ner, 1975 ; Brow n et al ., 1989;
Hofme ister, 1991a, 1991b; Ba ss, 1995; Bina, 1998;
Liebermann and L i, 1998; Weid ner, 1998 ; Oganov
et al., 2005b; Stixrude a nd Lithgow -Bertellon i, 2005 ),
The occurence of lattice dynamical instabilities as a
function of P and T can lead to unexpectedly large
changes in mineral elastic properties at depth within
the E arth (Scott, 1974; Salje , 1990 ; Kin gma et al., 1995;
Murakami et al., 2003 ; Iitaka et al., 2004; Nakagawa an d
Tackley, 2004; Ogano v et al ., 2005b). Consideration o f
vibrational lattice instabilities of minerals can also allow
us to understand and predict melting under high-P,T
cond itions (Wolf and Je anloz, 1984; Shen a nd Heinz,
1998; Alfé et al ., 1999, 2004; Alf é 2005; Akin s et al., 2004 ).

Vibrational spectroscopy is a complementary
technique to X-ray diffraction that is used to identify
and carry out in situ structural studies of high-pres-
sure mineral phases, including samples contained
inside xenoliths, either as separate particles or within
inclusions, or within products of high-P,T
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experimental runs. Microbeam Raman and IR spec-
troscopic techniques have proved useful for such
studies ( McMil lan, 1985, 1989; McMillan and
Hofmeis ter, 19 88 ; McMil lan et al., 1996a, 1996b;
Gillet et al., 1998). Vibrational spectroscopy is parti-
cularly useful when applied to highly disordered or
amorphous materials, including melts, and minerals
containing light-element (C, O, H) ‘volatile’ species
(McMillan, 1985, 1989, 1994; Bel l, 1992 ; Bell and
Rossman, 1992; Ihinger et al ., 19 94 ; McMil lan and
Wolf, 1995; Rossma n, 1996 ). The optical spectro-
scopy experiments are ideally matched with the
transparent window-anvils in diamond anvil cell
(DAC) studies, used to carry out in situ studies of
mineral behavior under the entire range of high-P,T
conditions existing throughout the Earth’s mantle,
and also into the deep interiors of other planets,
including the gas giants Neptune, Saturn and
Jupiter, and their moons ( Ferra rro, 1984; Challen er
and Tho mpson, 1986 ; Hemle y et al ., 1987b ; Che rvin
et al., 1992 ; Gille t et al., 1998; Hemle y, 1998 ; Hemle y
and Mao, 2002).

2.07.1.2 Experimental Vibrational
Spectroscopy of Mantle Minerals

Many experimental studies of mineral lattice vibra-
tions have been carried out at ambient conditions
primarily using infrared (IR) spectroscopy, especially
via Fourier transform (FTIR) techniques, usually
employing powder transmission methods (Farmer,
1974; McM illan, 1985 ; McM illan and Hofme ister,
1988). Reflectance IR studies, that can be carried
out on single crystals or pressed powder samples
provide valuable additional information on the lat-
tice vibrations ( Spit zer et al ., 1962; Piriou and
Cabanne s, 1968 ; Gervais, et al., 1973a ; Gerv ais and
Piriou, 1975 ; Gerv ais, 1983; McMil lan, 1985 ;
Hofmeis ter, 1987; McM illan and Hofmeis ter, 1988 ;
Hofmeis ter, 1996, 1997 ). In situ measurem ents of
mantle minerals at high-P conditions in the diamond
anvil cell have generally been carried out via IR
powder transm ission meth ods ( Wi lliams et al., 1986,
1987 ; Hof meister et al., 1989 ; Hofme ister and Ito,
1992; Hofme ister, 1996 , 1997 ; McMil lan et al., 1996b;
Gillet et al., 1998). IR emission spectroscopy has been
applied to in situ studies of minerals and melts at high-
T; this technique is also useful for remote sensing
studies of planetary surfaces and their atmospheres
(Gervais, 19 83; Christen sen et al ., 19 92 ; Efimov , 1995;
McMillan and Wolf, 1995). Access to synchrotron IR
sources now allows greatly increased flux for mineral

physics studies, especially in the far-IR region
(Hemley et al., 1998).

The other primary laboratory technique for mea-
suring mineral vibrational spectra is Raman
spectroscopy, that relies on the inelastic scattering
of light by vibrational excitations in molecules and
solids (Long, 1977; McM illan, 1985, 1989 ; Hemley
et al ., 19 87b; McM illan an d Hofme ister, 1988 ).
Brillouin scattering is a related method to Raman
spectroscopy, that is used to determine sound waves
propagating within solids at very low energies via
high-resolution interferometric techniques, and thus
provides information on the elastic properties of
mantle minerals, including under high-P,T condi-
tions (Weidn er, 1975; Bass, 1995 ).

The IR and Raman spectroscopies provide infor-
mation on vibrational waves propagating inside solids
with very long wavelengths (e.g., �vib� 500 nm in the
case of Raman scattering, and �vib � 1–50 mm for IR
studies) (Farmer, 1974; Deciu s and Hexter , 1977 ;
McMil lan, 1985; McMil lan and Hofme ister, 1988 ).
In order to conduct experimental studies of the full
lattice dynamics, including the shortest wavelength
lattice modes that exist down to �vib � ao (i.e., on the
order of a lattice constant), it is necessary to use a
technique like inelastic neutron scattering (INS)
(Ghose, 1985, 1988 ; Dove, 1993, 2002 ; Chaplot et al .,
2002a; Chou dhury et al., 2002 ).

INS studies are implemented at national or inter-
national facilities, that can provide appropriate
neutron beams derived from reactors or spallation
source s (Ghose, 1985 , 1988; Chou dhury et al., 2002 ;
Dove , 2002; Winkler, 20 02 ). The neu tron flux is
generally very low compared with that of the inci-
dent photons provided in laboratory optical
spectroscopy studies, so that INS experiments
demand much larger sample sizes and long data
collection times. Also, access to the instruments is
limited by competition for beam time among various
international scientific communities. For these rea-
sons, systematic INS studies of representative
mineral structures, including olivine, pyroxene, and
garnet phases that are so important in the Earth’s
upper mantle, are only just beginning to be carried
out (Rao et al ., 1988, 19 99, 2002 ; Price et al ., 1991 ;
Choudhu ry et al ., 1998, 2002; Mittal et al ., 20 00 ;
Chaplot et al., 2002b).

Most INS experiments have been carried out on
powdered minerals, to yield the vibrational density of
states (the VDOS, or g (�) function) that represents
the mineral lattice vibrational spectrum averaged
over all crystallographic directions. In selected cases
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where sufficiently large samples are available for
study, single-crystal INS measurements have
revealed the dependence of vibrational energies on
the wave vector for phonon propagation along var-
ious crystallographic directions in reciprocal space.
Such studies have so far been restricted to lower
crustal and upper mantle minerals, and simple
dense materials with the diamond and rock-salt
structures, including diamond itself and MgO (Bilz
and Kress, 1979; Dove, 1993; Chaplot et al., 2002b;
Choudhury et al., 2002). Those investigations have
mainly been carried out ambient P and T. To date,
there have been no INS studies of the principal lower
mantle or transition zone mineral phases, including
MgSiO3 perovskite or ilmenite, majorite garnet, or
(Mg, Fe)2SiO4 spinel, mainly due to lack of availabil-
ity of powdered samples in sufficient quantity (or
sufficiently large single crystals) from the high-P,T
syntheses. In particular, there have only been limited
INS measurements of any materials in high-P,T
environments, that might correspond to mantle
conditions.

In situ neutron studies of materials under high-P,T
conditions have been enabled by coupling neutron
diffraction and inelastic scattering techniques with
specially designed ‘large volume’ high-pressure
devices, such as the ‘Paris–Edinburgh’ cell based on
a toroidal press design ( Bess on et al ., 1992; Dove , 2002 ;
Redfern, 2002; Khv ostantsev et al., 2004 ; Loveday,
2004). The lattice dynamics of simple crystals includ-
ing Ge and b.c.c.-Fe have been studied up to
P � 10 GPa using su ch a system ( Klotz et al., 1997;
Klotz and Braden, 2000). This pressure range cur-
rently constitutes an operational limit for in situ

high-P,T INS experiments. Neutron diffraction stu-
dies can now be carried out to P� 30 GPa at low T,
and up to P � 10 GPa under simu ltaneous high- P, T
conditions (Redf ern, 2002; Loveda y, 2004 ). Those
limits are likely to be exceeded in the near future,
through the use of new materials including sintered
diamond for the pressurisation anvils and other
parts in the high-P,T assembly, combined with
advances in the high- P, T cell designs ( Irif une, 2002;
Loveday, 2004). These technical advances will be
coupled with improved access to high-intensity
neutron sources, including new facilities that are
currently being developed worldwide (e.g., the
Spallation Neutron Source (SNS) in the USA and
Target Station 2 (TS2) at ISIS, UK). Neutron focus-
ing optics are also being developed, that are expected
to greatly reduce the sample size requirements and
data collection times that are required for high-P,T

experiments and studies of mantle minerals. The
predicted availability of new large diamond windows
for high-P,T cells grown by chemical vapor deposi-
tion (CVD) techniques is also expected to greatly
expand the pressure range for neutron diffraction
and INS experiments on minerals, perhaps even into
the multi-m egabar ran ge ( Hemle y and Mao, 2002;
Vohra and We ir, 2002 ; Ya n et al ., 2002 ).

New experimental approaches to determining the
lattice dynamics of mantle minerals and other mate-
rials under high-P,T conditions are also being
developed at synchrotron facilities, using techniques
such as high-resolution inelastic X-ray scattering or
nuclea r resonant spe ctroscopie s ( Kao et al., 1996;
Schwoe rer-Bö hni ng et al., 1998 ; Fiquet et al ., 2001;
Mao et al., 2001 ; Hemle y and Mao, 2002; Zhao et al .,
2004 ; Duffy, 2005 ). Thes e tec hniques are enabled by
the availability of tightly focused and highly colli-
mated high-intensity X-ray beams, and they are well
adapted to DAC investigations, so that they can be
readily applied into the multi-megabar pressure
regime, including measurements at high T. The
nuclear resonant techniques are specific to
Mössbauer-absorbing atoms with appropriate �-ray
resonances such as Fe, Sn, Eu, I, etc. They have now
been mainly applied to study the phases of iron
present within the Earth’s core (Mao et al., 2001,
2005; Zhao et al . 2004 ), Howeve r, they are ex pected
to become generally useful for vibrational studies for
various Fe-bearing mantle phases, and for studies of
various phases including Mössbauer-absorbing
nuclei, under high-P,T conditions. High-resolution
inelastic X-ray scattering (IXS) experiments provide
density of states and phonon dispersion data that are
similar to the information provided by inelastic
neutron scatt ering stud ies (Fiquet et al., 2001 ; Mao
et al., 2001 ; Hemley and Mao, 2002; Zhao et al ., 2004 ;
Duffy, 2005). These techniques are expected to revo-
lutionize lattice dynamic studies of mantle minerals,
especially under the extreme high-P,T conditions of
the lower mantle and transition zone. (Hemley and
Mao, 2002; Duffy, 2005 ).

2.07.1.3 Mineral Lattice Dynamics
Calculations

Vibrational spectroscopy experiments are comple-
mented and extended by various theoretical
calculations of mineral lattice dynamics under high-
P,T conditions. A wide range of empirical and semi-
empirical methods largely based on the ionic model
of crystal structures and interatomic bonding have
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been developed to study inorganic solids. These
methods have been applied to predict and understand
the energetics, structures, lattice dynamics and ther-
moelastic behavior of mantle minerals under high-
P,T conditi ons ( Matsui and Busing, 1984; Burn ham,
1985; Matsui et al ., 1987; Price et al., 1987; Matsui, 1988;
Burnham, 1990; Catlow and Price, 1990; Dove, 1993;
Tse, 2004; Winkler, 2004). Calculations us ing empirical
potential models are currently being used to simulate
defect formation and migration in mantle minerals
(Watson et al., 2000).

Mineral lattice vibrations have also long been
studied using empirical force constant models
(Wilson et al ., 19 55; Shimanou chi et al ., 1961 ;
Nakamot o, 1978; Dowty, 1987a , 19 87b, 1987c ;
Gramaccioli, 2002b). By the mid-1980s, ab initio cal-
culations in molecular chemistry were established
using Hartree–Fock methods (Hehre et al., 1996).
Those methods were applied to various silicate clus-
ters tha t are importan t for miner alogy (Gibbs , 1982;
Sauer, 1989 ; T ossell and Vaughan, 1992 ).
Calculations of first and second derivatives of the
energy with respect to atomic displacements led to
ab initio force constants that were then incorporated
into latt ice dynam ics cal culations for minerals , or
used to construct potential functions for use in mole-
cular dynam ics simulations ( Hess et al ., 1986; Lasag a
and Gibbs , 1987 ; Tsu neyuki et al ., 1988; McMillan
and Hess, 1990 ; van Beest et al., 1994 ).

The lattice dynamics of dense oxide phases,
including several important mantle minerals, were
also modeled using a first-principles modified elec-
tron gas (MEG) approach, based upon the ionic
model (Hemle y and Gordon , 1985; Wolf and
Jeanloz, 1985 ; Me hl et al ., 1986; Cohe n, 19 87 ; Cohe n
et al., 1987a, 1987b ; Hemley et al., 1987a; Wol f and
Bukowinsk i, 1987 ; Hem ley and Cohen, 1992;
Chizmeshya et al., 1994 ; Ita and Cohe n, 1998 ). Such
calculations immediately provided new insights into
the lattice dynamics and the thermodynamic beha-
vior of rocksalt-structured MgO, and MgSiO3 and
CaSiO3 perovskites, that led to a new understanding
of lower mantle mineralogy and thermophysical
properties (Hemley and Cohen, 1992).

Recent advances in theoretical methods and com-
putational methodology are now making it possible
to carry out accurate ab initio or first-principles cal-
culations of mineral lattice dynamics, as well as their
structures and thermoelastic properties, into high-
P,T ranges where vibrational spectroscopic data are
not currently available, and may even never be pos-
sible to collect experimentally (Bukowinski, 1994;

Karki et al., 2001 ; Oganov et al ., 2002; Oganov, 2004 ;
Wentz covich et al., 2004b ; Jun g and Oganov, 2005 ;
Oganov et al., 2005b). Such calculations are revolu-
tionizing our understanding of the properties of
mantle minerals and their phase relationships
(Stixrud e et al., 19 96, 1998; Oganov et al ., 2005b ;
Stixrude and Lithgow-Bertelloni, 2005).

New experimental results continue to be required
to complement the theoretical calculations, however.
The anharmonic vibrational properties of minerals
are not yet fully accounted for theoretically, so
that the predicted behavior at high T and high P

must be tested by experiments whenever possible
(Guyo t et al., 1996; Oganov et al., 2000 ; Karki and
Wentz covich, 2002 ; We ntzcovic h et al ., 2004 a). The
behavior of mineral solid solutions and disordered
systems, including defect formation, atomic/ionic dif-
fusion processes, and melting phenomena, are
difficult to model accurately using nonempirical the-
oretical methods. Empirical simulation approaches to
these problems require experimental data as input
and to calibrate the findings. Further advances in
mineral physics studies thus require a continued
close interaction between theoretical and experimen-
tal studies, to investigate and determine the behavior
of materials that occur deep within the Earth, as well
as in other planetary systems.

2.07.2 Mineral Lattice Dynamics and
Vibrational Spectroscopy

2.07.2.1 Molecular Vibrations

The vibrational dynamics of molecules and crystal-
line solids are determined by the relative positions of
atoms and their interatomic bonding (Born and
Huang , 1954; Wilson et al ., 1955 ; McMil lan, 1985;
Dove, 1993). Within isolated diatomic molecules in
the gas phase, the characteristic vibrational frequency
(�o) is defined within the harmonic oscillator model
by the atomic masses m1 and m2 along with the bond
force constant (f ) by (Herzberg , 1950; N akamot o,
1978 ; McMil lan, 1985 ):

�o ¼
1

2�

ffiffiffiffiffi
f

m�

r
½1�

Here, m� is the ‘reduced mass’ (m�¼m1m2/(m1þm2)),
that is introduced to eliminate rotations or transla-
tions among gas-phase molecules from the problem:
its use leads to transformation of the diatomic vibra-
tion into that of a particle with mass m� held between
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fixed walls. That model is readily extended to a chain
of atoms, that provides the simplest model to under-
stand vibrations within solids (Figure 1). �o in eqn
[1] has units of Hz (s�1); typical values lie within the
THz range (�1012 s�1). The vibrational ‘frequencies’
determined by IR or Raman spectroscopy are usually
reported in wave number units (cm�1), obtained from
multiplying �o by 2��/c (c ¼ 2.998� 1010 cm�1s).
The force constant f corresponds to the second deri-
vative of the potential energy (E(r)), evaluated at the
bonded minimum (ro). Within polyatomic molecules
and solids, the potential energy function forms a
multidimensional surface (E(�)), where � represents
the various interatomic displacement coordinates,
that are commonly expressed as bond-stretching,
angle-bending motions, etc. (Wilson et al., 1955;
Decius and Hexter, 1977; Nakamoto, 1978;
McMillan, 1985; Schrader, 1994). The derivatives
q2E/q�2 represent the curvature of the E(�) function
in the vicinity of the global energy minimum with
respect to these various motions, so that they consti-
tute a set of local force constants expressed within the
chosen coordinates of the force field. For example, a
‘valence’ force field model usually has only covalent
bond-stretching and angle-bending force constants;
these might be supplemented by repulsive interac-
tions in other models (Wilson et al., 1955;
Shimanouchi, 1970; Nakamoto, 1978; Dowty, 1987a,
1987b, 1987c). In polar solids that have their

structures determined by ionic bonding, the short-
range interactions are supplemented by long-range
Coulombic forces, that also contribute to the lattice
vibrati ons (Born and Huang , 1954; Bilz and K ress,
1979 ; McMil lan, 1985; Burnham, 1990 ; Catlow and
Price, 1990; Dove, 1993 ; Gramacc ioli, 2002b ).

Among the vibrational modes of polyatomic
molecules, that include the molecular groupings

found within minerals such as SiO4 tetrahedra, SiO6

octahedra, and SiOSi linkages, the various vibrational

‘modes’ are usefully classified using point group sym-

metry (Cotton, 1971; Harris and Bertollucci, 1978;

McMillan and Hess, 1988; Pavese, 2002) (Figure 2).

The molecular vibrations are given symmetry labels

according to the Schönflies scheme (e.g., A1, B2g , Eg ,

F1u (or T1u)) depending upon their transformation

characteristics under the symmetry operations of

the point group, and the degeneracy of the vibration.

For example, E modes are doubly degenerate (i.e.,

they have two components that are equal in energy,

and that form part of the same representation;

an example is the bending vibration of tetrahedral

SiO4
4 – units), and T (or F ) representations are triply

degenerate. The group theoretical analysis allows

prediction of the IR and Raman activities of the

vibrational modes (Hamermesh, 1962; Cotton, 1971;

r

m1 m2

(a)

(c)
a m f

(b)

m*

f /2 f /2

Figure 1 Simple vibrational oscillator models for

molecules and crystals. (a) In a diatomic molecule, the two

atoms can be approximated by point masses (m1, m2) and

the bonding between them as a classical spring with force
constant f. The separation between the atoms is r. (b)

Molecular vibrations are usefully treated in center-of-mass

coordinates, using the reduced mass (m�¼m1m2/(m1þm2)).
The diatomic vibration then corresponds to that of a single

particle with reduced mass m�, held between fixed walls by

equal springs, each with force constant f/2. (c) That model of

a diatomic vibration is readily extended to that of a
monatomic chain, to provide a useful approach for

understanding the vibrations of crystals. The lattice repeat

distance is a.

Td symmetry 

O

O

O
O

Si

ν1

A1

O

O

O

O

Si

ν2

E

Figure 2 Two vibrational modes of the SiO4
4 – tetrahe-

dron with point group symmetry Td, that is found as a
molecular species within mantle minerals such as silicate

spinels (e.g., �Mg2SiO4). The symmetric stretching vibration

(�1) belongs to symmetry species A1: it is predicted to
appear in the Raman spectrum, but not in the IR spectrum

(Herzberg 1945; Basile et al. 1973; Nakamoto 1978). A �1

asymmetric stretching vibration also occurs (T2 symmetry),

that is IR but not Raman active, The bending vibration �2 is
doubly degenerate (E symmetry): it is both IR and Raman

active. The final bending vibration (�4) has T2 symmetry. In

olivine-structured minerals, the SiO4
4 – units are distorted

from tetrahedral symmetry (Cs point group), resulting in
modifications to the IR and Raman symmetry selection rules

(Piriou and McMillan, 1983; Hofmeister, 1987).
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McMillan, 1985; McMillan and Hofmeister, 1988;
Schrader, 1994). The symmetry analysis is readily
extended to crystalline minerals, where the point
group of the unit cell is used instead of that of the
finite molecule (Fateley et al., 1972; Farmer, 1974;
Decius and Hexter, 1977; McMillan, 1985).

2.07.2.2 Vibrational Dispersion Relations

In crystalline solids, the atoms are all inter-connected
so that the vibrational modes take the form of atomic
displacement waves traveling throughout the solid.
Transverse (T ) and longitudinal (L) modes are dis-
tinguished by the orientation of atomic displacement
vectors relative to the propagation direction
(Figure 3). Within each unit cell, vibrational modes
with different frequencies (�i) occur as atoms oscil-
late about their equilibrium positions within the local
force field. Because of the propagation of the vibra-
tional displacements throughout the periodic solid,
the lattice vibrational frequencies are also deter-
mined by the relative phase of vibrations between
adjacent unit cells, so that a wavelength parameter
(�vib) must also be defined for each vibrational mode.
It is convenient to define a vibrational ‘wave vector’
appearing in reciprocal space (k or q, with magnitude
1/�i, or 2�/�i), that is usually expressed as a fraction
of the primitive lattice constants. The result is the
first Brillouin zone (BZ), that extends from q¼ 0 (i.e.,
�vib !1) to q¼ 1/2ao (�vib¼ �/ao, where ao is a
lattice constant).

Each vibrational mode within the crystal has a
specific frequency associated with a particular wave
vector value, �i(q), for propagation along a given
direction in reciprocal space. Because macroscopic
crystals contain a very large number of atoms, and
hence vibrational frequencies, the �i(q) relations are
usually represented as continuous curves (Bilz and
Kress, 1979; McMillan, 1985; Dove, 1993;
Choudhury et al., 2002). A crystalline solid containing
N atoms within its primitive unit cell contains 3N

‘branches’ in its vibrational dispersion relations
(Figure 4). Three of these rise from �¼ 0 at q¼ 0:
these constitute the acoustic branches that determine
the sound speeds (Weidner, 1975, 1987; Bass, 1995;
Liebermann and Li, 1998). The slopes of �i(q) curves
as q ! 0 determine the elastic constants in various
crystallographic directions: these are often direction-
ally averaged to produce the longitudinal, shear and
bulk elastic moduli (Weidner, 1975; Kieffer, 1979a,
1979b, 1979c; Bass, 1995; Liebermann and Li, 1998).
The remaining 3n-3 branches are associated with

atomic displacements that can interact with light

and thus lead to IR and Raman activity: these are

the ‘optic’ branches. Only vibrational excitations with

q ! 0 can usually be observed in IR or Raman

spectra, due to the long wavelength nature of the

incident light waves (McMillan, 1985; McMillan

and Hofmeister, 1988). However, all of the modes

can interact with ‘slow’ neutrons (i.e., neutron beams

thermally equilibrated near T¼ 300 K) in INS

experiments, to provide a more complete picture

of the lattice dynamics (Bilz and Kress, 1979;

Direction of propagationTransverse mode

Longitudinal mode Direction of propagation

λ

υ

Figure 3 Within crystals, the atomic vibrations are all

coupled together to constitute lattice vibrational waves

with wavelength �, that is described relative to the

structural periodicity imposed by the crystallographic
(primitive) unit cell. Different types of lattice modes can be

distinguished. For ‘acoustic’ vibrations, all of the atoms

within each unit cell are displaced approximately in phase
with each other, especially at long wavelength, to

constitute the excitations that result in propagation of

sound waves, and that determine the mineral elasticity.

The ‘optic’ modes have atoms moving in opposition to
each other, to generate dielectric perturbations that can

interact with light, and thus give rise to IR or Raman

activity. Transverse lattice modes have a vibrational

oscillation of atoms about their equilibrium position that is
generally normal to the direction of propagation. Because

light is a transverse electromagnetic wave, it is the TO

vibrations that are observed in IR absorption experiments.

Longitudinal optic or acoustic modes (LO, LA) have their
atomic displacements aligned with the direction of

propagation. The LO mode frequencies for IR-active

vibrations are determined by the positions of poles in the
reflectivity function in IR reflectance experiments (Gervais

et al., 1973a, 1973b; Gervais and Piriou, 1975; Decius and

Hexter, 1977; Gervais, 1983; Hofmeister, 1987; McMillan

and Hofmeister, 1988; Efimov, 1995). LO modes can
appear be observed directly in Raman scattering

spectroscopy. LA and TA mode frequencies are

determined very close to the Brillouin zone centre via high-

resolution Brillouin scattering spectroscopy. All modes
throughout the Brillouin zone are observed by techniques

like inelastic neutron scattering (INS) spectroscopy.
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Ghose, 1988; Dove, 1993; Chaplot et al., 2002b;

Choudhury et al., 2002; Winkler, 2002).
The BZ for a given crystal structure contains var-

ious special symmetry points and directions (Decius

and Hexter, 1977; Birman, 1984; Choudhury et al.,

2002). The BZ center lies at the ‘�’ point in reciprocal

space, that possesses the full point group symmetry of

the unit cell (i.e., all the unit cell vibrations are in

phase). For crystal structures including B1-structured

MgO and the ideal cubic perovskite, the special

0
0

0.5

(b)

(a)

1.0

1.5

2.0

.2 .4

Fr
eq

ue
nc

y 
ω 

(1
014

 r
ad

/s
ec

)

.6

[00ζ] [1ζ0] [ζζ0] [ζζζ]

.8 1.0 0 0 .1 .2 .3 .4 .5.20 .2.4

Reduced wave vector coordinate ζ

.4.6 .6.8 .81.0 1.0

Δ5(0)

Λ1(0)

Λ3(0)

Λ1(A)

Λ3(A)

∑1(0)

∑2(0)
∑3(0)

∑1(A)
∑3(A)

∑4(A)

Δ1(A)

Δ5(A)

Δ′(0)
2

L2′
L3′

L1

L3

X1

w

X4

X3

X1

X4

X3

Γ25

Γ15

w2

w1

w2

′

Figure 4 Structure and lattice vibrations of diamond. The various points and lines correspond to experimental INS

determinations and results of lattice dynamics calculations. (a) The cubic diamond structure contains two atoms in its

primitive unit cell. For that reason, its lattice dynamics correspond to those of a diatomic, rather than a monatomic chain of

atoms, extended to three dimensions. (b) The lattice dynamics of a single crystal of diamond measured along various
directions in reciprocal space, using INS (Warren et al., 1967). Three acoustic modes rise from zero frequency (two TAþone

LA modes); these determine the sound speed and the elastic properties, and also the thermal conductivity. Three additional

modes constitute the optic branches (two TOþone LO) that converge to provide the single Raman active frequency (T2g

symmetry) at the Brillouin zone center. The diagrams in part (b) are reprinted from Warren JL, Yarnell JL, Dolling G, and
Cowley RA (1967) Lattice dynamics of diamond. Physical Review 158: 158.
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symmetry ‘K ’ point occurs at the BZ boundary along

the (111) direction, and the ‘M ’ point occurs along

(110): at these points, the vibrational displacements

within adjacent cells are exactly out of phase, for

vibrational excitations along these crystallographic

directions (Wolf and Jeanloz, 1985; Hemley and

Cohen, 1992) (Figure 3). Within solid-state physics,

the symmetry labels for crystal lattice vibrations are

usually designated following a numbering scheme at

each special symmetry point. For example, �1, �3 or

�259 refer to different vibrational modes occurring at

the BZ center; these are readily correlated with the

Schönflies symmetry designations, by considering the

point group symmetry of the unit cell (Decius and

Hexter, 1977). Vibrational modes at the BZ boundary

(i.e., when vibrations in adjacent cells are exactly out of

phase) have designations like R25, L3, M159, etc. The

dispersion relations connect vibrations at special sym-

metry points within the BZ to constitute ‘branches’.

For example, the triply degenerate Raman active

mode �259 (i.e., T2g symmetry) for the diamond struc-

ture (space group Fd3m; point group Oh
7 ) occurs at

the BZ center. For propagation along the �–L or �
(���) direction in reciprocal space to the L point at

(0.5, 0.5, 0.5), the degeneracy is partly lifted to yield

the singly degenerate L29 and doubly degenerate L39

modes. Likewise, the transverse and acoustic branches

(2TAþLA) rise from zero frequency at � to give rise

to the L3 and L1 modes at the BZ boundary along

[111] (Figure 4).
The �i(q) relations averaged throughout the BZ

result in a vibrational density-of-states function

(VDOS, or g(�)). That information is provided

directly by INS measurements on powders, taking

into account the different contributions of atoms

involved in each vibration to the scattering function

(Ghose, 1988; Chaplot et al., 2002b; Choudhury et al.,

2002). Similar information on mineral lattice

dynamics is provided by high-resolution inelastic

X-ray scattering, where the incident light wavelength

is on the order of the unit cell dimensions (Fiquet

et al., 2001; Mao et al., 2001; Duffy, 2005). Theoretical

studies calculate the �i(q) and g(�) relations directly,

using lattice dynamics or MD simulation techniques

with empirical potentials adapted to the mineral sys-

tem of interest, or increasingly using highly accurate

first principles methods (Hemley et al., 1987a; Price

et al., 1987; Cohen, 1991, 1992b; Chizmeshya et al.,

1996; Mao et al., 2001; Choudhury et al., 2002; Oganov

et al., 2002, 2005b; Oganov, 2004; Tse, 2004;

Wentzcovich et al., 2004a, 2004b).

2.07.2.3 Quantized Vibrations in Molecules
and Crystals (Phonons)

Vibrations of molecules and solids are properly treated
using quantum mechanics, with excitations occurring
between vibrational energy levels (Evib) and states
described by the corresponding vibrational wave func-
tions (	) (Herzberg, 1950; Pauling and Wilson, 1963;
McMillan, 1985). The relationship between Evib and 	
is given by the Schrödinger equation (Ĥ	¼ E	),
where Ĥ is the Hamiltonian operator appropriate to
the vibrational problem, that gives rise to a differential
equation in 	vib as a function of the vibrational dis-
placement coordinate. This is solved to return the
mathematical forms of the vibrational wave functions
and their corresponding energies. The solutions are
found to contain an integer n (n¼ 0, 1, 2, 3, . . .) known
as the vibrational quantum number. For a diatomic
molecule within the harmonic approximation (i.e., the
potential energy is a parabolic function of the vibra-
tional displacement), the vibrational energies are
Evib ¼ ðn þ 1

2Þh �o, where �o is the classical oscillator

frequency. The 1/2 term arises from the wave equa-
tion solution. This means that even in the lowest
vibrational state (n¼ 0), there is vibrational energy
present (Evib ¼ ðn þ 1

2Þh �o), known as the ‘zero
point’ emergy (ZPE). For large molecules with many
vibrational modes including crystalline minerals, the
ZPE can provide a substantial contribution to the total
energy. Transitions between solid-state phases includ-
ing mantle minerals could be affected by differences in
the ZPE between different phases. However, such con-
tributions are found to change phase boundaries by
only up to a few GPa, that is on the order of errors
associated with experimental pressure determination
in high-P,T studies (Li and Jeanloz, 1987;
Wentzcovich et al., 2004a). For large molecules con-
taining several vibrational modes (vi), series of
vibrational levels exist associated with each mode
(Herzberg, 1945; Wilson et al., 1955; McMillan, 1985).
As the temperature is raised, higher energy levels
become populated according to Maxwell–Boltzmann
statistics, and the vibrational energy is a weighted sum
over populated levels. The result is a vibrational con-
tribution to the thermal free energy (F ) and its
derivatives, including the heat capacity (Cv) and the
entropy (S ), that can be evaluated using methods of
statistical mechanics (see below).

The units of vibrational excitation within crystals
are termed ‘phonons’; each represents a vibrational
energy (Ei¼ h �i(q) that corresponds to the energy
difference between adjacent vibrational energy states
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(Wallace, 1972; Reissland, 1973; Decius and Hexter,
1977; Ghose, 1985; McMillan, 1985, 1989; Ghose, 1988;
Dove, 1993; Chaplot et al., 2002b; Choudhury et al.,
2002). Because of the dependence of vibrational excita-
tions upon the wave vector, the quantity hq associated
with each phonon has units of momentum (i.e., kg m
s�1), so that phonons possess an ‘effective’ mass and
thus behave as ‘quasi-particles’. This property gives
rise to the inelastic scattering phenomena observed to
occur with neutrons in INS experiments, and also with
photons in Raman, Brillouin, and inelastic X-ray scat-
tering spectroscopies. The phonon ‘quasi-particles’ can
also scatter among themselves (this is a consequence of
vibrational anharmonicity: see below), and these pro-
cesses are T-dependent, so that phonon–phonon
interactions can play an important role in determining
the high-T properties of mantle minerals (Wallace,
1972; Reissland, 1973; Wolf and Jeanloz, 1984; Gillet
et al., 1991, 1996a, 1997, 1998, 2000; Oganov et al., 2000;
Wentzcovich et al., 2004a, 2004b).

The parabolic relationship between the potential
energy and vibrational displacement assumed within
the harmonic oscillator model for molecules holds
approximately for low degrees of vibrational excita-
tion, close to the minimum energy. Real diatomic
E(r) curves deviate significantly from this relation
and are thus anharmonic, because of the nature of
interatomic bonding interactions (Herzberg, 1945,
1950; Nakamoto, 1978; McMillan, 1985; McMillan
and Hofmeister, 1988). Vibrations within polyatomic
molecules give rise to more complex modes of vibra-
tion, including angle bending and torsional motions
that are often intrinsically anharmonic. In crystals,
significant effects of anharmonicity can be encoun-
tered at both low and high T for even the simplest
solids (including diamond and diamond-structured
Si and Ge), because of the complex interactions that
determine the vibrational potential function
(Brüesch, 1982; Gillet et al., 1998). The anharmoni-
city has various consequences for molecules and
solids, at different levels of complexity. In the case
of diatomic molecules, the spacing between adjacent
vibrational levels (�E¼ h�o for a harmonic
oscillator) decreases with increasing quantum
number (n). In addition, transitions between levels
spaced by �n¼�2, �3, etc. become allowed in IR
and Raman spectra (Herzberg, 1950; McMillan,
1985). Among polyatomic molecules, transitions
between the energy level progressions associated
with different vibrational modes become allowed.
These effects give rise to ‘overtone’ and ‘combina-
tion’ modes that are observed in the vibrational

spectra. They are usually much weaker than the
‘fundamental’ transitions that appear within the har-
monic model, that occur between the vibrational
ground state (i.e., all ni¼ 0) and the first excited
state for each vibration. The identification and char-
acterization of overtone and combination bands can
be extremely useful in determining the potential
energy function or surface for molecules and crystals,
however (Herzberg, 1945; Decius and Hexter, 1977).

2.07.2.4 Vibrational Frequency Shifts at
High P and T; Quasi-Harmonic Model
and Phonon Anharmonicity

Within crystals, the anharmonic nature of the inter-
atomic potential generally causes the interatomic
distances (r) to shift to larger values as T is increased:
this results in the phenomenon of thermal expansion
that is usually observed among minerals (however,
some exceptions are well known, especially among
framework mineral structures such as SiO2 cristoba-
lite and ZrW2O6 (Mary et al., 1996; David et al., 1999;
Heine et al., 1999; Mittal and Chaplot, 1999; Dove
et al., 2002)). Vibrational frequencies generally shift to
lower wave number with increasing T, and they
increase with P, due to the asymmetric form of the
interatomic potential energy function (Herzberg,
1950; McMillan, 1985). Within the ‘quasi-harmonic’
(QH) model of mineral lattice dynamics, the lattice
expands or contracts according to the high-P,T con-
ditions, and a new set of harmonic phonons is
considered to exist at each new set of distances and
interatomic configurations. With the QH model, no
phonon–phonon scattering events are considered to
occur: that has implications for the high-T heat
capacity and other thermodynamic parameters (see
below). The vibrational linewidths measured in IR,
Raman or INS spectroscopy are predicted to be
independent of temperature.

Vibrational frequency shifts measured as a func-
tion of P or T (i.e., (q�i/qP)T and (q�i/qT )P) are
often expressed in terms of the volume (V) as mode
Grüneisen parameters: i.e.,

�i ¼ d ln �i

dV
½2�

For experimental data measured at constant T but
variable P (e.g., in a diamond anvil cell experiment at
ambient T ), these parameters are obtained by

�iT ¼
KT

�i

q�i

qP

� �
T

¼ KT

qln�i

qP

� �
T

½3�
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KT is the isothermal bulk modulus. For data deter-
mined at variable T and constant P, the
corresponding parameters are obtained using the
volume thermal expansion coefficient (�):

�iP ¼ –
1

��i

q�i

qT

� �
P

¼ –
1

�

qln �i

qT

� �
P

½4�

Measured mode Grüneisen parameters can be aver-
aged to give an approximate mean value (<�>), to be
compared with the ‘thermal’ Grüneisen parameter
(�th) that appears in mineral equation-of-state for-
mulations (Jeanloz, 1985; Anderson, 1995; Duffy and
Wang, 1998; Gillet et al., 1998; Holzapfel, 2004):

�th ¼
�KT V

Cv

½5�

This can be a useful exercise, because vibrational
spectra can be measured into high-P,T ranges
where thermodynamic data are often inaccessible.
Comparisons between �th and <�> have now been
described for important mantle minerals, including
MgSiO3 perovskite, garnet and ilmenite, SiO2 stisho-
vite, and (Mg, Fe)2SiO4 polymorphs (Williams et al.,
1986, 1987, 1993; Hemley, 1987; Hemley et al., 1989;
Hofmeister et al. 1989; Chopelas 1990, 1991; Gillet
et al. 1990, 1991, 1997, 1998, 2000; Hofmeister and Ito
1992; Reynard et al. 1992; Chopelas et al. 1994; Liu
et al. 1994; Hofmeister 1996; McMillan et al. 1996b;
Reynard and Rubie 1996).

Carrying out independent studies for the same
mineral under (1) variable-T, constant P, and (2)
high-P, constant T conditions provides an important
experimental test of the quasi-harmonic model, for the

behavior of individual vibrational mode frequencies as
a function of the volume or strain parameters induced
by changes in the T and P. Observed �i,T (P) and
�i,P (T) data are converted to �i (V ) relations using

measured values for the bulk modulus and the thermal
expansion coefficient, respectively, and the results for
(d�i/dV ) are compared on a single plot. If the QH

approximation held true, then both data sets should
be collinear. This is not found to be the case for the
vibrational modes of mantle minerals examined to date,
including simple structures like diamond (Gillet et al.,

1990, 1991, 1993, 1996a, 1997, 1998, 2000; Reynard et al.
1992; Reynard and Rubie 1996) (Figure 5). The gen-
eral conclusion is that most vibrational modes for most
minerals exhibit some degree of anharmonicity. The

main question for mantle behavior is how this anhar-
monicity affects the phase relations and thermophysical
properties under high-P,T conditions.

The intrinsic mode anharmonicity represents a
dependence of the vibrational frequencies on T at
constant volume, that arises due to T-dependent

phonon–phonon scattering events. The vibrational
energy associated with anharmonic phonons is
usually expressed as a series expansion, with terms
derived from perturbation theory carried out to var-

ious orders, that involve scattering among various
numbers of phonons (Cowley, 1963; Wallace, 1972;
Reissland, 1973; Brüesch, 1982). The phonon scatter-
ing events and the resulting series terms are usefully
evaluated and depicted using graphical techniques,

that are related to those developed by R. Feynman
for describing subatomic processes (Reissland, 1973;
Wolf and Jeanloz, 1984). The intrinsic mode anhar-
monicity parameters obtained from the comparison

Raman-active mode of diamond
ν i(P0,T0) = 1332 cm–1

V = V(P0,T0)

νi = νi(P0,T0) QH
extrapolation

– γiT

– γiP

10–4
 GPa32 GPa

300 K 2000 K

7.28

7.24

7.2

7.16

7.12

In
(ν

i)

–12.64 –12.62 –12.6 –12.58 –12.56
In(V )

Figure 5 Anharmonicity of the Raman active mode of

diamond, from high-T, ambient-P and high-P, ambient-T

measurements. Here, the results from high-P, ambient-T and
variable-T, P¼ 1 atm experiments are combined. The P, T

dependencies of the Raman-active mode at the Brillouin

zone center (�vib¼T2g), that is, (q�i/qP)T and (q�i/qT)P), are

transformed into volume dependencies using the bulk
modulus and thermal expansion coefficients. The two q�i/qV

relationships should be collinear, within a QH model. The

observed mismatch between the high-/low-T and high-P

relationships demonstrates that intrinsic phonon
anharmonicity is present, and this must be considered in

evaluation of the lattice dynamics and thermophysical

properties. The diagram is reprinted from Gillet P, Hemley RJ,

and McMillan PF (1998) Vibrational properties at high
pressures and temperatures. In: Hemley RJ (ed.) Ultra-High

Pressure Mineralogy, vol. 37, p. 559. Mineralogical Society of

America.
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of experimental data for �i,T (P) and �i,P (T ) are use-

fully expressed as (Gillet et al., 1991, 1997, 1998):

ai ¼
qln�i

qT

� �
V

¼ � �iT – �iPð Þ ½6�

The ai anharmonicity parameters defined in this way
have units K�1. Information on intrinsic vibrational
mode anharmonicities are also obtained directly from
analysis of IR reflectance data via damped oscillator
models, in which a related anharmonicity parameter
(�i) for each IR active mode is empirically adjusted to
fit the observed reflectivity line shape (Piriou and
Cabannes, 1968; Gervais et al., 1973a, 1973b; Gervais
and Piriou, 1975; Gervais, 1983; McMillan, 1985;
Hofmeister, 1987, 1997; McMillan and Hofmeister,
1988). Here, the �i parameter represents the width at
half-maximum of the peak in the dielectric loss func-
tion (i.e., "2(v)) associated with infrared absorption,
and it is a measure of the phonon lifetime (i.e., it has
units of s�1). The ai and �i parameters can be directly
compared between IR and Raman studies, for miner-
als that have modes that are both IR- and Raman
active (e.g., quartz), that do not possess inversion
symmetry. This is not often the case for mantle
minerals, however, and anharmonicity comparisons
between IR and Raman active vibrations must be
made among different members of families of
modes that have similar origins.

The presence of intrinsic phonon anharmonicity
has several potential implications for the thermoelas-

tic behavior of mantle minerals, under deep Earth

conditions. First, the anharmonic contribution causes

the heat capacity (Cv, Cp) and the vibrational entropy

(S) to exceed the classical limit at high T, the defini-

tion of the thermal expansion coefficient is affected,

and the thermal pressure is augmented during heat-

ing under constant volume conditions: the analysis of

phase transition boundaries within the mantle can be

affected, as can the thermoelastic properties of man-

tle minerals. These various effects have all been

recorded experimentally during high-T, P studies of

mantle minerals (Gillet et al., 1990, 1991, 1996a, 1997,

1998, 2000; Fiquet et al., 1998; Wentzcovich et al.,

2004a).
Most current first-principles (or ab initio) calcula-

tions of mantle minerals do not evaluate the effects of

intrinsic phonon anharmonicity explicitly. Instead, the

QH model is used. The static lattice energy (E )

phonon frequencies (�i) and vibrational density of

states (g(�)) are computed as a function of the volume

at T¼ 0 K. The E(V ) data are then fitted to an

appropriate equation of state (e.g., a Birch–
Murnaghan function) to obtain the isotherma compres-
sibility (Ko¼ (q ln V/qP)T), and hence the phonon
frequency shifts with pressure (i.e., q ln �i/qP). The
vibrational contribution to the thermal free energy
(Fth) is computed at each volume (or pressure) as an
integral over the phonon density of states using the
methods of statistical thermodynamics (Wallace, 1972;
Gillet et al., 1998; Oganov et al., 2000, 2002), resulting in
a QH approximation to the thermal expansion coeffi-
cient (�¼ q ln V/qT )). The high-temperature phonon
behavior and thermoelastic properties can then be
derived (Guyot et al., 1996; Duffy and Wang, 1998;
Oganov et al., 2000, 2002; Oganov, 2004; Tse, 2004).

The quasi-harmonic model is now known to
reproduce many of the important thermoelastic
properties of mantle minerals under the range of
high-P,T conditions encountered within the lower
mantle and transition zone (Guyot et al., 1996;
Gillet et al., 2000; Oganov et al., 2000, 2002; Karki
and Wentzcovich, 2002; Oganov, 2004; Wentzcovich
et al., 2004a), It has been used to predict phase transi-
tions among important lower mantle candidate
phases (e.g., stishovite, Al2O3 and MgSiO3 and
CaSiO3 perovskites) that have been verified by
experiment (Cohen, 1992b; Marton and Cohen,
1994; Kingma et al., 1995; Chizmeshya et al., 1996;
Stixrude et al., 1996; Funamori and Jeanloz, 1997;
Murakami et al., 2003, 2004a; Oganov and Ono,
2004; Shim et al., 2004; Tsuchiya et al., 2004b).
However, phase equilibrium calculations for phase
transitions involving major structural transforma-
tions, such as that between MgSiO3 ilmenite
(akimotoite) and perovskite, have shown significant
differences from the experimental P–T transition
line: such discrepancies have been assigned to intrin-
sic anharmonic phonon effects (Wentzcovich et al.,
2004a).

A full theoretical treatment of intrinsic anharmo-
nicity in minerals is achieved using molecular
dynamics (MD) or Monte Carlo (MC) simulation
techniques (Allen and Tildesley, 1987; Dove, 1993;
Tse, 2004; Winkler, 2004). These methods are
usually implemented using empirical potential
energy functions, because they involve such large
system sizes (i.e., number of atoms) (Matsui and
Busing, 1984; Matsui et al., 1987; Price et al., 1987,
1989, 1991; Matsui, 1988; Dove, 1993; Ghose et al., 1994;
Choudhury et al., 1998, 2002; Chaplot et al., 2002b).
They are thus subject to possible errors when the
calculations are applied outside the range of validity
of the data used to construct the potential function.

164 Lattice Vibrations and Spectroscopy of Mantle Phases



However, simulations of anharmonic lattice
dynamics of mantle minerals carried out using
empirical MD simulations have given many valuable
insights into the thermodynamic properties and
phase relations (Matsui and Busing, 1984; Matsui
et al., 1987; Price et al., 1987, 1989; Matsui, 1988;
Matsui and Tsuneyiki, 1992; Winkler and Dove,
1992; Dove, 1993). Several MD simulations and
lattice dynamics calculations of mineral properties,
including mineral phase transitions as well as melting
under high-P conditions, have been carried out using
potential energy models derived using ab initio calcu-
lations for molecular units that provide models for
the structural units present, or using first-principles
calculations for solids (Gibbs, 1982; Lasaga and
Gibbs, 1987; Tsuneyuki et al., 1988, 1989; McMillan
and Hess, 1990; Kobayashi et al., 1993; van Beest et al.,
1994; Ita and Cohen, 1997, 1998; Kolesov and Geiger,
2000). Such calculations provide a more fundamental
approach to MD studies of mineral anharmonic
properties and phase transitions. They can suffer
from problems associated with transferability of the
potential functions between molecules and solids, or
among condensed phases of very different structure
type.

Anharmonic first-principles calculations of solids,
including lattice dynamic properties of mantle
minerals under high-P conditions, can now be com-
puted using a quantum mechanical perturbation
theory approach, using linear response theory and
Green’s function methods (Baroni et al., 1987;
Stixrude et al., 1996; Karki et al., 2000a, 2000c;
Baroni et al., 2001). A fully ab initio/first-principles
treatment including intrinsic anharmonic effects can
also be achieved using quantum molecular dynamics
(QMD) or Monte Carlo methods (Car and Parrinello,
1985; Remler and Madden, 1990; Oganov et al., 2002).
Such calculations were previously limited to quite
small system sizes (e.g., 20–30 atoms). However, fol-
lowing advances in both computational techniques
and computer speed, memory capacity and architec-
ture, they are being applied to increasingly large and
complex problems. In addition, the original theoretical
methods are being improved, especially as a result of
mineral physics studies of the deep Earth and other
planetary systems (Ancilotto et al., 1997; Alfé et al.,
1999; Cavazzoni et al., 1999; Oganov et al., 2002).
Such calculations have now been applied to several
important mantle mineral systems, and they hold
great promise for obtaining accurate thermoelastic
properties of planetary materials under high-P,T con-
ditions (Kobayashi et al., 1993; Wentzcovich et al.,

1993, 2004b; Oganov et al., 2000, 2001, 2002, 2005b;
Marton et al., 2001; Brodholt et al., 2002; Marton and
Cohen, 2002; Trave et al., 2002; Alfé et al., 2004; Alfé,
2005).

Anharmonicity among mineral vibrations also
results in the occurrence of displacive structural
phase transitions, as the vibrational excitations
cause atomic displacements to occur along pathways
that connect the low- and high-P,T structures
(Raman and Nedungadi, 1940; Scott, 1974; Ghose,
1985; McMillan, 1985; Kingma et al., 1995). If a single
vibrational mode is involved, its restoring force
vanishes at the phase transition so that the vibrational
frequency goes asymptotically to zero: this is known
as ‘soft mode’ behavior (Scott, 1974; McMillan, 1985;
Ghose, 1985; Salje, 1990). The phenomenon was first
observed to occur for quartz, in which the �–� tran-
sition at 858 K is associated with a vibrational mode
occurring at �200 cm�1 at ambient T and P (Raman
and Nedungadi, 1940; Scott, 1974; Ghose, 1985). Soft
mode behavior has also been predicted and observed
for important mantle minerals including CaSiO3 per-
ovskite (in which a cubic-tetragonal transition
occurs) and SiO2 stishovite, where it leads to a trans-
formation into a CaCl2-structured phase (Cohen,
1992b; Hemley and Cohen, 1992; Kingma et al.,
1995; Chizmeshya et al., 1996; Stixrude et al., 1996;
Andrault et al., 1998). Soft-mode-driven phase transi-
tions among orthorhombic-tetragonal-cubic phases
were predicted for MgSiO3 perovskite (Wolf and
Jeanloz, 1985; Hemley et al., 1987a, 1989;
Bukowinski and Wolf, 1988; Hemley and Cohen,
1992); however, it is now thought unlikely that
these will occur under the P, T conditions achieved
within the lower mantle.

2.07.2.5 Mineral Thermodynamic
Quantities from Vibrational Spectra

Within the harmonic model, the vibrational contri-
bution to the Helmholtz free energy (F ) at constant V

and variable T is

Fth ¼
Z

h�i

2
þ kT ln 1 – e – h�i=kT

� �
g �ið Þd�

where the integration runs over the vibrational den-
sity of states (g(�)). Experimental or theoretical
determinations of g(�) thus lead to prediction and
rationalization of important thermodynamic quanti-
ties derived from Fth, including the heat capacity
(Cv or Cp), the ‘third law’ or vibrational entropy
(Svib), and the thermal pressure (Pth), using the
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methods of statistical thermodynamics (Wallace,
1972; Kieffer, 1979a, 1979b, 1979c, 1985; Hofmeister
et al., 1989; Chopelas, 1991; Gillet et al., 1991, 1997,
1998, 2000; Fiquet et al., 1992; Hofmeister and Ito,
1992; Chopelas et al., 1994; Guyot et al., 1996;
Hofmeister, 1996).

The contribution of a given vibrational mode
(�i(q)) to the specific heat at constant volume (Cvi) is

CVi ¼ T
qSi

qT

����
V

½7�

where the vibrational entropy is obtained by integra-
tion over g(�):

SiðV ;T Þ ¼ kB – ln 1 – exp –
h�i

kBT

� �� ��
þ h�i

kBT

1

ðexpðh�i=kBTÞ – 1Þ

	 ½8�

The contribution to the thermal pressure (Pi
th) is

determined by

Pi
thðV ;TÞ –Pi

thðV ;T0Þ ¼
Z T

T0

qSi

qV

���
T 9

dT 9 ½9�

with

qSi

qV

���
T
¼ kB

�iT

V

h�

kBT

� �2 expðh�=kBTÞ
ðexpðh�=kBTÞ – 1Þ2

½10�

Within the QH model of mineral lattice vibrations,
the specific heat at constant pressure (Cp) is related to
that at constant volume by

Cp ¼ Cv þ �2VKT T ½11�

where � is the coefficient of volume thermal
expansion.

Following the approach described by Kieffer
(1979a, 1979b, 1979c, 1980, 1985), VDOS models
for mantle minerals have been constructed from the
experimental vibrational spectra combined with elas-
tic data, and these have been used to predict the
thermoelastic properties of important mantle miner-
als and their phase transitions (Akaogi et al., 1984,
1989; Chopelas, 1990, 1991; Gillet et al., 1991, 1996b,
1997, 2000; Hofmeister and Chopelas, 1991a;
Chopelas et al., 1994; Lu et al., 1994; Hofmeister
1996). Empirical g(�) functions have also been used
to calculate mantle mineral thermal conductivity
(Hofmeister, 1999). VDOS functions determined
experimentally by INS techniques have also been
used to calculate Cv and S directly (Ghose, 1985,
1988; Price et al., 1991; Choudhury et al., 1998, 2002;
Mittal et al., 2000; Chaplot et al., 2002b). Similar

studies have been carried out for Fe under deep
mantle and core conditions, using g(�) functions
determined from inelastic X-ray scattering techni-
ques (Mao et al., 2001, 2005; Zhao et al., 2004).
There are still no experimental data on the VDOS
functions of important mantle mineral phases such as
MgSiO3 perovskite, ilmenite and garnet, or �- and
�-Mg2SiO4, at ambient or under mantle high-P,T
conditions. That information is currently obtained
from ab initio or first-principles theoretical calcula-
tions of the lattice dynamics, usually within the
context of the quasi harmonic model (Wentzcovich
et al., 1993; Chizmeshya et al., 1996; Stixrude et al.,
1996; Karki et al., 2000b, 2000c; Karki and
Wentzcovich, 2002; Oganov et al., 2002, 2005b;
Oganov, 2004; Wentzcovich et al., 2004b).

2.07.2.6 Theoretical Calculations of Mantle
Mineral Lattice Vibrations

Since the earliest days of molecular vibrational spec-
troscopy and studies of covalent crystals, empirical
force field models were used to supplement the
experimental data and to deduce the form of the
vibrational normal modes (Mills, 1963; Nakamoto,
1978). Such empirical force field calculations were
readily extended to crystalline minerals, including
models that incorporated long-range Coulombic
forces into the vibrational calculations (Zulumyan
et al., 1976; Dowty, 1987b, 1987a, 1987c). Most of
that work has been focused on the tetrahedrally
coordinated silicates occurring within the crust and
upper mantle; however, calculations of perovskite-
and spinel-structured phases have also been carried
out in this way (Shimanouchi et al., 1961; Dowty,
1987a, 1987b, 1987c).

The lattice dynamics of ionic crystals such as
NaCl and MgO were first modeled using hard-
sphere ions and potential energy functions such as
the Born–Mayer formulation; those calculations have
been extended to study the structures and energetics
of various mineral mineral structures (Burnham,
1990; Catlow and Price, 1990). With the advent of
INS techniques, it became necessary to interpolate
between the experimental data points to establish the
phonon dispersion relations. The rigid ion model did
not take proper account of the ionic polarisation
effects, so that ‘shell’ models were developed in
which the ionic charges (usually centered on the
anions) were separated into inner and outer spheres
that could be relaxed independently (Bilz and Kress,
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1979; Dove, 1993, 2002; Chaplot et al., 2002b;
Choudhury et al., 2002).

By the mid- to late 1970s, Hartree–Fock ab initio

methods were being routinely applied to gas-phase
molecules, including various species and molecular
fragments that are relevant to mineralogy and geo-
chemistry such as Si(OH)4, H6Si2O, and H6Si2O7

(Gibbs, 1982; Sauer, 1989; Tossell and Vaughan,
1992). Development of methods to yield the first
and second derivatives of the Hartee–Fock energy
with respect to the atomic displacements led to
ab initio predictions of the vibrational mode frequen-
cies and eigenvectors (i.e., the displacement patterns
associated with each vibrational mode) (Hess et al.,
1986; Yamaguchi et al., 1994; Hehre et al., 1996).
These methods were used to obtain force fields that
could be transferred into mineral vibrational calcula-
tions, or to construct potentials for molecular
dynamics (MD) simulations ((Lasaga and Gibbs,
1987; Tsuneyuki et al., 1988; McMillan and Hess,
1990; van Beest et al., 1994). Periodic Hartree–Fock
methods were later extended to study crystalline
solids, and these have now been applied to obtain
the structures, energetics, phase ransitions, and bond-
ing within mantle minerals (D’Arco et al., 1993;
D’Arco et al., 1994; Pisani, 1996).

The Hartee–Fock ab initio method leads to
approximate solutions to Schrödinger’s equation by
modeling the electronic wave functions of participat-
ing atoms, for example, usually via H-like orbitals,
and then forming linear combinations to provide the
molecular wave function. The total energy and its
derivatives are obtained using wave mechanics meth-
ods. For crystalline structures, periodic electronic
wave functions are also constructed using linear com-
binations of electronic plane waves, that can be
‘augmented’ by rapidly varying functions to model
the atomic cores (i.e., APW methods). Pseudo-poten-
tials were introduced to avoid unnecessarily detailed
calculations of the electronic structure in the atomic
core regions. Within the Hartree–Fock approach,
dynamical electron correlations that result from elec-
tron–electron repulsions are not included. These can
be related to the classical ‘many-body’ problem that
involves determination of the relative motions of
three or more objects, such as the nucleus and >1
electrons, that is not yet solved analytically. The
mathematical problem is carried over into quantum
mechanics. Various methods devised to correct for
‘dynamic electron correlation’ in molecular calcula-
tions include perturbation theory, or methods based
on ‘configuration interaction’ (CI) or ‘coupled-

cluster’ approaches. Such techniques have been suc-
cessfully implemented for molecules, but they are
not readily applied to the solid state (Hehre et al.,
1996; Pisani, 1996; Oganov et al., 2002; Oganov, 2004;
Tse, 2004).

Density functional theory (DFT) was developed
as an alternative methodology for electronic struc-
ture calculations, as it was recognized that physical
observables such as the energy and its derivatives
could be expressed as functionals (i.e., functions of a
function) of the electron density, 
 (Kohn and Sham,
1965; Parr and Yang, 1989; Kohn, 1999). If the proper
functionals were known, derivatives of the energy
functionals with respect to the atomic positions
would immediately allow exact first-principles
calculations of mineral lattice dynamics and their
thermoelastic properties to be carried out (Stixrude
et al., 1998; Oganov et al., 2002, 2005b; Oganov, 2004;
Tse, 2004; Winkler, 2004). The key problem to be
solved is that of establishing the functionals asso-
ciated with the electron kinetic energy (T ), and
with electronic exchange and correlation, Exc[
]
(Perdew and Zunger, 1981; Perdew and Wang,
1992). The kinetic energy is usually obtained by
constructing a set of Kohn–Sham ‘orbitals’, that
have been interpreted in chemical studies as effective
molecular orbitals and associated energy levels as in
Hartree–Fock studies (Baerends and Gritsenko,
1997; Stowasser and Hoffman, 1999). The formalism
for Exc[
] is known exactly for a homogeneous elec-
tron gas (Perdew and Wang, 1992). However,
difficulties arise in determining the proper
exchange-correlation functionals for ‘real’ molecules
and solids, including minerals, in which large fluctua-
tions in the electron density (
) occur in the vicinity
of atomic cores.

The electron gas exchange-correlation func-
tionals are usually applied to molecules and solids
within the local density approximation (LDA), in
which a spatially averaged electron density is con-
sidered to exist throughout the system. Although it
obviously does not account for the electron density
fluctuations that must occur at the atom positions, the
LDA approach has been remarkably successful in
describing most of the important structural and the-
ormodynamic properties of minerals and molecules,
and their chemical bonding (Stixrude et al., 1998;
Oganov et al., 2002, 2005b). This is presumably
because most of these properties are largely indepen-
dent of the electron density fluctuations occurring
within the region of the atomic cores. The vibrational
frequencies of minerals are usually obtained using

Lattice Vibrations and Spectroscopy of Mantle Phases 167



DFT–LDA methods to within a few per cent (i.e., 5–
15%) of experimental values (Stixrude et al., 1998;
Oganov et al., 2000, 2002; Winkler, 2004; Oganov
et al., 2005b). Various ‘generalized gradient approx-
imations’ (GGA) have been developed that provide
functionals that take better account of local fluctua-
tions in the electron density, and that have been
applied to minerals (Wang and Perdew, 1991;
Perdew and Burke, 1996; Perdew et al., 1996;
Stixrude et al., 1998; Oganov et al., 2002). Although
use of these advanced functionals leads to a general
improvement in the quality of the calculation, and in
certain of the predicted structural and thermoelastic
properties of minerals under high-P,T conditions,
they do not always yield better predictions of the
vibrational dynamics, the thermoelastic properties,
or electronic properties including the bandgap
(Oganov et al., 2002).

For most solid-state calculations, the lattice
dynamics are obtained by considering finite x-, y-,
z-displacements (�) of atoms occurring about their
equilibrium positions and analyzing the resulting
energy variations (E(�)) to construct a dynamical
matrix D, that has the second-derivative elements
(q2E/q�2). D is then combined with an ‘inverse
mass’ matrix constituted from the elements 1/mi,
and the result is then diagonalised to obtain vibra-
tional mode frequencies and their corresponding
atomic displacement patterns (i.e., the eigenvalues
and eigenvectors of the dynamical matrix). The
results thus yield the calculated vibrational disper-
sion relations (vi (q) values), obtained at a given level
of the electronic structure theory. This approach
constitutes the ‘frozen phonon’ model, that is usually
evaluated within the quasi-harmonic approximation.
Many of the first-principles or ab initio calculations of
mineral lattice dynamics have been calculated within
the DFT–LDA model using this prescription.
Modern electronic structure calculations usually
result in good models for the electronic energies
that provide a realistic potential energy surface for
the lattice vibrations, and the thermoelastic proper-
ties obtained from the calculations can be
extrapolated to high-P,T conditions using thermo-
dynamics and statistical mechanics methods
(Stixrude et al., 1998; Oganov et al., 2002, 2005a,
2005b; Wentzcovich et al., 2004b; Stixrude and
Lithgow-Bertelloni, 2005). However, such extrapola-
tions are subject to the limitations of the quasi-
harmonic model, and an accurate representation of
high-T mineral properties should include a proper
anharmonic treatment of phonon behaviour, that is

achieved using a perturbation approach based on
linear response theory aplied to the lattice dynamics
(Baroni et al., 1987; Stixrude et al., 1996; Karki et al.,
2000b; Oganov et al., 2000; Baroni et al., 2001; Karki
and Wentzcovich, 2002), or via quantum molecular
dynamics methods (Oganov et al., 2000, 2001; Marton
et al., 2001; Marton and Cohen 2002).

2.07.3 Lattice Dynamics of Mantle
Minerals

2.07.3.1 Diamond and (Mg, Fe)O
Magnesiowüstite

Diamond is only a minor mineral by abundance
within the Earth; however, it is critically important
to mantle research. Because of its gteat mechanical
and chemical resistance, diamonds that grow under
high-P,T conditions deep within the mantle encap-
sulate mineral and fluid species formed at depth that
are subsequently brought to the surface as inclusions
during explosive eruptions: they thus provide a
unique window into mantle mineralogy and geo-
chemistry (Sautter et al., 1991; Harte and Harris,
1993, 1994; Sautter and Gillet, 1994). Diamonds also
provide unique high-strength and ultra-transparent
anvil-windows for diamond anvil cell (DAC) experi-
ments, to study mineral lattice dynamics and other
properties in situ under mantle high-P,T conditions
(Hemley et al., 1987b; Hemley and Mao, 2002).
Diamond also provides the simplest example among
covalently bonded solids as a model for understand-
ing their lattice dynamics.

Diamond possesses a cubic structure with space
group Fd3mðOh

7 Þ, with two atoms in its primitive
cell (Figure 4). The bonding is entirely determined
by covalent interactions. Two transverse and one
longitudinal branches rise from �¼ 0 cm�1 at q¼ 0

to provide the acoustic branches (2TAþLA). The
slopes of the TA/LA branches determine the elastic
properties and the sound speed; diamond has the
highest measured sound speeds of any material, and
also the lowest compressibility and highest bulk
modulus value (Ko); it is the hardest known material
among simple elements and compounds, that is cor-
related with its high atomic density and cohesive
energy (Brazhkin et al., 2002). It also has the highest
thermal conductivity (�) of all solids, that is corre-
lated with the high-frequency values achieved by the
acoustic modes at the BZ boundary (Brüesch, 1982).

Diamond contains two crystallographically dis-
tinct atoms within its primitive cell, so that its
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dispersion relations are best understood from those
for a diatomic chain, rather than a monatomic chain
model. Compared with the monatomic case, the
extent of the BZ is halved (i.e., q9max ¼ 2qmax), so
that lattice modes that were previously present at
q9max now appear for the diatomic crystal at q¼ 0.
A break occurs within the transverse and longitudinal
branches at qmax¼ �/ao, and the upper (optic mode)
dispersion relations return along the 2TOþLO opti-
cal branches to give a triply degenerate point at q¼ 0
(T2g symmetry, or labelled in solid state physics texts
as �259 (Warren et al., 1967; Decius and Hexter, 1977)
that is observed as a single peak in the Raman spec-
trum of diamond at 1332 cm�1. This unit cell
doubling process relative to vibrational dispersion
relations is termed ‘BZ folding’, and it provides a
useful concept for understanding relationships
between the IR and Raman spectra and unit cell
size among mineral polytypes, as well as order–
disorder relations (Decius and Hexter, 1977;
McMillan, 1985; Choudhury et al., 1998, 2002).

Diamond is a nonpolar crystal, and the vibrational
mode that gives rise to its single Raman peak at q¼ 0
involves a symmetric relative displacement of the C
atoms in the unit cell about the inversion center.
That vibration does not result in any dipole moment
change, and so the vibration is not IR active.
Additional broad features also occur in both the
Raman and IR spectra of diamond at approximately
twice the value of the zone center Raman mode, in
the 2200–2600 cm�1 range (Gillet et al., 1998). These
occur due to second-order processes involving
mainly overtone vibrations, that are enabled by the
anharmonicity of the interatomic potential function.
These features can be used to deduce the form of g(�)
(Decius and Hexter, 1977). Other weak features
observed in the IR spectra are usually due to the
presence of various impurities (principally N and
H) (Clark et al., 1992). Diamonds can also contain
inclusions of mantle minerals or C–O–H fluids that
are studied by microbeam FTIR or Raman spectro-
scopy: these provide valuable information on the
nature of fluids at depth and the redox state of the
mantle, and they also yield the deepest examples of
mantle mineralogy brought to the surface (Navon
and Hutcheon, 1988; Liu et al., 1990; Navon, 1991;
Harte and Harris, 1993, 1994; Kagi et al., 2000). Some
inclusions contain magnesiowüstite ((Mg, Fe)O), and
also (Mg, Fe)SiO3 phases that may be derived via
back-transformation from silicate perovskite, that
are only stable below 670 km (Harris, 1992; Harte
and Harris, 1993, 1994; McCammon, 2001).

The dispersion relations of diamond have been
measured experimentally along various directions
in reciprocal space using INS techniques on a large
(254 ct) single crystal, at ambient P and T, and the
data were fit using a shell model calculation (Warren
et al., 1967) (Figure 4). The dispersion relations have
also been calculated using various empirical local
force fields or sets of force constants obtained from
Hartree–Fock calculations on clusters, and also
directly using first-principles or ab initio techniques
for the solid-state structure (Guth et al., 1990;
Stoneham, 1992). The P and T dependence of the
zone center Raman-active phonon mode has been
determined to P¼ 40 GPa and T¼ 1900 K in several
studies (Boppart et al., 1985; Hanfland et al., 1985;
Zouboulis and Grimsditch, 1991; Muinov et al.,
1994). Gillet et al. (1998) analyzed the (qv/qP)T

and (qv/qT )P data to obtain the volume dependence
of the diamond Raman mode frequency, and thus
demonstrated its large intrinsic anharmonicity, that
likely extends to other vibrational modes of diamond.

(Mg, Fe)O magnesiowüstite is the second most
abundant phase in the Earth’s mantle. It is formed
by decomposition reactions involving (Mg, Fe)2SiO4

and (Mg, Fe)SiO3 phases below 660–670 km. Both
MgO and FeO possess the cubic B1 (NaCl) structure
(space group Fm3m) at ambient P and T. Pure MgO
(periclase) retains the B1 structure to at least
227 GPa, whereas FeO (wüstite) transforms first
into a rhombohedral structure at P > 18 GPa, and
then into the inverse NiAs structure (Mazin et al.,
1998; Murakami et al., 2004b). The wüstite phase is
usually slightly oxygen deficient (i.e., FeO1�x).
Experiments indicate that Mg-rich (Mg, Fe)O is
stable within the B1 structure throughout the P, T

conditions of the lower mantle, however (Lin et al.,
2002).

As for diamond, there are two atoms in the primi-
tive unit cell, so that the dispersion curves form both
(TA, LA) and (TO, LO) branches (Figure 6).
However, the bonding within these ionic crystals is
now highly ‘polar’, so that long-range Coulombic
interactions also contribute substantially to the lattice
dynamics. In the absence of any such electrostatic
effects, the IR-active vibrational mode for MgO or
FeO at the BZ center would be triply degenerate,
that is, a single mode with Flu symmetry. In fact, a
single peak is observed in IR absorption studies, at
�380 cm�1 (Gillet et al., 1998). However, the IR
absoprtion technique only probes the TO lattice
vibrations close to the BZ center. IR reflectance
studies at ambient P indicate that a corresponding
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LO mode exists at higher frequency (�720 cm�1;

Piriou and Cabannes, 1968). That observation results

from the contribution of long-range Coulombic

forces to the lattice dynamics, that cause the LO

mode to experience an additional restoring force.

The phenomenon is termed ‘TO-LO splitting’, and

it occurs for all ‘ionic’ crystals, in response to the

macroscopic electric field developed within polar

solids (Born and Huang, 1954; Ashcroft and

Mermin, 1976; Ferrarro, 1984; Burns, 1985;

McMillan, 1985; Hofmeister, 1987; McMillan and

Hofmeister, 1988; Hofmeister, 1997). The magnitude

of TO–LO splitting is correlated with the measured

‘static’ (i.e., "o, in the limit that " ! 0 frequency, or

"(0)), and high-frequency ("1) dielectric constants

(with a limit in the high-frequency or optical range),

via the Lyddane–Sachs–Teller (LST) relation:
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Figure 6 Structure and lattice dynamics in MgO. (a) The cubic B1-structured mineral MgO is dominated by ionic bonding
interactions. (b) The ionic nature of the crystal results in highly polar optic modes, and there is a large contribution from long-

range Coulombic forces to the lattice dynamics. This results in a large TO–LO splitting among the IR-active modes at the

Brillouin zone center. The TO–LO splitting is not observed directly by IR transmission spectroscopy, because only the TO

modes cause IR absorption. The LO mode frequencies appear as poles in the IR reflectance spectra, however, and they also
cause band broadening in powder transmission experiments (Piriou and Cabannes, 1968; McMillan, 1985; McMillan and

Hofmeister, 1988; Hofmeister et al., 1990; Hofmeister, 1997). (c) The vibrational dispersion relations are averaged throughout

the Brillouin zone to provide the vibrational density of states (VDOS) or g(�) function. This constitutes the complete vibrational
spectrum, which is deduced from INS experiments, or obtained directly from ab initio, first-principles, or empirical potential

model calculations. Note that the vibrational frequencies in MgO are given here in THz units. The diagrams in parts (b) and (c)

are reprinted from Bilz H and Kress W (1979) Phonon Dispersion Relations in Insulators. Springer Series on Solid-State

Science 10, p. 50. Berlin: Springer.
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For complex minerals with n atoms in the primitive
cell, the generalized LST relation becomes:

Y3n – 3

i¼1

!LO; i

!TO; i

¼

ffiffiffiffiffiffiffiffiffiffiffi
"ð0Þ
"ð1Þ

s
½13�

Here the product runs over all optic modes (Gervais
et al., 1973a, 1973b; Gervais and Piriou, 1975;
Hofmeister, 1987; McMillan and Hofmeister, 1988;
Hofmeister et al., 1989). TO–LO splitting does not
only occur for typically ‘ionic’ solids, but for any
crystals that contain heteropolar bonding. For exam-
ple, cubic moissanite (SiC) is isostructural with
diamond and is usually considered to be covalently
bonded; however, this phase exhibits a large TO–LO
splitting of �180 cm�1 (Bilz and Kress, 1979).

The phonon dispersion relations of MgO and FeO
are well known from INS measurements (Bilz and

Kress, 1979), and also from various ab initio and first-

principles theoretical calculations that have been

carried out to model the thermoelastic properties

under the high-P,T conditions of the deep mantle

(Hemley et al., 1985; Cohen et al., 1987b; Wolf and

Bukowinski, 1988; Agnon and Bukowinski, 1990;

Isaak et al., 1990; Chizmeshya et al., 1994;

Bukowinski et al., 1996; Stixrude et al., 1998; Karki

et al., 2000c; Oganov et al., 2005b; Stixrude and

Lithgow-Bertelloni, 2005).
The TO and LO mode anharmonic parameters of

pure MgO have been measured experimentally to

T � 1000�C, using IR reflectance techniques at ambi-

ent P (Piriou and Cabannes, 1968). Ambient T

pressure shifts have been determined directly by IR

transmission studies up to 22 GPa (Gillet et al., 1998)

(Figure 7). Information on the VDOS in MgO has also

been obtained at high-P by examining the phonon

sidebands on the Cr3þ luminescence in Cr3þ: MgO

doped crystals that were studied up to P¼ 37 GPa

(Chopelas and Nicol, 1982; Chopelas, 1992, 1996).

The TO mode Grüneisen parameter obtained from

the measurements was � � 1.5–1.6, that lies close to

the thermal value obtained from analysis of the ther-

modynamic properties (�th¼ 1.52) (Gillet et al., 1998).

The TO and LO mode frequencies for FeO1�x crys-

tals occur at lower frequencies than for MgO; that is, at

�TO �300 cm�1; �LO �530 cm�1 at ambient P and T

(Bilz and Kress, 1979). It will be important to deter-

mine the effects of Mg/Fe substitution, and also the

presence of O2� vacancies, on the phonon spectrum

and thermoelastic properties in future studies of the

magnesiowüstite phase.

2.07.3.2 (Mg, Fe)SiO3 Perovskite,
Post-Perovskite, and CaSiO3 Perovskite

MgSiO3 perovskite is formed by pressure-induced
structural transformations and reactions among
lower pressure silicate minerals at above P¼ 22–
24 GPa; its appearance along with that of (Mg, Fe)O
magnesiowüstite is thought to mark the 660–670 km
seismic discontinuity that defines the onset of the
lower mantle (Ringwood, 1962b; Liu, 1974, 1975;
Ringwood, 1975; Jeanloz and Thompson, 1983; Liu
and Bassett, 1986; Knittle and Jeanloz, 1987;
Anderson, 1989; Bina, 1998). It then likely remains
stable throughout nearly the entire P–T range of the
lower mantle, to result in the predominant mineral
phase within the Earth (Ringwood, 1962b). MgSiO3

perovskite has not yet been observed in any natural
samples brought to the surface, although
(Mg, Fe)SiO3 phases that might constitute its
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Figure 7 High-pressure IR transmission spectra of MgO

to P� 22 GPa (Gillet et al., 1998). Here, the vibrational

energy scale is shown in cm�1 (1 cm�1¼ 2.998 THz, for
comparison with the data in Figure 6). The main band is

broad, and corresponds to the IR absorption associated

with the TO mode. The weak ‘fringes’ in the data set are due

to IR interference effects, associated with the thickness of
the sample. The data were obtained by A. Grzechnik and

P. Simon (Grzechnik et al., 1999), and the diagram shown

here is reprinted from Gillet P, Hemley RJ, and McMillan PF

(1998) Vibrational properties at high pressures and
temperatures. In: Hemley RJ (ed.) Ultra-High Pressure

Mineralogy, vol. 37, p. 560. Mineralogical Society of

America.
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decompression products have been identified in deep
diamond inclusions (Harris, 1992; Harte and Harris,
1993, 1994; Sautter and Gillet, 1994; McCammon
et al., 1997; Liou et al., 1998; McCammon, 2001).
The silicate perovskite phase has been prepared in
laboratory experiments and recovered to ambient
conditions in various studies designed to establish
its high-P,T stability range, and its vibrational, elas-
tic, and thermodynamic properties (Williams et al.,
1987; Hemley et al., 1989; Durben and Wolf, 1992;
Hemley and Cohen, 1992). The lattice dynamics and
thermophysical behavior of MgSiO3 perovskite has
been studied extensively using various theoretical
approaches, beginning with models based on the
modified electron gas (MEG) theory, and most
recently using highly accurate first-principles meth-
ods to determine the phonons and thermoelastic
properties under a wide range of mantle P, T condi-
tions (Wolf and Jeanloz, 1985; Hemley et al., 1987a;
Wolf and Bukowinski, 1987; Hemley et al., 1989;
Karki et al., 2000b; Oganov et al., 2000; Parlinski and
Kawazoe, 2000; Karki et al., 2001; Wentzcovich et al.,
2004b).

The type mineral phase that gives rise to the name
perovskite is CaTiO3. This was originally thought
to possess a cubic structure (Fm3m), known as the
ideal perovskite aristotype. However, CaTiO3

is now determined to possess an orthorhombic
structure with space group Pbnm. This is the typical
‘GdFeO3’ structure that is found for MgSiO3

perovskite at ambient conditions, and also obtained
under high-P,T conditions relevant to the lower
mantle (Hemley and Cohen, 1992; Serghiou et al.,
1998; Shim et al., 2001). Perovskite-structured solids
have a general composition ABX3; they are
constructed from corner-linked BX6 octahedral
units, with the A cations occupying 12-coordinated
sites within the ideal cubic structure (Figure 8).
The A site coordination becomes lowered for
distorted perovskite structures; for example, the
Mg2þ cations in MgSiO3 perovskite are eightfold
coordinated.

Perovskite-structured materials exhibit a wide
range of structure types and symmetries derived
from the structural distortional parameters. The lar-
gest family of these occur due to concerted rotations
of the linked BX6 octahedra about their highly flex-
ible B–X–B linkage (i.e., the inter-octahedral Mg–O–
Mg linkage, in the case of MgSiO3 perovskite)
(Figure 8). Various coupled rotations in ‘þ’ or ‘�’
directions result in a large variety of tetragonal,
orthorhombic and trigonal structures (Glazer, 1972,

1975). Other structural distortions involve displace-
ments of the A or B cations away from their central
positions within the octahedral or larger polyhedral
sites. These off-center cation displacements give rise
to ferroelectric behavior that result in large variations
in the dielectric constant (") as a function of T and P,
and they result in important ferroelectric ceramic
materials including perovskites based on BaTiO3

and PbZrO3 that are used in capacitors and mobile
telecommunications applications (Burfoot and
Taylor, 1979; Navrotsky and Weidner, 1989;
Cohen, 1992a; Ghosez et al., 1999; Choudhury et al.,
2005). These structural distortions are driven by soft
phonon modes that mainly occur at the BZ bound-
aries, for example, at the R or M points of the cubic
perovskite unit cell (Wolf and Jeanloz, 1985; Wolf
and Bukowinski, 1987; Hemley and Cohen, 1992)
(Figure 8).

Early theoretical studies of MgSiO3 perovskite
using techniques derived from the modified electron
gas (MEG) theory, suggested that dynamically dri-
ven transitions might occur at high T between
orthorhombic–tetragonal–cubic phases of silicate
perovskite, under the high-P conditions of the
Earth’s lower mantle (Wolf and Jeanloz, 1985;
Hemley et al., 1987a, 1989; Wolf and Bukowinski,
1987; Bukowinski and Wolf, 1988; Hemley and
Cohen, 1992). These predictions had important
potential implications for seismic wave propagation
velocities and their attenuation characteristics within
the deep lower mantle (Bukowinski and Wolf, 1988;
Hemley and Cohen, 1992). More recent theoretical
calculations coupled with experimental X-ray deter-
minations of MgSiO3 perovskite under deep mantle
high-P,T conditions now indicate that such phase
transitions associated with lattice dynamical instabil-
ities are unlikely to be present throughout the P, T

range of the lower mantle (Karki et al., 2000b; Oganov
et al., 2000, 2005b; Shim et al., 2001, 2004). The in situ

X-ray experiments carried out to date might still not
have sufficient resolution to absolutely rule out such
possible high-P,T phase transitions among orthor-
hombic–tetragonal–trigonal–cubic polymorphs of
MgSiO3 perovskite, and theoretical studies have not
always taken full account of intrinsic phonon anhar-
monicity (Gillet et al., 1996a, 2000; Oganov et al.,
2000, 2005b).

It now seems that any displacive transformations
occurring within orthorhombic MgSiO3 perovskite
would occur at such high-P,T conditions that they
would be first intersected by first-order phase transi-
tions, including melting (Hemley and Kubicki, 1991;
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Zerr and Boehler, 1993; Akins et al., 2004), or trans-
formation into a newly recognized CaIrO3-
structured postperovskite phase (Oganov and Ono,
2004; Shim et al., 2004; Tsuchiya et al., 2004b, 2005).

Raman and IR spectra at ambient P and T have
been determined experimentally for pure MgSiO3 per-
ovskite for various samples recovered from high-P, T

synthesis experiments (Weng et al., 1983; Wolf and
Jeanloz, 1985; Williams et al., 1987; Hemley et al.,
1989; Hemley and Cohen, 1992; Lu et al., 1994)
(Figure 9). Recent first-principles calculations

reproduce the experimentally determined frequencies
to within a few percent, that is typical for such experi-
ment-theory comparisons (Oganov et al., 2000, 2002;
Parlinski and Kawazoe, 2000; Karki et al., 2001;
Wentzcovich et al., 2004b). The experiments are gen-
erally carried out at T¼ 300 K, whereas the
calculations are enabled at T¼ 0 K; also, both the
theoretical results and the experimental measurements
are subject to perhaps �3–5% uncertainty. However,
significant progress has been made since our previous
reviews of the lattice dynamics of mantle minerals

(a) (b)

M2

R25

(c)

30

X Γ Γ

(ζ,0,0) (ζ,ζ,0) (1/2,1/2,ζ) (ζ,ζ,ζ) (0,0,ζ)

M R X

20

10

0

–10

0.5

Pm3m

Fr
eq

ue
nc

y 
(T

H
z)

0.0 0.5/0.0

Wave vector ζ
0.5 0.0 0.5

Figure 8 Structure and lattice dynamics of the cubic perovskite aristotype (Pm3m symmetry). This structure is taken by

SrTiO3 at ambient P and T, and by CaSiO3 perovskite throughout the P,T range of the mantle. (a) The interoctahedral linkages
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that result in soft mode behavior and structural distortions away from cubic symmetry. (b) The octahedral rotation modes

propagate along various different directions in reciprocal space, to yield different symmetry points at the Brillouin zone

boundary (Wolf and Jeanloz, 1985; Hemley and Cohen, 1992). (c) Lattice dynamics calculated for the cubic perovskite
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to unstable phonons at the Brillouin zone boundary: the resulting lattice distortions result in MgSiO3 perovskite with

orthorhombic (Pbnm) symmetry. The diagram in part (a) is reprinted from Hemley RJ and Cohen RE (1992) Annual Review of
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including MgSiO3 perovskite (McMillan et al., 1996b;

Gillet et al., 1998), in that all of the Raman and IR

modes at the BZ center at ambient P, T conditions have

now been definitely identified (Parlinski and Kawazoe,

2000; Karki et al., 2001; Oganov et al., 2002;

Wentzcovich et al., 2004a, 2004b). Raman and IR spec-

tra of the MgSiO3 perovskite phase have been

measured experimentally to P¼ 65 GPa at ambient

T, at high T (metastably) at ambient P to T¼ 600 K,

and now under simultaneous high-P,T conditions

(Williams et al., 1987; Hemley et al., 1989; Durben and

Wolf, 1992; Liu et al., 1994; Wang et al., 1994; Chopelas,

1996; Gillet et al., 2000). These data have been used to

determine mode Gruneisen parameters. Gillet et al.

(1996a, 1998, 2000) have combined results from high-

and low-T Raman measurements with high-P data to

estimate the intrinsic mode anharmonicities.
The cubic perovskite aristotype with space group

Fm3m has no Raman active modes; only three triply

degenerate IR-active vibrations exist at the BZ cen-

ter. Symmetry analysis yields:

�vib ¼ 3F1uðIRÞ þ F2u ðinactiveÞ ½14�

Among cubic perovskites such as BaTiO3 and
NaMgF3, the highest-frequency IR modes at
750–1000 cm�1 involve asymmetric stretching of
the BX6 octahedra, the mid-frequency modes corre-
spond to octahedral deformation vibrations
(500–700 cm�1), and the lowest-frequency modes
involve translations of M2þ cations within the large
(12-coordinate) cages. The low-frequency vibrations
are often coupled to various ‘soft’ modes that occur
due to inter-octahedral rotations, within the
50–400 cm�1 range (Shimanouchi et al., 1961;
Cowley, 1963; Perry et al., 1964b, 1964a; Perry
and Young, 1967; Scott, 1974; Williams et al.,
1987). These vibrational mode assignments generally
agree with the results obtained from first-principles
calculations of the lattice dynamics for MgSiO3

perovskite (Hemley and Cohen, 1992; Karki et al.,
2000b; Oganov et al., 2000; Parlinski and Kawazoe,
2000).
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Reduction of the perovskite symmetry to the
orthorhombic space group Pbnm with Z¼ 4MgSiO3

units in the primitive cell causes a splitting of the IR-
active modes, the occurrence of additional peaks in
the IR spectrum, and the appearance of a first order
Raman spectrum (Figure 9):

�vib ¼ 7Ag Rð Þ þ 7B1g Rð Þ þ 5B2g Rð Þ
þ 5B3g Rð Þ þ 8Au inactiveð Þ þ 7B1u IRð Þ
þ 9B2u IRð Þ þ 9B3u IRð Þ ½15�

The first observation of a Raman spectrum for
MgSiO3 perovskite thus immediately confirmed its
reduction in symmetry to an orthorhombic structure
(space group Pbnm) that had been suggested by X-ray
diffraction (Williams et al., 1987). Previously, some
discrepancies between theory and experiment or
missing IR and Raman modes appeared to be present,

especially among the low-frequency vibrations
(McMillan et al., 1996b); however, these anomalies
have now been resolved by accurate first-principles
calculations (Karki et al., 2000a; Oganov et al., 2000;
Parlinski and Kawazoe, 2000).

The phonon dispersion relations or g (�) function for
MgSiO3 perovskite have not yet been measured experi-

mentally at ambient or under high-P,T conditions;

however, the lattice dynamics have been calculated

theoretically by first-principles methods over a wide

P, T range (Figure 10), and the results have been used

to predict the thermophysical properties of the lower

mantle (Hemley and Cohen, 1992; Karki et al., 2000b;

Oganov et al ., 2000, 2002 , 2005; Parlinski and Kawazoe,

2000; Wentzcovich et al., 2004b). These calculations are

known to be accurate at high P; however, they do not

fully take into account the thermodynamic properties
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at high T, because the intrinsic phonon anharmonicity
is ignored within the quasi-harmonic approximation
(Gillet et al., 2000; Oganov et al., 2000; Karki and
Wentzcovich, 2003). Gillet et al. (2000) have analyzed
the Raman spectra obtained at high P and low T to
evaluate the intrinsic anharmonicity contribution to the
lattice dynamics and thermophysical properties of
MgSiO3 perovskite. Also, Lu et al. (1994) obtained
data on the intrinsic anharmonicity of the IR-active
modes, from analysis of the IR reflectivity. The spectro-
scopy data and first-principles calculations have been
used to construct g(�) functions in order to calculate the
heat capacity (Cv, Cp) and the vibrational entropy (S) as
a function of T; the thermodynamic data were used to
demonstrate the general nature of negative P–T

Clapeyron slopes involving perovskite-forming reac-
tions in the mantle (Navrotsky, 1980, 1989; Akaogi
and Ito, 1993; Lu et al., 1994).

Most experimental and theoretical studies of the
lattice dynamics of MgSiO3 perovskite have focused
on the end-member phase. However, the mineral pre-
sent within the lower mantle is likely to exist as a solid
solution within the (Mg, Fe, Al)SiO3 system, that might
contain vacancies and chemical substitutions on cation
and anion sites. These substitutions could have large
effects on the stability and theormophysical properties
of silicate perovskites, as well as the properties of
mantle materials in the vicinity of the 660–670 km
seismic anomaly and their associated phase transitions
(Wood and Rubie, 1996). Lu et al. (1994) and Wang et al.
(1994) determined IR and Raman spectra for
(Mg, Fe)SiO3 perovskites recovered from high-P,T
experiments; they found only small changes in the
spectra upon Fe2þ/Mg2þ substitution, but the Raman
peaks were broadened, presumably due to Mg/Fe
structural disorder on the large cation sites. The fre-
quencies were all slightly shifted to lower
wavenumbers, consistent with the small lattice expan-
sion that occurs within the Fe/Mg perovskite series
(Kudoh et al., 1990; Mao et al., 1991; Wang et al., 1994).

It was thought until recently that orthorhombic
MgSiO3 perovskite would remain stable throughout
the entire P–T range of the lower mantle (Knittle and
Jeanloz, 1987; Hemley and Cohen, 1992). However,
analysis of various anomalies in the seismic features
associated with the deepest mantle and the D0 layer,
combined with results of high-P,T experiments and
theoretical calculations, now indicate that MgSiO3

transforms into a new post-perovskite phase with the
CaIrO3 structure, that contains edge-shared SiO6 units
arranged into layers (Shim et al., 2001; Murakami et al.,
2004a; Oganov and Ono, 2004; Shim et al., 2004;

Tsuchiya et al., 2004b; Hernlund et al., 2005)
(Figure 11). The formation of this layered structure
is expected to have a large effect on the elastic aniso-
tropy and the thermophysical properties developed at
the base of the mantle (Iitaka et al., 2004; Akber-
Knutson et al., 2005), and also within the D9 layer
(Iitaka et al., 2004; Nakagawa and Tackley, 2004).
The post-perovskite transition is also observed to
occur for perovskite-structured materials with
(Mg, Fe)SiO3 compositions: Al3þ included in the sili-
cate perovskite also affects the P and T regime for the
transition (Mao et al., 2004, 2005).

The lattice dynamics of the CaIrO3-structured
phase of MgSiO3 have not yet been determined
experimentally; however, its vibrational and thermo-
elastic properties have been predicted theoretically
using first-principles methods, extending up to the
high-P conditions existing at the base of the mantle
(Tsuchiya et al., 2005).

A CaSiO3 perovskite phase is also expected to
occur within the lower mantle (Liu and Ringwood,
1975; Hemley and Cohen, 1992). This material was
originally expected to remain cubic throughout all
mantle P–T conditions; however, it is now recog-
nized that a slight tetragonal distortion should occur
at pressures below P �14 GPa, driven by phonon
mode instabilities (Hemley and Cohen, 1992;

Figure 11 The CaIrO3 structure determined recently to be

adopted by MgSiO3 above P¼125 GPa. That pressure
corresponds to a depth � 200 km above the base of the

mantle.
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Chizmeshya et al., 1996; Stixrude et al., 1996; Jung and
Oganov, 2005). The CaSiO3 phase cannot normally
be recovered to ambient P, T conditions; instead, it
reverts to lower-P phases or amorphises during
decompression. MD simulations combined with
first-principles calculations indicate that the phase
undergoes amorphisation during decompression due
to lattice dynamic instabilities occurring among low-
lying vibrational modes and phonon branches, invol-
ving Ca2þ vibrations coupled with SiO6 octahedral
distortions (Hemmati et al., 1995; Bukowinski et al.,
1996). The ferroelectric properties associated with
these mode instabilities have now been harnessed to
provide new dielectric materials, based on related
SrGeO3 perovskites decompressed following high-
P,T syntheses (Grzechnik et al., 1997, 1998).
Molecular dynamics simulations using empirical
potentials have proved useful in gaining a general
understanding of the softening of phonon branches in
CaSiO3 perovskite as a function of crystal volume,
and developing a model for the amorphisation event
(Hemmati et al., 1995). The empirical potential
approach has also begun to be used the energetics
of point defect formation in MgSiO3 and CaSiO3

perovskites (Watson et al., 2000).

2.07.3.3 Stishovite and Post-Stishovite
SiO2 Polymorphs

The �-quartz phase of SiO2 is abundant at the Earth’s
surface. Its lattice dynamics have been thoroughly
studied by theory and experimental studies, including
IR, Raman and INS techniques, carried out at high T

and P (Shapiro et al., 1967; Gervais and Piriou, 1975;
Dolino and Bachheimer, 1977; Dolino et al., 1983;
Ghose, 1985, 1988). It has been studied extensively
as a type phase to develop the principles of soft mode
lattice dynamical behaviour (Scott, 1974; Ghose,
1985). A low-lying Raman-active mode at 206 cm�1

at ambient P and T shifts rapidly and asymptotically
to approach zero frequency at T¼ 858 K, at the tem-
perature of the displacive �–� quartz transition
(Raman and Nedungadi, 1940). The A1 symmetry
mode has atomic displacement vectors that involve
Si and O motions around the �3 axis, that relates the �-
and �-quartz structures. As T is increased and the
anharmonic vibrational mode is excited, the atoms
move closer to the new positions that define the
high-T structure, and the restoring force is diminshed.
At the T of the phase transition, the atoms now
occupy a new set of potential energy minima that
correspond to the positions within the �-quartz

phase. That process was first described by Raman
and Nedungadi (1940); the work has now become a

classic example of what constitutes a second-order
displacive phase transformation driven by a vibra-

tional soft mode (Raman and Nedungadi, 1940;
Scott, 1974; Decius and Hexter, 1977; Ghose, 1985;

McMillan, 1985, 1989). The interaction between the
lattice dynamics and the structural and elastic proper-

ties of quartz at high T are now known to be
considerably more complex than this simple picture

(Dolino and Bachheimer, 1977; Dolino et al., 1983). As
with all such ‘soft mode’ transitions, the phase trans-

formation begins to take on some order–disorder
character as the vibrational frequency is lowered,

and the effects of finite barriers in the potential sur-
face are encountered, along with zero-point energy

effects (Ghose, 1985, 1988; Salje, 1990). Also, the low-
frequency A1 soft mode of �-quartz begins to interact

anharmonically with second-order phonons as the
frequency is lowered on approach to the transition,

thus, further complicating the lattice dynamical inter-
pretation of the transition (Scott, 1968). Finally, the

A1 mode softening causes the appearance of lattice
instabilities in acoustic branches slightly away from

the BZ center, to result in incommensurate structures
within the quartz phase (Dolino and Bachheimer,

1977; Dolino et al., 1983). The high-T SiO2 phase
cristobalite also exhibits a dynamically driven �–�
phase transition, that has not yet been as thoroughly
studied as that for quartz.

At above P� 9 GPa, SiO2 transforms into the
mineral phase stishovite, that contains octahedrally
coordinated Si4þ ions, and that is isostructural with

rutile (TiO2) (Stishov and Popova, 1961). Its high-P,T
stability means that stishovite could be present as a

free SiO2 phase throughout the mantle, formed by
disproportionation reactions occurring among silicate

minerals at high pressure (Kesson et al., 1994; Kingma
et al., 1995; Funamori et al., 2000). The natural occur-

rence of stishovite was first described as a product of
impact metamorphism (Chao et al., 1962); it has now

also been recorded in highly metamorphised deep
crustal rocks (Liou et al., 1998).

The zone-center vibrational modes for rutile-
structured SiO2 stishovite are

�vib ¼ A1g ðRÞ þ A2gðinactiveÞ þ B1g ðRÞ þ B2g ðRÞ
þ EgðRÞ þ 2B1uðIRÞ þ 3EuðIRÞ ½16�

Raman spectra obtained by Hemley et al. (1986) for
both natural and synthetic stishovite samples showed
all four expected modes, and their pressure derivatives
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have been studied (Hemley, 1987) (Figure 12). Early
IR transmission data (Lyon, 1962) were distorted due
to optical effects within the highly refractive mineral,
as shown by subsequent reflectivity studies (McMillan
and Hofmeister, 1988; Hofmeister et al., 1990;
Hofmeister, 1996). (Figure 12). Pressure shifts of the
IR-active modes were recorded by Williams et al.
(1993) and Hofmeister (1996), and the T dependence
of the Raman spectrum was investigated by Gillet et al.
(1990, 1998).

The Raman spectrum of stishovite at ambient P

and T contains a low-frequency mode with B1g sym-
metry (231 cm�1), that shifts to lower wavenumber

with increasing P (Hemley, 1987; Kingma et al., 1995),
analogous to the behavior observed for rutile-struc-

ture TiO2 and SnO2 (Samara and Peercy, 1973;
Peercy and Morosin, 1973). The atomic displace-

ments associated with this mode correspond to
those required to transform the structure into a

CaCl2-structured polymorph, via a second-order dis-
placive phase transition (Nagel and O’Keeffe, 1971;

Peercy and Morosin, 1973; Samara and Peercy, 1973;
Hemley, 1987; Cohen, 1992b; Kingma et al., 1995).

The phonon-driven rutile-CaCl2 phase transition for
SiO2 was predicted by theory (Cohen, 1991, 1992b;

Matsui and Tsuneyiki, 1992; Lacks and Gordon,
1993; Lee and Gonze, 1995) and it has now been

observed to occur, using a combination of in situ

Raman spectroscopy and X-ray diffraction studies
(Kingma et al., 1995; Andrault et al., 1998; Murakami
et al., 2003; Shieh et al., 2005) (Figure 12). The
transition occurs at P� 50 GPa, corresponding to
the high-P conditions attained at the base of the
mantle.

A further phonon-assisted transition to a fluorite-
structured phase could also occur at P > 150 GPa;
however, that transition is predicted to result in a
phase that is always dynamically unstable
(Bukowinski and Wolf, 1986). Instead, a transforma-
tion to a cubic phase related to the pyrite structure
(FeS2) with Pa�3 symmetry might be achieved at very
high pressure: that transition is observed to occur
among dense transition metal dioxides such as
RuO2, and the group 14 oxides PbO2, SnO2 including
the close silica analog GeO2 (Haines and Léger, 1993;
Haines et al., 1996a, 1996b; Ono et al., 2002). This
phase has now been observed to occur for SiO2

under high-P conditions (Kuwayama et al., 2005). In
this case, however, the relative positions of the O2�

anions indicate that no O	 	 	O bonding interactions
occur, unlike the observed structure of FeS2 pyrite.

An SiO2 polymorph with the orthorhombic �-PbO2

structure has also been identified in run products from
high-P,T experiments and also in natural meteorite
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samples: it appears to become stable above P� 90 GPa
(Tsuchida and Yagi, 1989, 1990; Dubrovinsky et al.,
1997, 2003; El Goresy et al., 1998; Sharp et al., 1999;
Dubrovinskaia et al., 2001; Dera et al., 2002; Murakami
et al., 2003; Shieh et al., 2005). Micro-Raman spectro-
scopy has been usefully combined with X-ray
diffraction and transmission electron microscopy to
experimentally characterize the various new poly-
morphs of SiO2. Another monoclinic phase with the
baddeleyite (ZrO2) structure has now also been identi-
fied in meteorites (El Goresy et al., 2000). The likely
stability ranges of CaCl2- and �-PbO2-structured SiO2

under deep mantle conditions have recently been dis-
cussed by Shieh et al. (2005). Other high-density forms

of SiO2 have also been predicted by theoretical calcu-
lations, often formed via lattice dynamical instabilities
occurring at low T within low-pressure structures
(Badro et al., 1997; Teter et al., 1998; Wentzcovich
et al., 1998; Tsuchiya et al., 2004a; Oganov et al.,
2005b). However, it is unlikely that these metastable
phases would be achieved, or if formed, that they could
persist over geological timescales, under the high-P,T
conditions attained within the mantle (Shieh et al.,
2005).

S. W. Kieffer first developed her models of
mineral lattice dynamics related to their thermody-
namic properties in order to understand the
formation of stishovite found within Meteor Crater.
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Figure 12 Infrared and Raman spectra of SiO2 stishovite, and Raman data for the CaCl2-structured phase (Hemley et al.,

1986; Hemley, 1987; Hofmeister et al., 1990; Kingma et al., 1995; Hofmeister, 1996). (a) The unpolarized IR reflectance
spectrum of a polycrystalline sample of SiO2 stishovite is shown at top, along with the TO and LO mode frequencies obtained

from analysis of the reflectivity data. The synthetic spectrum at bottom was then reconstructed using these parameters, for

both predicted mode symmetries (A2u and Eu) (Hofmeister et al., 1990). (b) The Raman spectra of synthetic and natural

samples were first obtained by Hemley et al. (1986). The four expected modes are clearly visible in the spectrum of the sample
at top. The natural sample also shows broad bands corresponding to amorphous SiO2, that is also present within the sample.

(c) Raman spectra obtained in situ at high pressure by Kingma et al. (1995) showed evidence for softening of the lowest

frequency B1g mode, resulting in a transition to CaCl2-structured SiO2 at P� 50 GPa pressure. (d) The mode softening in SiO2

stishovite and its transformation to the CaCl2 structure was predicted by first-principles theoretical calculations, and was

confirmed by experimental measurements (Cohen, 1992b; Kingma et al., 1995). Part (a) is reprinted from Hofmeister AM, Xu J,

and Akimoto S (1990) American Mineralogist 75: 952. Part (b) is reprinted from Hemley RJ (1987) High Pressure Research in

Mineral Physics Manghnani MH and Syono Y (eds.), p. xxx. Part (c) is reprinted from Gillet P, Hemley RJ, and McMillan PF
(1998) Vibrational properties at high pressures and temperatures. In: Hemley RJ (ed.) Ultra-High Pressure Mineralogy, vol. 37,

p. 575. Mineralogical Society of America. The original data for this figure were presented by Kingma et al. (1995).
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Reliable IR and Raman data were not available at
that time, However. Hofmeister (1996) has now mea-
sured and interpreted the IR spectra of stishovite at
ambient and at high P, and has used her data to
construct a g (�) model to estimate the heat capacity
and entropy under mantle P, T conditions. The lat-
tice dynamics and thermoelastic properties of
stishovite have also been predicted at high P using
first-principles calculations (Cohen, 1992b; Karki
et al., 1997; Oganov et al., 2005a). The intrinsic mode
anharmonicity is not yet taken into account in the
theoretical calculations. That could affect the Cp and
vibrational entropy by 3–5% (Gillet et al., 1990).

Stishovite recovered to ambient P possesses
important material properties. The phase exhibits
extremely high hardness, related to its dense atomic
packing that results in a high cohesive energy (Léger
et al., 1996; Brazhkin et al., 2002). It also possesses a
high dielectric constant associated with the highly
ionic charge distribution (Cohen, 1991; Lee, 1996;
Lee and Gonze, 1997; Oganov et al., 2005a, 2005b).

2.07.3.4 (Mg, Fe)2SiO4 Olivine, �- and
�-(Mg, Fe)2SiO4, and (Mg, Fe)SiO3 Pyroxenes

An olivine-structured phase with composition near
(Mg0.9Fe0.1)2SiO4 dominates the mineralogy of the
upper mantle (Jeanloz and Thompson, 1983; Ito and
Takahashi, 1987; Agee, 1998; McDonough and
Rudnick, 1998). The vibrational modes of end member
Mg2SiO4 (forsterite) and Fe2SiO4 (fayalite), along with
other natural and synthetic olivine compositions, have
been studied extensively using IR and Raman spectro-
scopy. Vibrational dynamics in forsterite and fayalite
samples have also been investigated by INS techni-
ques, and theoretical calculations of the lattice
dynamics have been carried out (Servoin and Piriou,
1973; Iishi, 1978; Piriou and McMillan, 1983;
McMillan, 1985; Hofmeister, 1987, 1997; Price et al.,
1987, 1991; McMillan and Hofmeister, 1988; Rao et al.,
1988; Hofmeister et al., 1989; Durben et al., 1993;
McMillan et al., 1996b; Choudhury et al., 2002).
Several studies have been carried out in situ at high
P, at high T, and under simultaneous high-P,T condi-
tions; the results were used to predict and interpret the
high-P,T thermoelastic properties and vibrational
mode anharmonicity (Hofmeister, 1987; Hofmeister
et al., 1989; Chopelas, 1990; Gillet et al., 1991, 1997,
1998; Reynard et al., 1992; Wang et al., 1993;
Hofmeister, 1997).

The zone centre vibrational modes for the orthor-
hombic olivine (Pbnm) structure are determined to be

�vib ¼ 11AgðRÞ þ 11B1gðRÞ þ 7B2gðRÞ þ 7B3gðRÞ
þ 10AuðinactiveÞ þ 9B1uðIRÞ þ 13B2uðIRÞ
þ 13B3uðIRÞ ½17�

The full set of IR- and Raman-active modes for
Mg2SiO4 forsterite and Fe2SiO4 fayalite have been
assigned experimentally via single-crystal measure-
ments (Servoin and Piriou, 1973; Iishi, 1978; Piriou
and McMillan, 1983; McMillan, 1985; Hofmeister,
1987; McMillan and Hofmeister, 1988). The g(�)
functions are determined from INS measurements
(Rao et al., 1988; Price et al., 1991; Chaplot et al.,
2002b; Choudhury et al., 2002). Both experimentally
modeled and theoretically predicted VDOS func-
tions have been used to carry out calculations of the
high-P,T specific heat and entropy, leading to var-
ious predictions and a new understanding of phase
transformations among the Mg2SiO4 polymorphs,
and also the thermal conductivity of mantle phases,
throughout the conditions of the upper mantle
(Akaogi et al., 1984; Rao et al., 1988; Hofmeister
et al., 1989; Gillet et al., 1997, 1998; Choudhury et al.,
1998, 2002; Hofmeister, 1999).

At P above �18–20 GPa, (Mg, Fe)2SiO4 trans-
forms into spinel-structured polymorphs (Bina and

Wood, 1987; Akaogi et al., 1989; Gasparik, 1990;

Rigden et al., 1991; Agee, 1998). These transitions

mark the onset of the mantle ‘transition zone’ at

� 450 km depth, associated with an abrupt increase

in the seismic velocities. Pure Fe2SiO4 transforms

directly between olivine and spinel structures at

P� 6–7 GPa. However, the end-member Mg2SiO4

does not transform directly into the spinel-structured

�-Mg2SiO4 phase (ringwoodite), but it first exhibits a

transformation to a �-Mg2SiO4 (wadsleyite) phase

(Akaogi et al., 1984, 1989; Bina and Wood, 1987;

Katsura and Ito, 1989; Wu et al., 1993). The Fe con-

tent of the (Mg, Fe)2SiO4 component is an important

parameter in determining the depth and width of the

�–(�)–� transitions occurring within the mantle

(Agee, 1998).
In the first application of Kieffer’s model to mantle

mineralogy, Akaogi et al. (1984) obtained IR and

Raman data for the �-(olivine), �- and �-polymorphs

of Mg2SiO4 and constructed a model g (�) function to

calculate the heat capacity and entropy. The results

were combined with calorimetric data to predict P, T

boundaries between the Mg2SiO4 phases. The early

results have now been improved upon in later studies

(Akaogi et al., 1989; Hofmeister et al., 1989; Chopelas,

1990, 1991; Gillet et al., 1997).
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The zone-center vibrational modes for cubic
(Fd3m) spinel-structured �-Mg2SiO4 or �-Fe2SiO4

are

�vib ¼ A1gðRÞ þ EgðRÞ þ T1g ðinactiveÞ þ 3T2gðRÞ
þ 2A2uðinactiveÞ þ 2EuðinactiveÞ þ 4T1uðIRÞ
þ 2T2uðinactiveÞ ½18�

Jeanloz (1980) first obtained the powder IR spectrum
for Fe2SiO4 spinel; he observed three peaks at 848,
503 and 344 cm�1. IR reflectance data were recorded
by A. Hofmeister over a similar frequency range
(McMillan and Hofmeister, 1988; McMillan et al.,
1996b). The highest frequency mode is due to the
v3 asymmetric stretching vibration of tetrahedral
SiO4 units: this highly polar vibrational mode is asso-
ciated with a large TO–LO splitting, and it gives rise
to broad bands in the IR reflectance and powder
transmission spectra. Akaogi et al. (1984) observed a
similar broad peak with maximum at 830 cm�1

occurring for �-Mg2SiO4. The mid-range mode cor-
responds to the IR-active SiO4 deformation (v4), with
mainly octahedral MgO6/FeO6 stretching vibrations
in the lower-frequency range; some coupling is
expected to occur among these various vibrational
modes ( Jeanloz, 1980; Akaogi et al., 1984; McMillan
and Hofmeister, 1988; McMillan et al., 1996b). v4

occurs at 503 cm�1 for �-Fe2SiO4, and at 445 cm�1

for �-Mg2SiO4. A further peak is just observed
at 240 cm�1 in the IR transmission spectrum for
�-M2SiO4 (Akaogi et al., 1984).

Raman spectra for Mg2SiO4 spinel were first
obtained by Akaogi et al. (1984) and McMillan and

Akaogi (1987). The spectra showed strong peaks at

794 and 836 cm�1, determined to correspond to the

symmetric (v1) and asymmetric (v3) stretching vibra-

tions of the SiO4 tetrahedra (Chopelas et al., 1994).

Additional weak peaks at 600, 370 and 302 cm�1 were

assigned to Raman active modes associated with v2

and v4 SiO4
4 – deformation modes and MgO6 vibra-

tions (McMillan and Akaogi, 1987; Chopelas et al.,

1994). The pressure shifts were measured in the

study to 20 GPa in the study by Chopelas et al.

(1994). The lattice dynamics of �-Mg2SiO4 have

been studied theoretically using empirical potential

methods (Matsui and Busing, 1984; Price et al., 1987).
The �-(Mg, Fe)2SiO4 polymorph (i.e., ‘wad-

sleyite’; also referred to as ‘modified spinel’, or the

‘�-phase’, in previous studies) is expected to be a

dominant mineral within the mantle transition zone.

The transition between olivine and �-(Mg, Fe)2SiO4

occurs at P �13 GPa and T � 1700 K; it marks the

first onset of the 400 km seismic discontinuity (Agee,
1998). The IR spectrum of �-Co2SiO4 was first
obtained by Jeanloz (1980), and that of �-Mg2SiO4

by Akaogi et al. (1984). The IR and Raman spectra of
�-Mg2SiO4 are now characterized both at ambient
P, T and under high-T and high-P conditions, and its
lattice dynamics have been investigated by MD
simulations using empirical potentials (McMillan
and Akaogi, 1987; Price et al., 1987; Chopelas, 1991;
Cynn and Hofmeister, 1994; Reynard and Rubie,
1996) (Figure 13). The IR and Raman spectra of
wadsleyite-structured phases show unexpected
peaks in the 600–700 cm�1 range, that occur due to
the presence of SiOSi linkages contained within
Si2O7 units in the structure (McMillan and Akaogi,
1987; Chopelas, 1991; Cynn and Hofmeister, 1994;
McMillan et al., 1996b; Reynard et al., 1996). The
resulting crystallographic sites could provide impor-
tant hosts for OH species in the mantle (Smyth, 1987;
McMillan and Hofmeister, 1988; Cynn and
Hofmeister, 1994; Kohlstedt et al., 1996).

Compared with (Mg, Fe)2SiO4 structures, there
have been fewer vibrational data obtained, or theore-
tical lattice dynamics calculations carried out, for
(Mg, Fe)SiO3 pyroxenes, that provide the next most
important group of upper mantle minerals. The chain
silicate phase MgSiO3 (enstatite) exhibits complex
polymorphism among various crystal structures as a
function of P and T (Gasparik, 1990; Pacalo and
Gasparik, 1990; Kanzaki, 1991a; Angel et al., 1992;
Angel and Hugh-Jones, 1994; Yang and Ghose,
1994, 1995; McMillan et al., 1996b; Prewitt and
Downs, 1998; Choudhury et al., 2002). The assign-
ment of the various phase boundaries and recognition
of stable vs. metastable phases has been quite con-
troversial. Studies of the lattice dynamics using INS
methods combined with MD simulations has now
advanced our understanding of the system
(Choudhury and Chaplot, 2000; Chaplot and
Choudhury, 2001; Chaplot et al., 2002b; Choudhury
et al., 2002). It now appears likely that the stable phase
at ambient P and T is orthoenstatite (space group
Pbca). Polarized Raman spectra and INS data for this
phase have been obtained by Choudhury et al. (1998).
At high temperature (T > 800 K), a phonon-assisted
displacive transformation into the protoenstatite
phase (Pbcn symmetry) occurs at ambient P

(Choudhury and Chaplot, 2000). There still remain
discrepancies between experimental and theoreti-
cally-determined phase relations (Choudhury et al.,
2002). At high pressures (P > 4–6 GPa), the structure
transforms into a monoclinic (C2/c) clinoenstatite
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phase. (Chopelas and Boehler, 1992) prepared a sam-
ple of that phase during laser heating experiments on
MgSiO3 in the diamond anvil cell, and obtained its
Raman spectrum at high pressure. The high-density

clinoenstatite reverted to the orthorhombic poly-
morph during decompression to below P � 5 GPa.
Fe-rich (Mg, Fe)SiO3 phases also transform into the
C2/c structure type at high pressure (Yang and
Ghose, 1995). The Raman and IR spectra of the
monoclinic pyroxene diopside (CaMgSi2O6), present
within the upper mantle, are well known from single-
crystal measurements, combined with empirical force
field calculations (Etchepare, 1970; Zulumyan et al.,
1976; Dowty, 1987b): Raman spectra for this phase
have been measured to P¼ 16 GPa (Chopelas and
Boehler, 1992).

2.07.3.5 MgSiO3 Ilmenite and Majoritic
Garnets

Ilmenite-structured MgSiO3 is stable within a narrow
high-P range that could occur within cold subducted
regions at 600–700 km depth toward the bottom of
the transition zone, perhaps extending into the top of
the lower mantle (Ito and Yamada, 1982; Gasparik,
1990; Chen and Brudzinski, 2001; Karki and
Wentzcovich, 2002; Wentzcovich et al., 2004a). An
ilmenite-structured (Mg, Fe)SiO3 mineral has now
been identified in natural meteorite samples, and it
has been named ‘akimotoite’ (Tomioka and Fujino,
1999). Laboratory experiments also indicate that
(Mg, Fe)SiO3 ilmenite can enter into solid solution
with Al2O3 component under mantle high-P,T
conditions (Liu, 1977).

The vibrational modes at the BZ center are

�vib ¼ 5Ag Rð Þ þ 5Eg Rð Þ þ 4Au IRð Þ þ 4Eu IRð Þ ½19�

The Raman spectrum is dominated by an intense
peak at 799 cm�1, that was assigned by Ross and
McMillan (1984) and McMillan and Ross (1987) as
due to the Ag symmetric Si–O stretching mode of the
octahedral SiO6 groups in the structure (Figure 14).
In their first-principles phonon calculations for
MgSiO3 ilmenite, Karki and Wentzcovitch (2002)
apparently predicted an Ag mode at 783 cm�1 that
was not observed experimentally, and assigned the
strong Raman peak to an Eg SiO6 asymmetric stretch-
ing vibration. However, that is most likely due to a
typographic error in the published table, and the
experimental assignment is likely correct. The vibra-
tional spectra and elastic properties of MgSiO3

ilmenite have now been determined by Raman, IR
and Brillouin spectroscopy, including spectra
obtained at high T and high P, and the lattice
dynamics have been studied using both empirical
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Figure 13 (Mg,Fe)2SiO4 wadsleyite, formed from mantle

olivines above P > 18–20 GPa, marking the onset of the

mantle transition zone. (a) The �-(Mg, Fe)2SiO4 structure
contains Si2O7

6 – units, and one O2� ion per asymmetric

unit is bonded only to (Mg, Fe)2þ cations. This results in

voids occuring within the structure that are electron-rich,

that might accomodate Hþ cations (Smyth, 1987; McMillan
and Hofmeister, 1988; Cynn et al., 1996; Kohlstedt et al.,

1996). (b) The IR and Raman spectra show sharp peaks in

the 600–700 cm�1 range that are unexpected for orthosili-
cate structures, and that are due to SiOSi bending

vibrations within the Si2O7 groups (Jeanloz, 1980; Akaogi

et al., 1984; McMillan and Akaogi, 1987; Chopelas, 1991;

Cynn and Hofmeister, 1994; Reynard and Rubie, 1996).
Here we show the IR reflectance spectrum obtained for a

powdered sample by Cynn and Hofmeister (1994). Part (b) is

reprinted from Cynn H and Hofmeister AM (1994) Journal of

Geophysical Research B 99: 17178.
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simulations and first principles calculations (Ross and
McMillan, 1984; Weidner and Ito, 1985; McMillan
and Ross, 1987; Wall and Price, 1988; Madon and
Price, 1989; Hofmeister and Ito, 1992; Liu et al., 1994;
McMillan et al., 1996b; Reynard and Rubie, 1996;
Chopelas, 1999; Karki and Wentzcovich, 2002;
Wentzcovich et al., 2004a). The full lattice dynamics
of the related corundum-structured �-Al2O3 have
been studied experimentally by INS techniques,
and they have been calculated using ab initio methods
(Heid et al., 2000).

In their high-pressure Raman spectroscopic study,
Reynard and Rubie (1996) determined Grüneisen
shifts for the Raman-active modes ranging between
1.7–3.7 cm�1/GPa. These authors also observed the
T-dependent shifts of the Raman peaks and deter-
mined the intrinsic mode anharmonicity parameters.
The experimental and theoretical results have been
used to estimate the P-T Clapeyron slopes for the
garnet-ilmenite and garnet-perovskite phase bound-
aries within the mantle (McMillan and Ross, 1987;
Hofmeister and Ito, 1992; Reynard and Guyot, 1994;
Reynard et al., 1996; Chopelas, 1999; Wentzcovich
et al., 2004a). The entropy calculated from vibrational
models has also been combined with calorimetric
data to determine phase boundaries within the
MgSiO3–Mg2SiO4–SiO2 system over the P-T range
of the transition zone (Ashida et al., 1988).

A majoritic garnet based within the (Mg, Fe)SiO3

system containing octahedrally coordinated Si4þ

could also be present within the transition zone
under high-T conditions, and like MgSiO3 ilmenite,
it could extend into the lower mantle (Ringwood,
1967; Akaogi and Akimoto, 1977; Kato and
Kumazawa, 1985; Kato, 1986; Akaogi et al., 1987;
Yusa et al., 1993). As with other high-density silicate
mineral phases, majorititic garnet was identified and
characterised in samples from meteorites (Coorara
and Tenham), using a combination of optical micro-
scopy, X-ray diffraction, and IR and Raman
spectroscopy (Ringwood, 1967; Smith and Mason,
1970; Jeanloz, 1981; McMillan et al., 1989). X-ray
diffraction and vibrational spectroscopy of the end-
member garnet MgSiO3 indicate that the phase is
tetragonally-distorted (Kato and Kumazawa, 1985;
Akaogi et al., 1987; McMillan et al., 1989). At high-
T, P solid solutions exist between majorite and
pyrope (Mg3Al2Si3O12) end members. Members of
the series have been studied by vibrational spectro-
scopy at high pressure (Liu et al., 1995).

The predicted vibrational modes for cubic gar-
nets, including pyrope, almandine and grossular

species that exist throughout the upper mantle, are
given by symmetry analysis as

�vib ¼ 3A1g Rð Þ þ 5A2g inactiveð Þ þ 8Eg Rð Þ
þ 14T1g inactiveð Þ þ 14T2g IRð Þ þ 5A1u inactiveð Þ
þ 5A2u inactiveð Þ þ 10Eu inactiveð Þ þ 17T1u IRð Þ
þ 16T2u inactiveð Þ ½20�

The IR and Raman modes have now been assigned
from IR and Raman studies (Hofmeister and
Chopelas, 1991a, 1991b; McMillan et al., 1996b;
Kolesov and Geiger, 1998, 2000; Geiger and
Kolesov, 2002) (Figure 15). The vibrational data
have been used to construct model VDOS functions
to predict the specific heat and entropy relations of
mantle garnets under high-P,T conditions
(Hofmeister and Chopelas, 1991a; Geiger and
Kolesov, 2002). The lattice dynamics and VDOS of
upper mantle garnets have now been determined
using ionic model calculations combined with INS
measurements (Artioli et al., 1996; Pavese et al., 1998;
Mittal et al., 2000, 2001).

2.07.3.6 OH in Mantle Minerals

A long-standing question within mantle mineralogy
concerns the amount and potential repositories for
volatile components especially within the H–O–C–N
system, within the deep mantle. It has long been recog-
nized that nominally anhydrous minerals such as
olivine, pyroxene and garnet can incorporate up to
several tens to hundreds of ppm OH into their struc-
ture, and that this could contribute substantially to the
water budget of the mantle (Aines and Rossman, 1984c,
1984b, 1984a; Bell, 1992; Bell and Rossman, 1992;
Rossman, 1996). These experimental determinations
of OH incorporation into the mineral structure were
made by IR spectroscopy. A further advance in under-
standing the potential sources and sinks for OH species
within the mantle was derived from the determination
of the crystal structure of �-Mg2SiO4, that is formed at
the boundary between the upper mantle and the transi-
tion zone (Agee, 1998). This phase has an orthosilicate
composition, but it contains Si2O7 groups (Horiuchi
and Sawamoto, 1981). That observation requires the
presence of O2� ions bound only to Mg2þ within the
structure, that could then explain the unusual ability of
this nominally anhydrous phase to accept large quan-
tities of H into its structure, perhaps even determining
the overall water budget of the mantle (Smyth, 1987;
McMillan and Hofmeister, 1988; Downs, 1989; Young
et al., 1993; Kohlstedt et al., 1996). Now several
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compounds within the MgO–SiO2–H2O system have
been discovered to be stable under the high-P,T con-
ditions of the mantle transition zone, especially ‘phase
A’ (Akaogi and Akimoto, 1986; Liu, 1987; Kanzaki,
1991b; Bose and Navrotsky, 1998). These could also
provide important hosts or repositories for H2O in the
mantle. Deeper within the Earth, lower mantle miner-
als including SiO2 stishovite and MgSiO3 perovskite
have been found to contain dissolved OH species in
experimental runs carried out under high-P,T condi-
tions (Pawley et al., 1993; Meade et al., 1994).
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pp. 211–243. Budapest: Eötvös University Press (European
Mineralogical Union).

Choudhury N, Ghose S, Chowdhury CP, Loong CK, and
Chaplot SL (1998) Lattice dynamics, Raman scattering and
inelastic neutron scattering of orthoenstatite, MgSiO3.
Physical Review B 58: 756–765.

Choudhury N, Wu Z, Walter EJ, and Cohen RE (2005) Ab initio
linear response and frozen phonons for the relaxor
PbMg1/3Nb2/3O3. Physical Review B 71: 125134.

Christensen PR, Anderson DL, Chase SC, Clark RN, Kieffer HH,
Malin MC, et al. (1992) Thermal emission spectrometer
experiment: Mars observer mission. Journal of Geophysical
Research E 97: 7719–7734.

Clark CD, Collins AT, and Woods GS (1992) Absorption and
luminescence spectroscopy. In: Field JE (ed.) The Properties
of Natural and Synthetic Diamond, pp. 35–79. London:
Academic Press.

Cohen RE (1987) Calculation of elasticity and high pressure
instabilities in corundum and stishovite with the potential
induced breathing model. Geophysical Research Letters
14: 37–40.

Cohen RE (1991) Bonding and elasticity of stishovite at high
pressure: Linearized augmented plane wave calculations.
American Mineralogist 76: 733–742.

Cohen RE (1992a) Origin of ferroelectricity in oxide ferroelec-
trics and the difference in ferroelectric behavior of BaTiO3

and PbTiO3. Nature 358: 136–138.
Cohen RE (1992b) First-principles predictions of elasticity

and phase transitions in high pressure SiO2 and geophysical
applications. In: Syono Y and Manghnani MH (eds.)
High-Pressure Research: Application to Earth and
Planetary Sciences, pp. 425–431. Tokyo/Washington DC:
Terra Scientific Publishing Co.,/American Geophysical
Union.

Cohen RE, Boyer LL, and Mehl MJ (1987a) Lattice dynamics
of the potential induced breathing model: Phonon dispersion
in the alkaline Earth oxides. Physical Review B
35: 5749–5760.

Lattice Vibrations and Spectroscopy of Mantle Phases 187



Cohen RE, Boyer LL, and Mehl MJ (1987b) Theoretical studies
of charge relaxation effects on the static and lattice
dynamics of oxides. Physics and Chemistry Minerals
14: 294–302.

Cotton FA (1971) Chemical Applications of Group Theory.
New York: Wiley.

Cowley RA (1963) The lattice dynamics of the anharmonic
crystal. Advances in Physics 12: 421–480.

Cynn H and Hofmeister AM (1994) High-pressure IR spectra of
lattice modes and OH vibrations in Fe-bearing wadsleyite.
Journal of Geophysical Research B 99: 17717–17727.

Cynn H, Hofmeister AM, and Burnley PC (1996)
Thermodynamic properties and hydrogen speciation from
vibrational spectra of dense hydrous magnesium silicates.
Physics and Chemistry of Minerals 23: 361–376.

D’Arco P, Sandrone G, Dovesi R, Orlando R, and Saunders VR
(1993) A quantum mechanical study of the perovskite struc-
ture type of MgSiO3. Physics and Chemistry of Minerals
20: 407–414.

D’Arco P, Sandrone G, Dovesi R, Apra E, and Saunders CR
(1994) A quantum-mechanical study of the relative stability
under pressure of MgSiO3–ilmenite, MgSiO3–perovskite, and
MgO–periclaseþSiO2–stishovite assemblage. Physics and
Chemistry of Minerals 21: 285–293.

David WL, Evans JSO, and Sleight AW (1999) Direct evidence
for a low-frequency phonon mode mechanism in the nega-
tive thermal expansion compound ZrW2O6. Europhysics
Letters 46: 661–666.

Dawson JB (1980) Kimberlites and Their Xenoliths. Berlin:
Springer.

Decius JC and Hexter RM (1977) Molecular Vibrations in
Crystals. New York: McGraw-Hill.

Dera P, Prewitt CT, Boctor NZ, and Hemley RJ (2002)
Characterization of a high-pressure phase of silica from the
Martian meteorite Shergotty. American Mineralogist
87: 1018–1023.

Dingwell DB (1998) Melt viscosity and diffusion under elevated
pressures. In: Hemley RJ (ed.) Ultra-High Pressure
Mineralogy: Physics and Chemistry of the Earth’s Deep
Interior, Vol. 37, pp. 397–424. Washington DC: Mineralogical
Society of America.

Dolino G and Bachheimer JP (1977) Fundamental and second-
harmonic light scattering by the �-� coexistence state of
quartz’. Physica Status Solidi (A) 41: 674–677.

Dolino G, Bachheimer JP, Gervais F, and Wright AF (1983) La
transition �-� du quartz: le point sur quelques problemes
actuales: Transition order-desordre ou displacive:
Comptemenent thermodynamique. Bulletin de Mineralogie
106: 267–285.

Dove MT (1993) Introduction to Lattice Dynamics. Cambridge:
Cambridge University Press.

Dove MT (2002) An introduction to the use of neutron-scattering
methods in mineral sciences. European Journal of
Mineralogy 142: 203–224.

Dove MT, Tucker MG, Wells SA, and Keen DA (2002) Reverse
Monte Carlo methods. In: Gramaccioli CM (ed.) Energy
Modelling in Minerals, Vol. 4, pp. 59–82. Budapest: Eötvös
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Gillet P, Le Cléach A, and Madon M (1990) High-temperature
Raman spectroscopy of SiO2 and GeO2 polymorphs:
Anharmonicity and thermodynamic properties at high-tem-
peratures. Journal of Geophysical Research B
95: 21635–21655.

Gillet P, McMillan P, Schott J, Badro J, and Grzechnik A
(1996b) Thermodynamic properties and isotopic fractionation
of calcite from vibrational spectroscopy of 18O-substituted
calcite. Geochimica et Cosmochimica Acta 60: 3471–3485.

Gillet P, Richet P, Guyot F, and Fiquet G (1991) High-tempera-
ture thermodynamic properties of forsterite. Journal of
Geophysical Research B 96: 11805–11816.

Glazer AM (1972) The classification of tilted octahedra in
perovskites. Acta Crystallographica Series B 28: 3384–3392.

Glazer AM (1975) Simple ways of determining perovskite
structures. Acta Crystallographica Series A 31: 756–762.

Gramaccioli CM (2002a) Lattice dynamics: Theory and appli-
cation to minerals. In: Gramaccioli CM (ed.) Energy
Modelling in Minerals, vol. 4, pp. 245–270. Budapest: Eötvös
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Haines J, Léger JM, and Schulte O (1996b) Modified fluorite-
type structures in metal dioxides at high pressure. Science
271: 629–631.

Hamermesh M (1962) Group Theory and Its Application to
Physical Problems. London: Constable and Co, (Reprinted
by Dover Publications).

Hanfland M, Syassen K, Fahy K, Louie SG, and Cohen ML
(1985) Pressure dependence of the first-order Raman mode
of diamond. Physical Review B 31: 6896–6899.

Harris DC and Bertollucci MD (1978) Symmetry and
Spectroscopy. An Introduction to Vibrational and Electronic
Spectroscopy. Oxford: Oxford University Press, (Re-printed
in 1989 by Dover Press).

Harris JW (1992) Diamond geology. In: Field J E (ed.) The
Properties of Natural and Synthetic Diamond, pp. 345–393.
London: Academic Press.

Harte B and Harris J (1993) Lower mantle inclusions from dia-
monds. Terra Nova (supplement 1) 5: 101–107.

Harte B and Harris JW (1994) Lower mantle associations pre-
served in diamonds. Mineralogical Magazine 58A: 386–387.

Hehre WJ, Radom L, Schleyer VR, and Pople JA (1996) Ab Initio
Molecular Orbital Theory. New York: Wiley.

Heid R, Strauch D, and Bohnen K-P (2000) Ab initio lattice
dynamics of sapphire. Physical Review B 61: 8625–8627.

Heine V, Welche PRL, and Dove MT (1999) Geometric origin and
theory of negative thermal expansion in framework

Lattice Vibrations and Spectroscopy of Mantle Phases 189



structures. Journal of the American Ceramic Society
82: 1793–1802.

Hemley RJ and Kubicki JD (1991) Deep mantle melting. Nature
349: 283–284.

Hemley RJ (1987) Pressure dependence of Raman spectra of
SiO2 polymorphs: _ -quartz, coesite and stishovite.
In: Manghnani MH and Syono Y (ed.) High Pressure
Research in Mineral Physics, pp. 347–360. Tokyo/
Washington DC: Terra Scientific/American Geophysical
Union.

Hemley RJ (ed.) (1998) Ultra-High Pressure Mineralogy: Physics
and Chemistry of the Earth’s Deep Interior. Reviews in
Mineralogy. Vol. 37. Washington: DC: Mineralogical Society
of America.

Hemley RJ, Bell PM, and Mao H-K (1987b) Laser techniques in
high-pressure geophysics. Science 237: 605–611.

Hemley RJ and Cohen RE (1992) Silicate perovskite. Annual
Review of Earth and Planetary Science 20: 553–600.

Hemley RJ, Cohen RE, Yeganeh-Haeri A, Mao H-K, and
Weidner DJ (1989) Raman spectroscopy and lattice
dynamics of MgSiO3 perovskite. In: Navrotsky A and
Weidner DJ (ed.) Perovskite: A Structure of Great Interest to
Geophysics and Materials Science, pp. 35–44. Washington
DC: American Geophysical Union.

Hemley RJ, Goncharov AF, Lu R, Li M, Struzhkin V V, and
Mao H-K (1998) High-pressure synchrotron infrared spec-
troscopy at the National Synchrotron Light Source. Il Nuevo
Cim. D 20: 539–551.

Hemley RJ and Gordon RG (1985) Theoretical study of solid
NaF and NaCl at high pressures and temperatures. Journal
of Geophysical Research B90: 7803–7813.

Hemley RJ, Jackson MD, and Gordon RG (1985) First-principles
theory for the equations of state of minerals to high pres-
sures and temperatures: Application to MgO. Geophysical
Research Letters 12: 247–250.

Hemley RJ, Jackson MD, and Gordon RG (1987a) Theoretical
study of the structure, lattice dynamics and equations of
state of perovskite-type MgSiO3 and CaSiO3. Physics and
Chemistry of Minerals 14: 2–12.

Hemley RJ and Mao H-K (2002) New windows on Earth and
planetary interiors. Mineralogical Magazine 66: 791–811.

Hemley RJ, Mao H-K, and Chao ECT (1986) Raman spectrum of
natural and synthetic stishovite. Physics and Chemistry of
Minerals 13: 285–290.

Hemmati M, Chizmeshya AVG, Wolf GH, Poole PH,
Shao JS, and Angell CA (1995) Crystalline-amorphous
transition in silicate perovskites. Physical Review B
51: 14841–14848.

Hernlund JW, Thornas C, and Tackley PJ (2005) A doubling of
the post-perovskite phase boundary and structure of the
Earth’s lowermost mantle. Nature 434: 882–886.

Herzberg G (1945) Molecular Spectra and Molecular Structure.
II: Infrared and Raman Spectra of Polyatomic Molecules.
New York: Van Nostrand Reinhold.

Herzberg G (1950) Molecular Spectra and Molecular Structure.
I: Spectra of Diatomic Molecules. New York: Van Nostrand
Reinhold.

Hess AC, McMillan PF, and O’Keeffe M (1986) Force fields for
SiF4 and H4SiO4: Ab initio molecular orbital calculations.
Journal of Physical Chemistry 90: 5661–5665.

Hofmeister A (1999) Mantle values of thermal conductivity and
the geotherm from phonon lifetimes. Science
283: 1699–1706.

Hofmeister A, Xu J, and Akimoto S (1990) Infrared spectroscopy
of synthetic and natural stishovite. American Mineralogist
75: 951–955.

Hofmeister AM (1987) Single-crystal absorption and reflection
infrared spectroscopy of forsterite and fayalite. Physics and
Chemistry of Minerals 14: 499–513.

Hofmeister AM (1991a) Calculation of bulk moduli and their
pressure derivatives from vibrational frequencies and mode
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2.08.1 Introduction

2.08.1.1 Beginning of High-Pressure Earth
Science

Since the Greek philosopher Aristotle pointed out in
the fourth century BC that the Earth has a spherical
shape, the state of the inside of the Earth has been a
fantastic and baffling object for human beings for a
long time. In the early twentieth century, the Earth’s
interior became an object of scientific research due to
the information provided by seismology. Jeffreys
(1939) and Gutenberg (1948, 1951) constructed the
models for distribution of seismic velocities over the
entire solid Earth from the surface to the center.
The solid Earth was divided into the crust, the mantle,
and the core with increasing depth, based on marked
changes in seismic velocities. These works made it
possible to model the density and thereby the pressure
within the Earth as functions of depth (Bullen, 1937). It
was shown that the conditions of pressure up to
360 GPa and temperatures up to presumably several
thousands of degrees kelvin extended into the Earth’s
interior. In order to decipher such Earth models in
terms of material science, therefore, high-pressure and
high-temperature experiments on deep-Earth materi-
als should be carried out to reveal what structures and
properties they possess under the corresponding con-
ditions. Research processes to reveal the constitution
and state of the Earth’s interior by combining the
seismology-based knowledge and the results of high-
pressure studies may be referred to as the high-
pressure Earth sciences.

The embryo of high-pressure Earth sciences
would ascend to Bernal’s (1936) prophesy that dis-
continuous increases in seismic velocities around a

400 km depth found by Jeffreys would be caused by
the transformation of common olivine to a new phase
possessing the spinel structure. It is interesting to
note that the crystallographer Bernal knew of the
olivine–spinel transformation in Mg2GeO4 which
occurs at atmospheric pressure. Later, Birch (1952)
examined homogeneity of the Earth’s interior by
analyzing the seismic models of Jeffreys (1939) and
Gutenberg (1948, 1951) using the equation of state
based on the finite strain theory. Birch concluded that
the layer B (Bullen’s nomenclature, depths of
33–413 km in the mantle) was composed of olivine,
pyroxenes, and garnet, whereas the layer D (depths
984–2898 km) would be composed of close-packed
oxides of magnesium, silicon, and iron, similar to
corundum, rutile, or spinel in structure. The inter-
mediate layer C was characterized as a layer of
transition from familiar silicate minerals in layer B
to the high-pressure phases in layer D. Birch also
pointed out that the outer core was interpreted as
liquid iron alloyed with a small fraction of lighter
elements, and the inner core as crystalline iron. Birch’s
argument was so concrete and convincing that many
readers must have dreamed to substantiate his conclu-
sions by conducting high-pressure experiments.

Birch’s prediction was soon supported by the
high-pressure syntheses of the spinel type of
Fe2SiO4 by Ringwood (1958) and the rutile type of
SiO2 (stishovite) by Stishov and Popova (1962). The
special importance of the latter work should be noted
because it was first verified that Si4þ ion could be
accommodated in the sixfold coordinated site with
respect to oxide ion at high pressure. It was certainly
remarked that the most important effort in high-
pressure Earth science in the 1960s was the

Glossary
synchrotron radiation Electromagnetic waves

emitted from electrons moving on a circular orbit at

velocities close to the velocity of light. In a syn-

chrotron facility, accelerated electrons are kept on

moving in a storage ring by magnets stationed

along the ring, and intense light is radiated in the

direction of a tangent line of the orbit. Synchrotron

radiation is polychromatic, extending over energy

range from vacuum ultraviolet to hard X-ray and

has sharp directivity. Many storage rings for the

light source have been constructed, and synchro-

tron radiation has been widely used in physics,

chemistry, biology, and electronic engineering

fields through the structural analysis of solids,

liquids, biopolymers, etc. and X-ray lithography.

Originally the storage rings used in high-energy

physics experiment were employed as the sources

of the synchrotron radiation in the 1960s and the

1970s. In the 1980s, exclusive storage rings, the

second-generation facilities (e.g., SRS, UK, 1980, 2

GeV; PF, Japan, 1982, 2.5 GeV; NSLF, USA, 1985,

2.5 GeV), were constructed. In the 1990s, the syn-

chrotron facilities entered the third generation,

which produce lights of much higher brilliance (e.g.,

ESRF, France, 1991, 6 GeV; APS, USA, 1996,

7 GeV; SPring-8, Japan, 1997, 8 GeV).
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construction of the phase diagram of the

Mg2SiO4�Fe2SiO4 system, focusing on the clarifica-

tion of the 410 km seismic discontinuity (see Chapter

1.17). This work was carried out actively by both

Ringwood’s group of ANU (Ringwood and Major,

1970) and Akimoto’s group (Akimoto and Fujisawa,

1968) of ISSP, University of Tokyo, somewhat com-

petitively. Reviewing the process of this research is

very instructive: the stability field of the spinel (�)

phase was expanded to be richer in the Mg2SiO4

component according to the improvement of the

high-pressure devices. High-pressure phase relations

of many analogous compounds, such as germanates,

titanates, and stanates, were widely studied with

crystal chemical implications. In the course of the

research, it was found that a new phase called mod-

ified spinel (�) emerged in compositions close to the

Mg2SiO4 end member, and has a stability field

between those of olivine (�) and spinel (�). Based

on the phase diagram of the Mg2SiO4�Fe2SiO4 sys-

tem, it was proposed that the 410 km discontinuity

would be responsible for a series of transformation,

for example, � ! (� þ�) ! (� þ�) ! �, of the

mantle olivine with a composition close to

(Mg0.9Fe0.1)2SiO4 (Ringwood, 1970; Akimoto et al.,

1976).
In spite of such epoch-making achievements by

both groups, the binary loop of (�þ �) did not reach

to the end-member Mg2SiO4 because of limitations of

the attainable pressures of the high-pressure apparatus

adopted (the Bridgman anvil by the ANU group and

the tetrahedral anvil press by the ISSP group).

Nevertheless, it was strongly recognized that the per-

formance of the adopted apparatus was crucial to

acquire excellent results and thus to promote our

knowledge about the Earth’s interior. Therefore,

many attempts to make novel high-pressure apparatus

and also to improve the existing apparatus were vig-

orously tried in the late 1960s to 1970s. Major goals of

the decade were the synthesis of �-Mg2SiO4 and

further understanding of the post-spinel transforma-

tion, the transformation of the spinel phase at still

higher pressures. As a consequence, two devices pos-

sessing characteristics complementary to each other,

the multianvil apparatus (MAA) and the diamond-

anvil cell (DAC), were developed in this period and

have been fundamental in the progress of the high-

pressure Earth sciences in subsequent years

(see Chapter 2.09). Actually, �-Mg2SiO4 was success-

fully synthesized by Suito (1972) using the MAA, and

the decomposition of �-Fe2SiO4 into an oxide mixture

of FeO wüstite and SiO2 stishovite was found by Mao
and Bell (1971) by adopting the DAC.

Purposes of this article are to explain the mechan-
ical structure of multianvil types of high-pressure
apparatus, together with brief reviews of their devel-
opment, and to describe their applications to the high-
pressure Earth sciences. The multianvil apparatus
which have been in practical applications so far are
classified into the tetrahedral, cubic, and octahedral
types, corresponding to the number of anvils (4, 6, or
8), and the corresponding shapes of sample chamber
(tetrahedron, cube, and octahedron, respectively). As
the octahedral type has been the most widely adopted
in the last few decades, description will be focused on
this type of apparatus.

2.08.1.2 Opposed-Type High-Pressure
Apparatus and Principles of High-Pressure
Design

As the MAA was developed based on the summar-
ization of faults and limitations of piston–cylinder
and other uniaxial opposed-type apparatuses that
were already developed, a brief review of these
classical types of apparatus may be useful to under-
stand the structural concept of the MAA. In
this context, Bundy (1962) described general princi-
ples of high-pressure apparatus design, by reviewing
the various types of apparatus. By applying these
principles, it become possible to generate pressure
higher than the yielding and/or fracture strength of
materials which are used to build up the high-
pressure chamber. The important principles are as
follows.

2.08.1.2.1 Precompression

In the piston–cylinder apparatus, a cylindrical sample
assembly with diameter of 10–20 mm is set in a bore
space of a thick-walled cylinder, and compressed by
inserting a piston with the aid of a uniaxial press as
schematically shown in Figure 1. The ratio of the
inner diameter to the outer diameter of the cylinder
is usually around 10. On loading pressure, the max-
imum hoop tensile stress emerges at the inner wall of
the bore, which depends on the ratio but is definitely
higher than the applied bore pressure within the elas-
tic limit. Therefore, the attainable pressure never
reaches the value of tensile strength of the bore mate-
rial. In order to overcome this limitation, the central
core is kept in a high compression state at zero loading
so that the hoop tension at the bore wall is still less
than the tensile strength of the material when the bore
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pressure is applied. This situation is usually realized
by thrusting a few coaxial cylinders whose outer dia-
meter is finished to be slightly larger than the inner
diameter of the next outer cylinder into a single
cylinder. By this method, the maximum loading pres-
sure could go up close to the sum of the compressive
and tensile strengths of the bore material. The piston–
cylinder apparatus is now widely adopted in the
experiments up to pressures c. 5 GPa because of the
large sample volume and the performance of precise
temperature control.

2.08.1.2.2 Massive support

One of the simplest high-pressure apparatus is an
array of truncated conical pistons with flat faces at

the top as shown in Figure 2, which was developed

by Bridgman in 1952 and is called the Bridgman anvil.

Bundy regarded this device as a MAA with two
pistons. A thin disk sample surrounded by a pyrophyl-

lite gasket is compressed between the flat faces of the

pistons, and the pressure is sustained by the pinched

gasket. The tungsten carbide pistons are gripped
by hardened steel rings under high hoop tension so

that the pistons are under compression and slight

elongation. As the top surface area of the piston is
around a tenth of the cross-sectional area of the body

of the piston, the high compressive stress of the surface

top is dispersed backward rapidly without breakage

occurring. Apparatus of this type works easily up
to higher than 10 GPa which is more than twice higher

than the compressive strength of tungsten carbide

(WC). This design concept is called the principle
of massive support, and has been an important criter-

ion in the design of MAA. Ringwood (1970) carried

out high-temperature experiments by inserting a

thin resistance heating element with the sample
between the anvil faces. It should be mentioned that

the DAC is regarded as an evolved apparatus from the

Bridgman anvil by adopting the hardest material,
diamond.

8
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Piston (WC)
Compression ring (hardened steel)

Compression ring (hardened steel)

Outer ring (steel)
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0
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Figure 1 A cross section of the piston–cylinder

apparatus. The inner core of WC and the middle rings of

hardened steel are in precompression, so that the tensile
stress inside the core may not exceed the tensile strength of

WC on loading.
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1
2

3

Sintered carbide anvil1

Steel binding ring

Thin disk sample surrounded
by pyrophyllite gasket

2

3

Figure 2 A cross section of the Bridgman anvil (see text).

Ringwood’s research on the olivine–spinel transformation

was carried out by using this apparatus (cf. Ringwood and

Major, 1970).
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2.08.1.2.3 Lateral support

Drickamer and Balchan (1962) extensively raised the

attainable pressure of the Bridgman anvil-type appa-

ratus by supporting the tapered lateral area of the

piston with a pyrophyllite pellet, as illustrated in

Figure 3. This apparatus, named the Drickamer

cell, was mostly used for measuring electrical resis-

tance of metal at room temperature or low

temperatures. By using work-hardened tungsten car-

bide as the piston, the maximum pressure reached

nominally higher than 50 GPa. An important role of

the lateral support in high-pressure generation is

demonstrated in the belt apparatus (Hall, 1960)

whose cross section is schematically drawn in

Figure 4. Two opposed pistons compress a sample

retained in a strongly reinforced multilayered cylin-

der, or belt, in a uniaxial press. The principle of

massive support is utilized in both the conically

shaped pistons and the cylinder. In addition, both

the piston and the cylinder are circumferentially

supported by the compressible conical gasket made

of laminated pyrophyllite-and-metal. The gasket not

only prevents extrusion of the materials inside the

chamber but also makes the pressure gradient along

the flanks of both the piston and cylinder gentle,

preventing them from breaking. Therefore the belt

apparatus and similar apparatus can produce pres-

sures higher than 10 GPa over a large volume and

have been used most popularly in the industrial field

such as diamond synthesis.

2.08.1.3 Conceptual Advantages of the
MAAs over the Opposed-Type Apparatus

MAAs with anvils of 4 and greater were invented in a

period from the late 1950s to the 1960s. It is abso-

lutely true that a volume of the three-dimensional

sample chamber is intrinsically larger than those of

the opposed anvil apparatuses with a two-dimen-

sional sample space such as the Bridgman anvil and

the Drickamer cell. Another merit of the MAAs is

that the stress states in the samples are much closer to

hydrostatic despite the usage of a solid pressure

medium due to compression from multi-directions,

as schematically shown in Figure 5.
When all the anvils are put together, anvil tops

form a polyhedral space at the center. A polyhedral

pressure medium is set at the central hollow space

with or without a preset gasket. As an anvil of the

MAA has the shape of a truncated pyramid, it is clear

that the anvil is in massive support when the trun-

cated top face compresses the central polyhedral

pressure medium. The generated pressure is sus-

tained by friction of the gasket which is caused by

strong compression between flanks of the

WC piston

WC cell

Mica insulating sleeve

1
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3
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Figure 3 A cross section of the Drickamar cell (see text).

Piston (WC)

Inner core (WC)
Compression ring (steel)

Compression ring (steel)

Outer ring
Sample in heater

Gasket

1

1

2

3

4

5

6

7

2 3

3

4

4

5

6

7

Figure 4 A cross section of the belt apparatus (see text).
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neighboring anvils. In other words, the anvil is under
the lateral support. It is important to point out that all
the forces applied to the anvil are compression, which
suggests potential of the MAA to generate high pres-
sures. Actually, the MAAs equipped with WC anvil

can generate pressures higher than the piston–cylin-
der and belt apparatus equipped also with WC. This
is because the hoop tensile stress at the inside walls of
the bore is the critical factor to determine the max-
imum attainable pressure in the latter apparatus.

2.08.2 Multianvil Apparatus

As mentioned above, the MAAs in practical applica-
tions have been the tetrahedral, cubic, and octahedral
types, corresponding to the number of anvils 4, 6, and
8, respectively. A polyhedral pressure medium larger
than the space is usually set with compressive and
insulating gaskets in gaps between flanks of adjacent
anvils. On thrusting the anvils to the center, the
central pressure medium is squeezed to generate
high pressure there. The generated pressure is con-
fined by the compressed gasket, which is formed of
the preset gasket and the pressure medium extruded
into the gaps. It is true that, in many MAAs, more
than 90% of the applied force is balanced with the
compression of the gasket.

For further increased surface numbers, the regular
polyhedral sample chamber changes to a dodecahe-
dron with 12 anvils and to an icosahedron with 20
anvils. With increasing numbers of anvils, the ratio of
the stroke of the anvil to shrinkage of the anvil gap
increases and thus the sample is more effectively com-
pressed and so the hydrostacity of the solid pressure
medium becomes higher. However, the solid angle of
the anvil from the apex becomes smaller, which makes
the massive support less efficient. A trial of the icosa-
hedral compression carried out at Kawai’s laboratory
of Osaka University in the late 1960s resulted in the
breakage of many anvils. Another difficulty of such
MAAs is an inherent difficulty in aligning the anvils at
the initial setting, and also during compression. Within
my knowledge, the octahedral compression is of the
largest number of anvils in practice and is at the best
compromising point between the number of anvils and
the massive support.

As the pressure in the MAA is confined by the
compressed gasket between flanks of adjacent anvils,
the generated pressure is sustained on subtle balance
with the friction of the gaskets. Therefore, the slight
unbalance due to an abrupt change of thrusting force
or flow-out of the medium causes an explosive extru-
sion of a large amount of the pressure medium into
the gaps with a big characteristic sound. This phe-
nomenon has been called blow-out, which frequently
brings serious damage to the anvils. There is a large

(a)

(b)

(c)

F

F

F

Figure 5 Conceptual drawings for compression of the

polyhedral pressure media. All surfaces of the regular

polyhedra are thrusted by equivalent normal forces. (a), (b),
and (c) show the tetrahedral, cubic, and octahedral

compression, respectively.
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hysteresis between compression and decompression
trajectories in the relationship of generated pressure
versus applied load. The blow-out occurs with high
possibility in the later stage of decompression where
the pressure decreases the most rapidly with decreas-
ing load. It is quite certain that the higher is the
internal friction of pressure medium, the higher
probability of the occurrence of blow out.

Three types of methods are adopted to drive
anvils of the MAAs: (1) each anvil is driven by an
individual ram which is fixed to a solid frame; (2) in
order to ensure uniform compression the whole anvil
system is immersed in a fluid (oil or water) chamber
and is thrust with the aid of hydrostatic pressure into
the chamber; and (3) an assembly of anvils is
squeezed between a pair of solid guide blocks which
is driven by a uniaxial hydraulic press.

In this section, the tetrahedral, cubic, and octahe-
dral apparatus are reviewed successively.

2.08.2.1 Types of MAA

2.08.2.1.1 Hall’s tetrahedral apparatus

The first MAA was Hall’s (1958) tetrahedral apparatus
in which four faces of tetrahedral pressure medium are
simultaneously compressed by four tungsten carbide
anvils with equilateral triangular faces. Pyrophyllite
was mostly adopted as the pressure medium. Each
anvil is driven by a hydraulic ram which is fixed at a
corner of the rigid tetrahedral frame inward as shown
in Figure 6. The edge length of the pressure medium
is made larger than the edge length of the anvil faces.
Therefore, on compression, part of pyrophyllite med-
ium is extruded into the gap between the side faces of
the anvils to form the gasket which confines the

generated pressure. The maximum attainable pressure
was c. 12 GPa at room temperature.

It is also interesting to note that the tetrahedral
apparatus was interfaced with the X-ray diffraction
system by Hall et al. (1964) (Section 2.08.4.1) The tetra-
hedral apparatus seems to have not been used for the
last three decades. However, this apparatus initiated the
development of MAA and their resulting versatile abil-
ities for material synthesis and in situ X-ray observation.

2.08.2.1.2 Cubic anvil apparatus

The von Platen’s cubic apparatus was probably the
first apparatus to compress a cubic pressure medium
by six identical anvils along three opposite directions
perpendicular to each other. The six anvils have a
shape of a split sphere with a truncated square surface
at the top and a spherical back surface. The six-anvil
assembly, covered by a spherical copper sheath, was
put into a cylindrical water reservoir and the cubic
sample assembly was compressed with the aid of
water pressure in the reservoir. The whole cross
section of the apparatus is diagrammatically shown
in figure 11 in Bundy (1962). The apparatus was
mainly employed to make artificial diamond.

A cubic apparatus in which six anvils are driven by
a uniaxial press by means of a set of rigid upper and
lower guide blocks was first developed in collabora-
tion between Kyoto University and Kobe Steel Co. in
the middle of the 1960s (Osugi et al., 1964). The cross
section of the apparatus designed recently is schema-
tically drawn in Figure 7, in which the central cubic

Figure 6 Photo of the Hall’s tetrahedral anvil apparatus.
This apparatus was used in the research of the olivine–

spinel transformation in 1960s by Akimoto’s group (cf.

Akimoto and Fujisawa, 1968).

1

The Kawai cell

The DIA-type guide block

Sliding surface

2

3

1

2

3

Figure 7 The DIA-type guide block compressing the
Kawai cell (Ito et al., 2005). There is friction on the sliding

interfaces between the inner surfaces of the guide block and

the outer surfaces of the anvil support.
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space is filled with the Kawai cell (see next section).
The cubic pressure medium is compressed synchro-
nously by the six tungsten carbide anvils. The upper
and lower surfaces of the cube are thrust by the upper
and lower anvils fixed to the guide blocks, and the four
side surfaces are thrust by the anvils that are forced to
proceed toward the center by sliding between the
back surfaces of the anvil supports and the inner
surfaces of the guide blocks. By utilizing a 500 ton
(1 ton¼ 10�2 MN) press, pressures up to 10 GPa can
be generated over a volume of 1 cm3. This apparatus is
called the DIA-type apparatus, because the cross sec-
tion of the anvil support resembles that of Brillouin-
cut diamond. It should be noted that in situ X-ray
observation at high pressures, and simultaneously at
high temperature, was first carried out employing this
apparatus (Inoue and Asada, 1973).

Cubic anvil apparatuses in which each anvil is
backed up by a hydraulic ram like in the Hall’s
tetrahedral apparatus were also developed in several
laboratories (e.g., Shimada, 2000). Six independently
moving rams of several meganewtons force are fixed
to a steel frame along the three principal directions.
The movement of each ram is measured by the linear
variable differential transformer (LVDT). Advances
of the six rams are regulated by an oil pressure in the
pumping system which is semi-manually controlled.
As the ram can be driven in a mutually independent
manner, this machine has mainly been adopted in the
study of the deformation of rocks under the confining
pressure (Shimada, 2000).

2.08.2.1.3 Octahedral anvil apparatus

Development of an octahedral anvil apparatus, called
the Kawai-type apparatus, in which an octahedral
pressure medium was compressed by eight equiva-
lent tungsten carbide anvils, started in the middle of
the 1960s under the direction of the late N. Kawai at
Osaka University (Kawai, 1966). Some of the techno-
logical development has been summarized by Ito et al.
(2005) and schematically illustrated in Figure 8.
(Kawai, 1966; Kawai and Endo, 1970). A tungsten
carbide sphere was split into eight identical blocks
by three planes mutually perpendicular and crossing
at the center. After truncation of the top to form a
regular triangle, the eight spilt sphere anvils were
reconstructed with an octahedral pressure medium
and adjacent gaskets at the center, and covered with a
rubber capsule to be compressed in a cylindrical oil
chamber (Figure 8(a)) (Kawai, 1966). Therefore the
concept is similar to von Platen’s cubic apparatus but

the apparatus was greatly simplified without a cool-
ing system.

According to enlargement to generate higher
pressure, the system evolved to the double-staged

split-sphere system (Kawai and Endo, 1970) as
shown in Figure 8(c) via an intermediate stage of

Figure 8(b). The assembly of eight cubic anvils of
tungsten carbide with the octahedral pressure med-

ium and gaskets, the Kawai cell, is squeezed by the

six first-stage anvils made of hardened steel with the
square top surface and the cubic split-sphere-shaped

back surface. The whole assemblage of the first and
the second anvils is compressed by the oil pressure

outside the rubber capsule. It should be noted that
the versatility of the apparatus was remarkably

increased by adopting a disposable cubic tungsten

carbide anvil that is much easier to machine than a
split sphere. For example, a WC cube can be used for

multiple purposes by truncating the different corners
in different sizes: for example, the smaller for higher

pressure and the larger for a bigger sample volume
experiment.

Oil pressure(a) (b)

Supporting
pad

100 mm 250 mm

20 mm

(d)

WC

SKH

250 mm

(c)

SKH

WC
WC

Figure 8 Evolution of the Kawai-type high-pressure

apparatus. (A) An eight split-sphere assembly of WC

covered by a rubber capsule that is compressed in an oil
chamber. (B) On enlargement, six supporting pads are

placed at junctions of the assembled split spheres to keep

the whole sphere in the perfect shape under compression.

(C) The supporting pads turn into six outer split-sphere
assembly, and the inner split blocks to inner cubic anvils.

(C) The Kawai cell composed of eight cubic anvils and an

octahedral pressure medium.
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Three of the six first-stage anvils were later glued
together in a hemispheric cavity of a steel vessel to

form a guide block, and the two guide blocks were

aligned in a hydraulic press so that the cubic Kawai

cell was compressed by the uniaxial force along the

[111] direction (Kawai et al., 1973). The guide block

and the 5000 ton press, USSA 5000, installed at the

Institute Study of the Earth’s Interior (ISEI),

Okayama University, are shown in Figure 9. In this

system, a good match of the spherical surfaces of the

anvil back and the cavity of the vessel is very crucial

to squeeze the Kawai cell to high tonnages. Ohtani

et al. (1987) avoided the situation by adopting a set of

split-cylinder wedges which was fixed to a bolster

plate and supported by a massive cylinder of har-

dened steel. The split-cylinder system was modified

by Walker et al. (1990) to an assembly of an unan-

chored cylindrical cluster of removable wedges set in

loose supporting rings, which accommodate appreci-

able strain under loading. The height to diameter of

the cylindrical cluster wedges was chosen so that the

cubic cavity formed by them does not have its angu-
lar relationships distorted under appreciable strain.

2.08.2.1.4 Combination of multianvil

systems

A double-stage split-sphere apparatus to compress a
cubic or tetragonal specimen was developed at the
Institute of Mineralogy and Petrology, Siberian
Branch of the Russian Academy of Science,
Novosibirsk, Russia, under the direction of the late
I. Y. Malinovskiy. A photo of the apparatus is shown
in Figure 10. An assembly of eight steel anvils with
split-sphere shape is held in a spherical cavity of the
high-pressure vessel and divided into upper and
lower parts which is supported by half couplings.
The top of the split sphere anvil is truncated so that
an octahedral space is formed at the center when the
eight are assembled as the Kawai-type apparatus. Six
tungsten carbide wedges are put with cubic or tetra-
gonal pressure medium into the octahedral space,
and the split sphere anvil assembly is compressed

(a)

(b)

Figure 9 Photos of Kawai-type pressure apparatus installed at ISEI, Okayama University. (a) Lower half part of the guide

block make up of three bound split spheres. The Kawai cell covered by mica sheets is set at the center. (b) A 5000 ton press to

drive the split sphere guide blocks.
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by hydraulic pressure from the outside of the rubber
jacket surrounding the split sphere. The apparatus
has actively been used in studies on the formation
and growth of diamond (Pal’yanov et al., 2002 and
references listed herein).

Recently, the Kawai cell has commonly been set
in a cubic sample space of the DIA apparatus and
squeezed by a uniaxial press. As the combination of
both devices is the most feasible for X-ray optics, the
double-staged system has been set up in many facil-
ities for high-pressure X-ray experiments using the
synchrotron radiation (SR). In this case, however,
force applied to the square surface of the Kawai cell
is 1/3 times of the applied press load, compared with
1/
p

3 times in the case of compression by the uniaxial
force in the [111] direction. It is known that friction
on the sliding surfaces of the anvil supports and the
guide blocks in the DIA apparatus usually loses
10–20% of the applied load (see Figure 7).
Moreover, a discontinuous slip happens there instead
of smooth sliding, which frequently causes the blow-
out of the sample in the Kawai cell. In the DIA
apparatus the elastic deformation of the guide block
is not uniform in the axial and lateral directions,
which does not keep the sample chamber exactly
cubic. All these shortcomings of the DAI-type appa-
ratus on squeezing the Kawai cell could in principle
be overcome by driving the six anvils with indepen-
dently controlled rams (e.g., Shimada, 2000).
Although all such cubic apparatus developed so far
have not been operated with the required precision, it
is possible to adjust each anvil load to within 10 kN
and to synchronize the anvil advances to within a
few micrometers by adopting recent high-tech

servomechanism. Construction of such octahedral
apparatus with enough force is a task for the future.

2.08.2.2 Anvil Materials

Let us consider a homogeneous solid material in the
stress field that is specified by principal stresses �1,
�2, and �3. According to von Mises’ theory of the
maximum shear stress, the critical condition for the
material to commence plastic flow is given as

ð�1 – �2Þ2 þ ð�2 – �3Þ2 þ ð�3 –�1Þ2 ¼ 2�2
e ½1�

where �e is the uniaxial compressive strength of the
material. Equation [1] indicates that, in order to
generate high pressure without plastic deformation
or fracture of an anvil, minimization of the left-hand
side and/or maximization of the right-hand side are
prime requirements. The former requirement
demands to avoid the stress concentration on the
anvil by selecting the pressure medium and the gas-
ket of appropriate materials together with their
suitable sizes. The latter, on the other hand, simply
demands the use of a hard material for the anvil.

WC has been the most commonly used for anvils
of the MAA. WC as a superhard alloy is a sintered
material of the fine-grained intermetallic compound
WC with a small amount of Co as a binding agency.
Mechanical properties of WC alloy strongly depend
on the amount of Co binder as typically shown in
Figure 11. Compressive strength increases from 350
to 600 kgf mm�2 with a decrease in Co content from
25 to 3 wt.%, whereas tensile strength decreases 150
to less than 50 kg mm�2 in the same variation of the
Co content. Grain size of the WC particle is also an
important factor to control toughness of the WC
alloy. Recently, WC alloys possessing a compressive
strength larger than 700 kgf mm�2 have been devel-
oped, whose particle sizes are less than 5 mm. The
maximum attainable pressure in the Kawai-type
apparatus using WC has been limited to c. 28 GPa
(Kubo and Akaogi, 2000) over volume of ca. 2 mm3,
but quite recently pressures up to 41 GPa have been
generated by utilizing a newly invented WC alloy
(Katsura et al., 2005, unpublished data).

The generated pressure using the Kawai-type
apparatus has largely been extended by employing
sintered diamond (SD) for the anvil material since the
late 1980s (e.g., Ohtani et al., 1989; Kondo et al., 1993)
The SD is a composite of diamond and Co metal
sintered in the similar mechanism to that for the
WC alloy. Mechanical properties of SD also depend

Figure 10 Photo of the double-stage split-sphere
apparatus developed at Institute of Mineralogy and

Petrology, Siberian Branch of the Russian Academy of

Science, Novosibirsk, Russia (see text).
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on the grain size of the sintered diamond particle.

Although detailed information is not given, a lump

of SD with a grain size typically less than 10 mm

seems to be tougher than that of a larger grain size

and is suitable for the anvil material. As the sintering

conditions of SD are in the stability field of diamond

(e.g., 4.5 GPa and 1500�C), however, available size of

the cubic anvil of SD is at present limited to an edge

length of 20 mm. The high hardness of SD, on the

other hand, makes it difficult to machine SD cubes by

polishing. These situations considerably raise the

costs of SD cubic anvils compared to WC: the finished

20 mm SD cube costs c. US$ 8000. Consequently, the

14 mm cube, which still costs c. US$ 2000, has been

the biggest one for practical use. It is not possible to

directly measure compressive strength of super hard

materials such as WC and SD, but the hardness is a

good measure to assess it. The Noop hardness of SD is

c. 49 GPa which is about twice larger than that of WC

(Sung and Sung, 1996). In this context, eqn [1] sug-

gests that a much higher pressure can be generated by

using SD anvils.
Pressure calibration curves constructed based on

the pressure fixed points (see Section 2.08.2.4) are

comparatively reproduced for the cases using SD

and WC cubic anvils in the Kawai-type apparatus

in Figure 12. The curves of SD were obtained using

cubes with 14 mm edge lengths and 1.5 and 2.0 mm

truncations, and that of WC was for cubes with

a 2.0 mm truncation. Difference in pressure efficiency

between SD and WD is dramatic. It is suggested the

pressure rises almost linearly against load even at

higher than 30 Pa in the SD anvil, whereas generated

pressure is saturated at around 20 GPa in the

WC anvil.
Another type of diamond composite was invented

by a research group of ANU (Ringwood et al., 1989).

The composite is produced at pressures slightly

lower than the diamond stability field using an SiC

binder. Recently a similar diamond/SiC composite

has been synthesized in a cubic shape by hot isostatic

pressing (HIP) processing (Shimono et al., 2003). It is

remarkable that the HIP conditions are at 1450�C
and 200 MPa for 30 min which are by far easier to

produce than those produced within or close to the

stability field of diamond. Recently Ohtaka et al.

(2004) have proved the HIP-processed diamond

composite to be hard enough for generation of pres-

sures up to 30 GPa using 10 mm cubes with a

truncated edge length of 1.5 mm. It is certain that

the HIP method supplies the composite at a much

lower price than the composites sintered at high

pressure. Hardness of the diamond/SiC composite

is believed to be slightly lower than that of the

diamond/Co composite. However, an important
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Figure 12 Pressure calibration based on the pressure
fixed points. Curves of SD are obtained using cubes with

14 mm edge length and 1.5 and 2.0 mm truncations and that

of WC is for 32 mm edge length and 2.0 mm truncation (see
text).
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characteristic of the former is its low absorbency of
X-rays, which makes it possible to use the anvils as
the windows for versatile in situ X-ray observations
including radiography.

Boron nitrite (BN) exhibits very similar properties
to carbon. Cubic BN (cBN) possessing the zinc
blende structure is stabilized under the almost
identical P�T conditions where diamond is stable.
In cBN, B and N is bound to each other by the
covalent bond just like diamond, and the hardness
of cBN is the second next to diamond. Therefore,
sintered cBN is a suitable material for anvils of
MAAs. A remarkable feature of cBN is also the low
absorbency for X-rays. Recently, cubes of cBN with
edge lengths up to 20 mm have become commercially
available.

2.08.2.3 Pressure Media and Gasket
Materials

The following properties are required for the pres-
sure medium of the MAA: (1) low internal friction to
keep the sample in a high hydrostatic state, (2) low
compressibility to raise pressure effectively, (3)
low thermal conductivity, (4) very low electrical
conductivity, (5) high melting point which increases
with pressure, (6) chemical inertness, and (7) stability
at high temperature and high pressure. In addition
to the above requirements, in a specified experiment
such as in situ X-ray observation, high transparency
of X-rays is crucial. As some of these requirements
contradict each other, the material should properly
be selected according to the purpose of experiment.

Pyrophyllite (Al4Si8O20(OH)4) was most widely
used as a pressure medium for MAAs until the
middle of the 1970s. At temperatures higher than
600�C, pyrophyllite decomposes successively into
assemblages of stishovite (SiO2)þ an unknown
hydrous aluminum silicate and stishoviteþ
Al5Si5O17(OH) at pressures above 10 GPa, and
finally into stishovite þ corundum (Al2O3) at pres-
sures higher than 20 GPa accompanying large
volume reduction (Suito, 1986). Therefore, a phase
boundary determined by the quenching method using
the pyrophyllite medium was generally located at
higher pressure than the real one because substantial
pressure reduction was accompanied by the decom-
positions. Instead, semi-sintered MgO with porosity
around 35% has been adopted. A special problem of
the MgO medium is its high thermal conductivity
compared to pyrophyllite, and it is generally difficult
to heat the sample to higher than 1000�C. Therefore,

setting a sleeve of low thermal conductivity such as

ZrO2 and LaCrO3 just outside the heater is necessary

to reduce heat loss and generate high temperatures.

Sometimes CaO-doped ZrO2 is used as a pressure

medium, because no thermal insulator is needed.

However, ZrO2 medium seems to bring blow out

more frequently than MgO. In-pressure calibration at

room temperature using metallic fixed points (Section

2.08.2.4), it is recommended to contain the calibrant

with soft material such as AgCl in the MgO and ZrO2

pressure media.
In MAA, a part of the pressure medium extrudes

into the anvil gap and forms the gasket according to

compression. In order to get better lateral support

and also to prevent the blow-out, however, gaskets

are usually set at the top of the anvil gap in advance

(pre-gasket). One criterion to select material for pre-

gasket is to be softer or more compressive than the

pressure medium. For the MgO pressure medium,

pyrophyllite is adopted as the pre-gasket material. In

the Kawai cell, an initial size of octahedron of MgO is

substantially larger than the octahedral space formed

by truncated triangles of the cubic anvils, and the

combination of them both is marked by the code such

as 14/8 which means that an octahedron of 14 mm

edge length is adopted for the anvils of 8 mm trunca-

tion. The thickness of the pyrophyllite gasket is

determined by the code.
There is a definite tradeoff on selecting the mate-

rial and size of the gasket between higher efficiency

of pressure generation and higher risk of the blow-

out. Yoneda et al. (1984) systematically analyzed the

stress states of the gasket and the anvil, and proposed

a numerical method to select the best configuration

of pre-gasket for effective and safe pressure genera-

tion. However, the best choice has been determined

empirically considering difference in mechanical

properties between the anvil material and the pres-

sure medium, and this is the most difficult but

interesting issue of the experiment using the MAA.

Actually, each laboratory or even each researcher has

developed their own assembly and gasket (e.g.,

Walker et al., 1990). In the case of SD anvil experi-

ments, the baked pyrophyllite gasket, heated at

800–900�C for a few tens of minutes in air, works

well for confining high pressures (Ito et al., 2005).

Under these conditions, pyrophyllite dehydrates

and forms a sintered assemblage of silimanite

(Al2SiO5) and an aluminous silicate phase

Al2Si4O10, and the assemblage becomes harder with

increasing heating duration.
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2.08.2.4 Fixed Points for Pressure
Calibration

Determination of the pressure value is of essential
importance in applying the experimental results to
the Earth’s interior, because pressure inside the Earth
as a function of depth is believed to be the most
trustworthy parameter. Pressure calibration of the
MAA has been carried out by detecting pressure-
induced phase transitions in specified materials against
applied load or pressure (see Figure 12). The pressure
values of onset of the transformations, the fixed points,
were first empirically determined (e.g., Bundy, 1962)
and have been revised by the international agreement
in the conferences owing to the development of high-
pressure technology and research (e.g., Bean et al.,
1986). Recently the in situ X-ray observation in both
the MAA and the DAC has expanded their versatility
over wider pressure and temperature ranges by using
SR. Pressure values determined from the measured
volume of the pressure standard material via the

thermal equation of state (EoS) is believed to be the

most reliable because the physical basis for the proce-

dure is clear (see Section 2.08.4). Nevertheless,

pressure fixed points preserve their necessity for an

individual laboratory to build up its own calibration

and for different laboratories to exchange information

to each other in a more orderly manner.
A set of pressure fixed points (PIPS-97), which

contained pressure calibration phase transitions at

room temperature, equations for well-characterized

phase transitions at high pressures and high tempera-

ture, was proposed as the consensus in the First

International Pressure Calibration Workshop

(IPCW) held at Misasa, Japan, in 1997 (Ito and

Presnall, 1998). The PIPS-97 had to be published

soon under authorship of all those who wished to

participate. As the opportunity for publication has

been missed for many years, however, on behalf of

the IPCW, the author presents the PIPS-97 with sev-

eral additional data in Table 1. The PIPS-97 should

Table 1 Some phase transitions as pressure calibrants (PIPS-97)

P T
(GPa) (�C) System Transition Method References

2.55 25 Bi I–II Electrical resistance Bean et al. (1986)
3.68 25 Tl II–III Electrical resistance Bean et al. (1986)

5.5 25 Ba I–II Electrical resistance Bean et al. (1986)

7.7 25 Bi III–V Electrical resistance Bean et al. (1986)

9.4 25 Sn I–II Electrical resistance Bean et al. (1986)
12.3 25 Ba (Upper) Electrical resistance Bean et al. (1986)

13.4 25 Pb I–II Electrical resistance Bean et al. (1986)

15.6 25 ZnS Semi/metal Electrical resistance Block, (1978)
18.3 25 GaAs Semi/metal Electrical resistance Suzuki et al. (1981)

22 25 GaP Semi/metal Electrical resistance Piermarini and Block, (1975)

33 25 Zr !–� Electrical resistance Akahama et al. (1992)

33.2� 0.2a 25 Zr !–� Electrical resistance/in situ
X-ray

Tange, (2005)

54�1a 25 Fe2O3 Electrical resistance/in situ

X-ray

Ito et al. (2005) (unpublished data)

3.2 1200 SiO2 Qz/Coe Quench/reversed Bose and Ganguly, (1995)
4.8!5.8 800!1200 Fe2SiO4 �/� In situ X-ray Yagi et al. (1987)

6.2!5.9 900!1200 CaGeO3 Gt/Pv In situ X-ray Susaki et al. (1985)

8.7!10.1 1000!1530 SiO2 Coe/St In situ X-ray/reversed Zhang et al. (1996)
12.2!14.3 1000!1400 Mg2SiO4 �/� In situ X-ray Morishima et al. (1994)

14.2!15.5 1300!1600 Mg2SiO4 �/� In situ X-ray Katsura et al. (2004)

15.1!16.0 500!750 FeTiO3 Il/Pv In situ X-ray Ming et al. (2005)

16 1600 MgAl2O4 Sp/PerþCor Quench/reversed Akaogi (this meeting)
16.5 1400 MgSiO3 CEn/�þSt Quench Gasparik, (1989)

16.5 2150 MgSiO3 CEn/Maj Quench Presnall and Gasparik, (1990)

15.7!17.4 800!1000 Mg2SiO4 �/� In situ X-ray/reversed Suzuki et al. (2000)

19!20.8 1200!1600 Mg2SiO4 �/� Quench Katsura and Ito, (1989)
24.8!23.1 1000!1600 Mg2SiO4 �/PvþPer Quench Ito and Takahashi, (1989)

aAdded by the author.
semi, semiconductor; Qz, quartz; Coe, coesite; St, stishovite; �, olivine; �, modified spinel; �, spinel; Gt, garnet; Il, ilmenite; Pv, perovskite;
Sp, spinel; Per, periclase; Cor, corundum; CEn, clonoeustatite.
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be improved in accuracy and be expanded to cover
wider pressure and temperature conditions in future.

Figure 13 shows arrangements of electrode and
calibrant in an octahedral pressure medium for cali-
bration at 300 K. Figure 13(a) is for a metallic
calibrant such as Sn and Zr, in which the electric
resistance is measured by the four-wire method.
Figure 13(b) is for detecting semiconductor–metal
transition displayed by ZnS and GaP, etc. All the
electrodes are taken out to the first or the second
anvil surfaces which serve as electrical leads. It is
noted that, as the transition kinetics are generally
low, the load should be raised slowly around the
transition point to detect it accurately.

2.08.3 High-Pressure and High-
Temperature Experiments

2.08.3.1 Heating Materials

In order to perform synthesis of high-pressure mate-
rials and to determine the phase equilibrium relations
needed in elucidation of the Earth’s interior, it

is necessary to heat the sample to at least 1200 K
under the prescribed pressure. Sometimes tempera-
tures up to c. 3000 K are needed in melting
experiments on mantle materials under lower-mantle
conditions (e.g., Ito et al., 2004). In MAAs, heating
the sample is carried out by the internal heating
method in which a small heater and electrodes are
set in the pressure medium and the electric power
is supplied to the heater via the anvils. The sample is
loaded inside a cylindrical heater or between a pair
of platy heaters. Widely used heating materials are
graphite, LaCrO3, a composite of TiC þ diamond,
and metals of high melting point such as Pt, Ta, and
Re. Among them, the graphite heater works excel-
lently to higher than 2500 K at pressures up to
c. 11 GPa, but, at still higher pressures, partial trans-
formation of graphite into diamond prevents to serve
as a heating material. Maximum attainable tempera-
tures by using various heating materials depend
on shape, size, and configuration of the thermal insu-
lator in the sample assembly, and those are typically
1900, 2000, 2700, and 2900 K for Pt, Ta, Re, and
LaCrO3, respectively. In the cases of metal heaters,
dissolution of small amounts of hydrogen from
residual water in the sample assembly into the
metal greatly lowers the melting temperature of the
metal. The relatively low attainable temperature of
the Ta heater compared to its high melting point
would be due to this effect. It is noted that graphite
is a typical reducing agent whereas LaCrO3 is a
strong oxidizing agent especially at high tempera-
ture. It should also be noted that direct contact of
LaCrO3 with silicates causes a reaction between
them. Metal and graphite heaters, on the other
hand, can serve as sample containers as well. For
the MgO pressure medium, setting a thermal insula-
tor composed of lower thermal conductivity such as
LaCrO3 or ZrO2 outside the heater is essential to
generate high temperatures, especially in the metal
heater.

2.08.3.2 Heating Assemblies and
Temperature Measurement

An internal heating system in the MAAs was first
designed for the tetrahedral press (Bundy, 1962),
which is shown in Figure 14. A cylindrical graphite
heater is put on the line connecting midpoints of two
opposite edges of the tetrahedral pyrophyllite, and
the electric power to the heater is supplied via the
anvils and metal strips which lie across notches worn
on the edges of the tetrahedron. The sample,

1: Pressure medium
2: Electrode
3: Sample foil

1: Pressure medium
2: Electrode
3: Sample

(a)

(b)

1

1

3

3

2

2

Figure 13 Sample arrangements of octahedral pressure

medium for pressure calibration based on the fixed points:
(a) a metallic calibrant and (b) semiconductor calibrant (see

text).
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encapsulated within the appropriate material, is put

into the heater with a spacer. A thermocouple to

measure the temperature passes through the cylind-

rical heater, and the junction is in contact with the

capsule. Terminals of the thermocouple wires are in

contact with top surfaces of the remaining anvils or

taken out through the gasket to outside of the appa-

ratus. Such configuration of the parts can be

recognized as the archetype of the heating assembly

in the MAAs and has been modified for the cubic and

octahedral apparatus.
A basic assembly for an octahedral pressure med-

ium is schematically illustrated in Figure 15. A

cylindrical heater and thermal insulator is placed

along the central line between the opposite triangles

of an MgO octahedron. Lids at the top and bottom of

the heater keep the heater in good contact with the

anvils of electrodes. A thermocouple penetrates the

pressure medium, thermal insulator, and heater at the

level of midpoint, which is electrically insulated from

the heater by small tubes made of Al2O3 or MgO.

Outside the tubes the wires pass through small coils

made of the same kind of wires which protect the

wires from breaking due to flow of the pressure

medium and gasket. The coils are effective for

ductile thermocouples such as Pt/Rh wires. This
assembly is useful in material synthesis and in deter-
mination of the subsolidus phase equilibrium by
putting the sample directly into the graphite or
metal heater. The straight cylinder heater produces
a rather steep temperature gradient in the sample
along both the longitudinal and radial directions. In
a phase equilibrium study, therefore, it is important
to adopt the results analyzed only on the portion
adjacent to the thermocouple junction in the
quenched sample (e.g., Ito and Takahashi, 1989).

As an outer diameter of the electric insulating
tubes is at least 0.6 mm, two holes made at the center
of the cylindrical heater for the tubes increases the
resistance near the center, and the resultant local
heating breaks the heater, especially in the case of a
small metal heater. This difficulty can be avoided by
packing sample powder into spaces between the ther-
mocouple wire and the small hole on the heater
instead of inserting the sleeves, but this method
does not always guarantee the insulation at high
pressures (Ito and Takahashi, 1989). Moreover, the
basic assembly cannot be used in the melting experi-
ment. This problem was avoided by moving the holes
close to the cold end of the heater and inserting the
thermocouple axially to the sample, as shown in
Figure 16 (Gasparik, 1989). The thermocouple
wires are in contact with the sample holder of
the metal (Re) to get the junction. The wires cross
the Mo ring and exit the assembly near the apexes
of the triangular faces. The wires are insulated from
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1: Pyrophyllite;

4: Graphite heater;

6: Sample container;

7: Sample;

8: Insulating tube

5: Thermocouple wire;

3: Metal electrode;

2: BN;

Figure 14 Heating assembly for the Hall’s tetrahedral

apparatus (see text).
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1: Lid; 2: Heater; 3: Pressure medium;
4: Thermal insulator; 5: Sample;
6: Electric insulator; 7: Thermocouple;
8: Coil

Figure 15 Cross section of a basic heating assembly for

an octahedral pressure medium (see text).
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the heater, the Mo ring, and the WC anvil with
alumina ceramic tubes placed in gutters carved out
in one of the triangular surfaces of the octahedron.

The temperature in a cylindrical heater of the
small size is strongly inhomogeneous in both the
axial and radial directions. Kawashima and Yagi
(1988) calculated temperature distribution within a
cylindrical heater set in a cubic pressure medium
with an edge length of 8 mm using the difference
method. Based on the results, they (Kawashima et al.,
1990) invented a multistepped graphite heater in
which the temperature was almost uniform over
2 mm length in the axial direction. Assessment and
improvement of the temperature distribution through
the sample were first carried out by Takahashi et al.
(1982) for the octahedral assembly based on the solu-
bility of enstatite in the diopsidic pyroxene coexisting
with the enstatitic pyroxene (Lindsley and Dixon,
1976). Using an assembly similar in size to that of
Figure 15, they demonstrated that the temperature
gradient in a graphite heater tapered by 5�C was
reduced to one-third of that in the straight heater at
1500�C. Recently, van Westrenen et al. (2003) used the
kinetics in MgAl2O4 spinel growth at the interface
between MgO and Al2O3 to assess temperature gradi-
ents in cylindrical heaters in 18/11 and 8/3 assemblies.
They linked the measured thickness of the spinel layer
to temperature via an appropriate kinetic equation and
showed the lengths of the central uniform temperature

region for both assemblies. It is remarked that, in the
small metal heater adopted for experiments at pres-
sures higher than 25 GPa, a steep temperature
gradient of 1–2�C mm�1 was estimated (Ito and
Takahashi, 1989; Ito et al., 2004). A temperature gra-
dient in the LaCrO3 heater is much more moderate
compared to the metal and graphite heaters because
LaCrO3 is a semiconductor and the relatively low
electrical resistance of the hot region lowers the tem-
perature there.

Sample temperature is measured by a thermo-
couple whose junction is located in or close to the
sample (see Figures 15 and 16). If the junction were
not in the sample, the temperature distribution in the
heater should properly be assessed. A difficult experi-
mental problem is that the pressure effect on the
emf ’s of thermocouples is poorly known.
Hanneman and Strong (1965) measured the effect
for several thermocouples up to 1300�C and 5 GPa,
and showed that the absolute temperature correction
is proportional to the pressure. They indicated cor-
rections of þ40�C for Pt/Pt10% and þ10�C for
chromel–alumel thermocouples at 5 GPa and
1000�C, respectively. Later, however, these values
were substantially reduced by Getting and Kennedy
(1970). As to the W/WRe thermocouple, which has
recently been most frequently used in the multianvil
cell, Li et al. (2003) reported that the reading of the
W5%Re/W26%Re varied up to 35�C compared
with that of the Pt/Pt10% at 15 GPa and at tempera-
tures up to 1800�C. The thermocouple wires are
taken out from the apparatus and connected to the
reference junction kept at 0�C. Sometimes, however,
the wire ends are conveniently connected to the top
of the second stage anvils. In this case, the tempera-
ture there is the reference of the emf, which should
have been measured independently for correction.
The anvil top temperature depends on the output
of the heater, the size of the second-stage anvil, its
thermal insulation, etc., but quickly reaches equili-
brium and typically does not exceed 130�C at the
sample temperature of 1500�C.

The highest temperature that can be measured
with a W/WRe thermocouple with a reliable accu-
racy is 2300�C. Higher temperatures are estimated
by extrapolating a relationship between temperature
and applied power obtained at lower temperatures.

2.08.3.3 Quench Experiment

It is fortunate that most of the high-pressure phases
concerned with the Earth’s interior can be recovered
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1: Thermocouple wire; 2: Magnesium oxide;
3: Zirconia; 4: Lanthanum chromite;
5: Alumina ceramic; 6: Molybdenum; 7: Sample

 1 mm2

Figure 16 Cross section of a heating assembly. The
thermocouple is inserted axially to the rhenium sample

capsule (see text). Adapted from Gasparik T (1989)

Transformation of enstatite–diopside–jadeite pyroxenes to

garnet. Contributions to the Mineralogy and Petrology 102:
389–505.
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to the ambient conditions as metastable phases like
diamond. Starting material is first pressurized to pre-
scribed pressure and then is heated at the desired
temperature by supplying electric power to the hea-
ter for certain duration. Then temperature quenching
of the sample is performed by shutting off the electric
supply. Sample temperature generally goes down to a
temperature lower than 100�C from higher than
2000�C within a few seconds because of the small
heater. After slow decompression, the sample is taken
out from the apparatus. The first-order transforma-
tion accompanying reconstruction of the atomic
arrangement is kinetically prevented within such a
short period of cooling, and the phase stabilized at the
experimental conditions is preserved at high pressure
and room temperature. We can obtain plenty of
information on the phase such as the structure, stabi-
lity, and physicochemical properties by analyzing the
recovered sample in various methods at ambient
conditions.

Unquenchable high-pressure phases have been
discovered according to the development of high-
pressure X-ray diffraction methods. The most typical
example is the perovskite type of CaSiO3. Liu and
Ringwood (1975) first confirmed the presence of the
cubic perovskite-type of CaSiO3 by in situ X-ray
diffraction on the sample in the DAC at 16 GPa and
room temperature after heating it with a laser to
about 1500�C. They also observed the retrogressive
transformation of the perovskite to glass and
"-CaSiO3 on release of pressure, which was consis-
tent with results of the previous quench experiments
(Ringwood and Major, 1971). The retrogressive
transformation on pressure release is known for sev-
eral high-pressure-type oxides; for example,
rocksalt-type ZnO (Ito and Matsui, 1974; Inoue,
1975), the fluorite-related types of TiO2 (Liu,
1978), SnO2 (Haines and Leger, 1997). The low-
pressure phases converted from these compounds
after quenching show characteristically broad X-ray
diffraction peaks (Ito and Matsui, 1974, 1979).
Similarly, recently found post-perovskite phases of
MgSiO3 (Murakami et al., 2004; Oganov and Ono,
2004), MgGeO3 (Hirose et al., 2005), and MnGeO3

(Tateno et al., 2006) with the CaIrO3 structure are all
unquenchable. The high-pressure phases formed via
the second-order transformation such as CaCl2 types
of SiO2 (Tsuchida and Yagi, 1989), GeO2 and PbO2

(Haines et al., 1996), and SnO2 (Haines and Leger,
1997) are also unquenchable.

Any information on unquenchable high-pressure
phases can be obtained only by means of in situ

measurement. The in situ X-ray observation at high
pressure and high temperature is the most important
methodology in modern high-pressure Earth science.

2.08.3.4 Crystal Growth at High Pressure
and High Temperature

Growth of a single crystal of a high-pressure phase is
essential to determine its crystal structure. In addi-
tion, a single crystal with enough size makes it
possible to carry out many kinds of measurements,
for example, transport properties such as atomic dif-
fusion, thermal conductivity and electrical
conductivity, creep experiments, elastic resonance
spectroscopy, Raman and Brillouin scatterings, and,
more recently, X-ray inelastic spectroscopy.
Information collected by these measurements pro-
vides important clues to understand the constitution
and dynamics of the Earth’s interior. Therefore, crys-
tal growth of high-pressure phases has been an
important role of the MMAs.

According to the classical homogeneous nuclea-
tion theory (Turnbull, 1956), a frequency for
occurrence of nucleus embryos of a new phase in
the mother phase is controlled by the free energy
difference �G between the new phase and the
mother phase at the nucleation site and temperature:
for example, both the smaller �G and the lower
temperature are responsible for lowering the fre-
quency. Growth of crystals, on the other hand, is
enhanced by high temperature. Therefore, the favor-
ite conditions for growth of large single crystals
would be at relatively high temperature, but should
be very close to the phase boundary, which means a
small excess of pressure over the phase boundary for
the growth of the high-pressure phase. This view was
supported through the systematic experiments on the
growth of �-Ni2SiO4 spinel in olivine crystals by
Hamaya and Akimoto (1982). Sawamoto (1986) suc-
ceeded in growing crystals in both the �- and
�-phases of compositions (Mg,Fe)2SiO4 with sizes
larger than 200 mm at temperatures 1700–2200�C
and pressures within �5% of the �–� phase bound-
ary. Pressure and temperature conditions, at which
MgSiO3 garnet (Angel et al., 1989) and ilmenite
(Horiuchi et al., 1982) single crystals were synthe-
sized, were also around the phase boundary
between the both phases.

For high-pressure phases difficult to grow, appro-
priate flux could enhance the crystal growth at
relatively low temperatures. Sinclair and Ringwood
(1978) synthesized stishovite crystals in size to
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230 mm by keeping silicic acid with 40% of water at
9 GPa and 700�C for 45 min. Endo et al. (1986)
obtained stishovite crystals elongated to several hun-
dreds of micrometers at 12 GPa and 1300�C by using
Li2WO4 as flux. Ito and Weidner (1986) grew
MgSiO3 perovskite crystals with sizes to 200 mm by
cooling the MgSiO3 melt saturated with H2O from
1830�C slowly at 27 GPa. Recently, single crystals of
perovskite with MgSiO3, and (Mg,Fe,Al) (Si,Al)O3

compositions larger than 300 mm, have been synthe-
sized in NaCl melt by cycling the temperature in a
sample chamber (Dobson and Jacobsen, 2004). Quite
recently, Anton et al. (2007) have succeeded in grow-
ing MgSiO3 perovskite crystals with a size exceeding
1 mm by adopting water as a flux in a sophisticated
sample capsule. Potential materials as flux for the
crystal growth under the high-pressure and high-
temperature conditions may be water and some
sorts of borates, carbonates, alkali halides, etc.

It is no wonder that a crystal bigger than the
sample capsule cannot be grown. Therefore big mul-
tianvil presses recently installed (e.g., Frost et al.,
2004) must be very advantageous to crystal growth
because these presses can compress a larger octahe-
dron of medium to higher pressures.

2.08.3.5 Electrical Conductivity
Measurement

Electrical conductivity within the mantle is explored
by examining the electrical current induced by
change in the external magnetic field (MT probing)
and by analyzing the transient and secular variations
of the geomagnetic field originating from the core
(GDS probing). Although proposed distributions of
electrical conductivity versus depth in the mantle are
model dependent, the following characteristics can
be noted on the conductivity–depth profile: conduc-
tivity increases in the mantle from the order of 10�3

S m�1 at the top to c. 100 S m�1 at around 800 km
depth (e.g., Utada et al., 2003) in a manner reflecting
variation of the tectonic setting (e.g., Neal et al., 2000).
In the lower mantle, the conductivity is almost con-
stant to 2000 km depth, with values of 3�10 S m�1

(Olsen, 1999) with less lateral heterogeneity com-
pared to the upper mantle.

Almost all mantle minerals are regarded as ionic
insulators with large energy gaps, for instance, 6.4 eV
(forsterite) and 8 eV (quartz). The mechanism of
creating an electrical current is through thermally
activated diffusion of the whole ion through the
crystal (ionic conduction) or thermally activated

charge transfer between neighboring ions of different
valence (hopping conduction). So temperature is the
most dominant quantity to control the electrical con-
ductivity. At high pressure, on the other hand, the
latter mechanism would become dominant, and the
conductivity increases with increasing pressure
because the jump distance between sites decreases.
The conductivity of the mineral also strongly
depends on chemical composition, especially iron
content and the Fe3þ/Fe2þ ratio (and thus on the
oxygen fugacity). The introduction of a small amount
of water into nominally anhydrous minerals substan-
tially increases the conductivities due to the
migration of the proton (e.g., Yoshino et al., 2006).

By measuring the electrical conductivity of man-
tle minerals over wide pressure and temperature
conditions, one can evaluate their activation energy
�E and activation volume �V for conduction
depending on the conduction mechanism. These
quantities make it possible to extrapolate the mea-
sured conductivity to the conditions corresponding
to the deep mantle. Comparison of the estimated
conductivities with the observed profile leads to an
inferred temperature profile if the mineralogy and
chemistry there is constrained.

Electrical conductivity at high pressure and tem-
perature has been measured using both the DAC and
the Kawai-type apparatus. Although experimental
pressure using the DAC reaches 80 GPa (Li and
Jeanloz, 1987), temperature control in a laser-heated
sample is very difficult with large temperature gra-
dients, and, in addition, experimental temperature is
limited to 400�C by adoption of a external heater
(e.g., Shankland et al., 1993). Methods for electrical
conductivity measurement in the Kawai apparatus
have also been developed, in which measurement is
carried out up to 25 GPa and at well-defined tem-
peratures to 1700�C under the controlled oxygen
fugacity. The thermal state of the lower mantle has
been discussed based on electrical conductivities of
silicate perovskites (Katsura et al., 1998a; Xu et al.,
1998a).

A cross section of the assembly for measuring
electrical conductivity in the Kawai apparatus is
schematically shown in Figure 17 (cf. Katsura et al.,
1998b). The assembly is for the 8.0/3.0 combination
(see Section 2.08.2.3). The pressure medium is com-
posed of primary MgO. A cylindrical heater is put in
a thermal insulator sleeve. The sample is embedded
in an Al2O3 container which is put between thin Fe
disks. The Fe disks are used to keep the oxidation
state of the sample below the Fe–FeO buffer, and also
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to work as electrodes for the electrical conductivity

measurement. The thermocouple is mechanically

connected to one Fe disk to measure the sample

temperature and also to serve as electrodes for elec-

trical conductivity measurement. The thermocouple

is insulated from the heater by Al2O3 sleeves. The

other Fe disk is connected to a metallic lead for an

electrode of electrical conductivity measurement.
The electrical conductivity is measured according

to the electric circuit shown in Figure 18. The sample

is connected to a reference resistance, variable in
a range 50–1 M�, in a series. A sinusoidal alternating

voltage (0.01–0.1 Hz and 0.1–10Vpeak-to-peak) is
applied to this circuit by a function generator. The
voltages applied on the sample (VS) and reference
resistance (VR) are monitored by two digital multi-

meters. The sinusoidal signal from the function
generator is applied to the sample through one side
of the thermocouple and the lower guide block. The

voltage applied to the sample is measured using the
other side of the thermocouple and the lower guide
block.

The obtained data points are fitted to the function
V(t)¼ a þ bt þ Asin[!(t – �)], where t is time and
others are fitting parameters, in order to obtain the

complex voltages applied on the sample and refer-
ence (VS) and (VR). The impedance of the sample
(ZS) is obtained from the reference resistance (RR)

and the ratio of the voltages of the sample and refer-
ence, namely,

ZS ¼ RRðVS=VRÞ ½2�

Assuming that the impedance of the sample is
composed of the resistance of the sample (RS) and

one capacitance (C) in parallel with the sample, the
resistance of the sample is obtained from the follow-
ing equation:

1=ZS ¼ 1=RS þ j!C ½3�

After decompression and recovery of the assem-
bly, a cross section of the assembly is made along the
heater axis, and the thickness and diameter of the
sample is measured. The electrical conductivity of
the sample is calculated from the resistance and the

dimensions of the sample. Xu et al. (1998b) also
developed a similar assembly to measure electrical
conductivity by means of impedance spectroscopy.

They set a cylindrical metal shield connected to the
ground which is set inside the heater and envelops
the sample and the wires. The advantages of the

shield are avoiding electrical disturbance from the
heater, minimizing the temperature gradient, and
reducing leakage current through the pressure med-

ium and lead wires.
Recently, an accessible pressure range for electri-

cal conductivity measurement in the Kawai

apparatus has been extended to 35 GPa by adopting
SD anvils (see Section 2.08.4.7) instead of WC anvils
(Katsura et al., in preparation).
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Figure 18 Circuit for electrical conductivity

measurement.
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Figure 17 A schematic drawing of the sample assembly

of 8/3 cell for electrical conductivity measurement.
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2.08.4 In Situ X-Ray Observations
Using SR

2.08.4.1 Methods of In Situ X-Ray
Diffraction Using MAAs

It is desirable to directly observe the sample under

the high-pressure and high-temperature conditions.

The desire was met in the DAC via the in situ optical

observation and the X-ray diffraction, because dia-

mond was highly transparent for electromagnetic

waves of a broad range of frequency. An X-ray dif-

fraction study in the tetrahedral anvil apparatus was

also developed by Barnett and Hall (1964) and Hall

et al. (1964). The MoK� radiation collimated to

c. 500 mm was introduced into the tetrahedral pres-

sure medium composed of composites LiF, B, and

plastic through the anvil gap, which then was irra-

diated to the sample packed in NaCl at the center of

the tetrahedral pressure medium. The diffracted X-

ray was taken out from the opposite anvil gap over

the diffraction angles of c. �50�. The diffraction

peaks of both the sample and NaCl were recorded

on a film or by a counter. The state of the sample

such as volume and structure are continuously mon-

itored as a function of pressure which was derived

from the volume of NaCl via the EoS for NaCl

proposed by Decker (1965). Hall et al. (1964) observed

in situ structural transitions of Cs and the change in

electric resistance to 8 GPa simultaneously.
Inoue and Asada (1973) first attached an X-ray

diffraction system to the DIA-type apparatus with a

pressure medium of a composite of boron and epoxy.

They carried out an in situ high-pressure and high-

temperature X-ray diffraction study up to 13 GPa and

1000�C by setting a paired graphite heater in the

pressure medium. Later Inoue (1975) successfully

interfaced the energy dispersive system with the DIA

apparatus as schematically shown in Figure 19. He

used a polychromatic X-ray from the W target and the

solid-state detector (SSD) for counting the diffracted

X-ray. Employing the revised Decker’s (1971) NaCl

pressure scale, Inoue revealed a shocking fact that

pressure values in the quench experiments had sub-

stantially been overestimated: that is, the sample

pressure fell substantially by heating; 7.5 GPa at room

temperature went down to 5 GPa at 1400�C under the

fixed press load. Moreover, Inoue demonstrated that

the phase boundary for the wurtzite–rocksalt transition

in ZnO determined by means of in situ X-ray diffrac-

tion was dramatically different from that determined

by the quench method (Bates et al., 1962).

The energy dispersive method has marked advan-
tages over the angle dispersive method in the X-ray
diffraction study using the MAAs. First, information
on a wide range of d-spacing is collected at once from
the intensity/energy profile of the diffracted X-ray
collected at the fixed diffraction angle 2� by SSD.
Second, by using a high-energy X-ray (usually 20 to
c. 120 keV), absorption through the pressure medium
and gasket is much reduced compared to usage of the
characteristic X-ray such as MoK� radiation. And
third, the diffraction area and location in the sample
is unmoved due to the fixed diffraction angle. This is
specifically important for the high-temperature
X-ray diffraction study using the MAA because the
sample in a small heater is usually under a steep
temperature gradient as mentioned already.

2.08.4.2 Multianvil System Interfaced
with SR

The technical development in the in situ X-ray
observation recently expanded the versatility of the
MAAs. Inoue’s (1975) work pointed out that the
phase boundaries determined by quench method
might contain considerable uncertainty and should
be checked by the high P–T in situ observation.
Initially the rotated anode X-ray source was exclu-
sively employed with the DIA-type apparatus in
experiments for both determination of phase

1

2

3

4

X-ray

1: Sample; 2: Cubic pressure medium;
3: Gasket; 4: Counter

2θ

Figure 19 X-ray diffraction geometry in the energy

dispersive method by using the DIA-type apparatus.

Polychromatic X-ray is introduced to the sample through the

gasket and pressure medium of boron and epoxy composite.
The diffracted X-ray is counted by the SSD set at angle 2�

from the direction of the incident X-ray. Adapted from figure 2

of part I in Inoue K (1975) Development of High Temperature
and High Pressure X-Ray Diffraction Apparatus with Energy

Dispersive Technique and Its Geophysical Applications. PhD

Thesis, The University of Tokyo.
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boundaries (e.g., Yagi and Akimoto, 1976) and acqui-
sition of compression data on geophysically
important minerals (e.g., Sato, 1977). In these works,
it took a rather long duration to collect reliable
diffraction patterns because the intensity of the
X-ray was not sufficiently strong.

In the early 1980s, however, SR X-ray sources
became available for high-pressure experiments
using the MAAs at Photon Factory (PF), National
Laboratory for High Energy Physics, Japan. A new
DIA-type apparatus named MAX 80 (Shimomura
et al., 1985) was installed at PF. The SR emits an
X-ray beam with a high flux, high localizability, low
beam divergence, and high flux distribution in a hard
X-ray range. These characteristics are quite appro-
priate to obtain clear diffraction patterns of the
sample under compression within a short period. In
particular, the high brilliant beam made it possible to
study reaction kinetics of high-pressure transforma-
tion in silicate (e.g., Rubie et al., 1990) and to measure
the viscosity of silicate melt by means of X-ray radio-
graphy (Kanzaki et al., 1987).

The great success of MAX 80 promoted the instal-
lations of the DIA-type apparatus (SAM 85)
interfaced with the SR facility at the National Light
Source, Brookhaven National Laboratory, USA
(Weidner et al., 1992). The second DIA apparatus
(MAX 90) at PF was equipped with SD anvils with
a top square edge of 4 mm and the experimental
conditions up to 15 GPa and 1500�C was realized
(Shimomura et al., 1992). In order to extend in situ

X-ray observations to higher pressures, the system
was transferred into the double-staged system by
putting the Kawai cell into the cubic space of the

DIA apparatus (see Figure 7). An octahedral sample
assembly was adopted instead of the cubic one in the
single-staged DIA system. Funamori et al. (1996)
employed sintered diamond cubes with 10 mm edge
length for the Kawai cell anvils, and determined the
thermoelastic properties of MgSiO3 perovskite up to
30 GPa and 2000 K.

Based on the accomplishments of the double-
staged multianvil system at PF, a combination of
the DIA press and the Kawai cell (SPEED-1500)
was constructed on the beam line BL04B1 at
SPring-8, a third-generation SR facility in Hyogo
Prefecture in Japan, in 1997 (Utsumi et al., 1998).
Recently, a sister apparatus SPEED-Mk. II (Katsura
et al., 2004a) was installed on the same beam line in
series with SPEED-1500.

X-ray optics adopted for the double-staged multi-
anvil system is shown in Figure 20. An incident
white X-ray beam is introduced to the sample in
the octahedral pressure medium through anvil gaps
of the first stage (the DIA apparatus) and the second
stage (the Kawai cell) anvils. A diffracted X-ray is
taken out also between the anvil gaps horizontally at
the fixed angle of 2� and collected by the Ge SSD
through the collimator and the receiving slits, which
ensure the fixed angle of 2�. The X-ray that directly
passes through the pressure medium and gaskets
enters the charge coupled device (CCD) camera to
make an X-ray image of the sample, which is a great
help to determine the shooting point in the sample
assembly. Both SPEED-1500 and SPEED-Mk. II
have a compressive force of 15 MN. Advantage of
the latter over the former, however, is that the whole
apparatus of SPEED-Mk. II can be rotated by �9�

2θ
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1: Incident slits; 2: 1st-stage anvils; 3: 2nd-stage anvils;
4: Pressure medium; 5: Gasket; 6: Scattering slit (collimator);
7: CCD camera; 8: Receiving slits; 9: Solid-state detector

X-ray

Figure 20 Schematic drawing of the X-ray optics adopted in double-staged system combining the DIA-type guide block

and the Kawai cell (see text).
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around the diffraction center which is acheived by
adjusting the apparatus position precisely. This func-
tion is quite effective in obtaining proper diffraction
profiles for samples of progressed grain growth or
that with the preferred orientation of crystal axes.

2.08.4.3 Experimental Procedures for
In Situ X-Ray Diffraction Study

In the energy dispersive diffraction method, the dif-
fracted X-ray is collected by SSD, and analyzed by a
multichannel analyzer. In the multichannel analyzer
for SPEED-1500 and SPEED-Mk. II, 4096 channels
are allotted to energy ranges from 8 to 120 kev with a
energy width of 0.027 keV/channel. The interplanar
spacing d that causes diffraction in crystal is given by

d ¼ ch=2E sin � ½4�

,where c, h, E, and � are the speed of light, the Planck’s
constant, the energy of X-ray, and the diffraction
angle, respectively. The multichannel analyzer is
calibrated by detecting the characteristic radiations
of several metals such as Cu, Ag, Mo, Ta, Pt, Au, and
Pt on the assumption that the energy of each channel
is a linear function of the channel number. The 2�
value is calibrated by collecting the diffraction pat-
terns of the standard materials such as Si and MgO,
adopting the d-value of each peak calculated using
eqn [4].

Figure 21 shows our sample assemblies for in situ

X-ray observations using SD cubes with an edge

length of 14 mm and a truncated corner of 1.5 mm.
Figures 21(a) and 21(b) are for electric resistance

measurement at room temperature and for examina-

tion of phase equilibria at high pressure and

temperature, respectively. In both the assemblies, a

powdered sample is packed in the central portion of

the MgO capsule with a length of 1.5 mm. Both sides
of the sample are loaded with fine powdered dia-

mond. In high-temperature experiments, the MgO

capsule is put inside a set of cylindrical metal heaters

and an LaCrO3 sleeve.
A polychromatic X-ray beam typically collimated

to 100 mm vertically and 50 mm horizontally is intro-
duced to the sample and the MgO capsule which

serves as the pressure standard, independently. The

length of the packed sample is limited to 0.5 mm

considering the temperature distribution in the

cylindrical heater. The 2� is typically 6�, and the

length of the diffraction area with a parallel-piped
shape is about 1.3 mm for the X-ray beam of horizon-

tal width of 50 mm and the collimator with 50 mm

diameter. Therefore, in addition to the diffraction

from the sample, the diffraction from the diamond

is also collected. However, the latter does not ser-

iously interrupt the analysis of the former because
diamond has the lowest number of diffraction lines,

the lowest thermal expansion, and the lowest

(a)
(1)

(3)

(4)

(5)

1 mm

(2)

X-ray X-ray

(b)
(6)

(7)

(8)

(1): Pressure medium (MgO + 5 wt.% Cr2O3); (2): Electrode (Pt); (3): Diamond
powder; (4): Sample; (5): Sample capsule (pressure standard) (MgO);
(6): Thermal insulation sleeve (LaCrO3); (7): Cylindrical heater (Nichrome);
(8): Electrode (sintered TiC).   

Figure 21 Cross sections of the octahedral sample assemblies for the in situ X-ray observations using SD cubic anvil with

1.5 mm truncation (Ito et al., 2005). (a) and (b) are for room temperature and high temperature, respectively. In (a), electric

resistance measurement is conducted using electrodes. Thermocouple in (b) is perpendicular to the paper and in contact with

outer surface of the heater.
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compressibility. The pressure is determined from the
measured unit cell volume of the MgO capsule and
the experimental temperature using the EoS of MgO
(e.g., Matsui et al., 2000). The cylindrical LaCrO3

heater in which the sample capsule is coaxially
loaded can be set perpendicular to the incident
X-ray. In this case, parts of the cylindrical LaCrO3

and ZrO2 are removed, and replaced by low atomic
number materials such as MgO or diamond to secure
the paths of incident and diffracted X-ray (e.g., Ono
et al., 2000). The X-ray pass can be secured by using
two platy heaters, in which a configuration of the
sample and the pressure marker is placed between
(e.g., Irifune et al., 1998).

2.08.4.4 Pressure Determination

One of the primary advantages of the in situ X-ray
diffraction experiment is that pressure can be moni-
tored continuously in real time. As mentioned in
Section 2.08.2.4, the accuracy of pressure determination
is of great importance in experiments concerned with
the Earth’s interior. For example, global topographies
of the 410 km and the 660 km seismic discontinuities
are mapped with a resolution of 1–5 km (Flanagan and
Shearer, 1998). Pressure increases in the mantle by a
ratio of 0.04–0.05 GPa km�1. If one tries to assign the
seismic discontinuities to the phase transformations,
therefore, the phase boundaries should be determined
to at least an accuracy of 0.25 GPa.

2.08.4.4.1 Pressure standard materials

and the pressure scales

Pressure determination of the in situ X-ray observa-
tion using the MAAs is carried out based on the
P–V–T EoS of the internal standard material. First
the unit cell volume is measured at the prescribed
press load and temperature and then it is converted
to pressure via the EoS. Therefore the most basic
requirement for the pressure standard material is
that its EoS is reliably established over wide pressure
and temperature ranges. Additional requirements for
pressure standard materials, some of which being
mutually contradictory, are relatively low absorption
for X-rays, simple diffraction profile, low bulk
modulus, low yielding strength, chemical inertness,
high melting temperature, no phase transition, low
grain growth rate, and so on, under high pressure and
temperature. Pressure standards which have been
most frequently used in the in situ experiments for
high-pressure Earth sciences are NaCl, MgO,
and Au.

NaCl as a pressure standard has been used for 40
years since Hall et al. (1964). Decker (1965, 1971)
constructed the EoS by combining the lattice energy
of the ionic interaction potential and the thermal
energy derived from the Debye model and proposed
it as a practical pressure scale. Later, Brown (1999)
revised the EoS of NaCl to account for more recent
pressure–volume data and the shock-wave experi-
ments. Brown’s (1999) scale gives slightly lower
pressure values than Decker’s (1971), for example,
by 0.2 GPa at 20 GPa and 1100 K. Advantages of
NaCl as a pressure scale are its low bulk modulus
(25 GPa under ambient conditions) which defines
pressure in high precision, for example, volume
determination to within 0.1% precision is converted
to a precision of 0.14 GPa at around 20 GPa. Due to
its low yielding strength, the deviatoric stress in
NaCl is easily released on heating to 1000 K.
Nevertheless, its relatively low melting temperature
hinders it from usage for experiments at high tem-
peratures due to the pronounced anharmonic and
nonharmonic contributions to the EoS and noticeable
grain growth. The decisive disadvantage of NaCl as
pressure standard is the transformation from B1 to B2
structures, which occurs at 22–20 GPa and at
1600–2000 K (Nishiyama et al., 2003). Therefore
NaCl cannot be used in the experiments relevant to
the lower mantle at present.

Some of the disadvantages of NaCl can be avoided
by using MgO, which possesses a larger bulk modulus
of 164 GPa at ambient conditions (Isaak et al., 1989), a
higher melting temperature (3100 K at 0 GPa), a
relatively low grain growth rate, and no phase trans-
formation is known up to a few hundreds of GPa.
The thermal EoS for MgO has been extensively
studied based on shock and static compression
experiments (e.g., Jamieson et al., 1982; Speziale
et al., 2001), on thermodynamic calculation (e.g.,
Hama and Suito, 1999), and on molecular dynamic
simulation (Matsui et al., 2000). Among these four
scales, those of Matsui et al. (2000) and Speziale
et al. (2001) are fairly consistent at pressures from 5
to 35 GPa and up to 2000 K with a discrepancy less
than 0.5 GPa. Hama and Suito’s (1999) and Jamieson
et al.’s (1982), on the other hand, show large deviation
from the former two scales. In particular, Jamieson
et al.’s (1982) shows characteristically lower deviation
up to 1.5 GPa. Matsui et al. (2000) incorporated the
breathing mode to their molecular dynamic simula-
tion to treat high temperature behavior of MgO, and
successfully reproduced the thermal expansivity and
the temperature derivatives of elastic constants.
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Speziale et al. (2001) constructed a Birch–
Murnaghan–Debye thermal EoS for MgO by intro-
ducing the variable q parameter (logarithmic volume
derivative of the Grüneisen parameter) to reproduce
a wide range of compression data obtained in both
static and shock experiments. At present, either
Matsui et al.’s (2000) or Speziale et al.’s (2001) MgO
scale may be recommended as standard usage. But it
should be noted that the pressures in both scales cross
over at around 25 GPa at 2000 K; the pressure deter-
mined from Speziale et al.’s (2001) is lower than that
from Matsui et al.’s (2000) at pressures lower than
25 GPa and vice versa at pressures higher than
25 GPa, resulting in a total discrepancy of 0.5 GPa
over a pressure range from 20 to 30 GPa. These
features of both the scales can be significant if one
discusses a slope of the phase boundary. The rela-
tively high bulk modulus of MgO lowers the
resolution of pressure determination compared to
the NaCl scale. However, pressure is defined with
an error less than 0.1 GPa by collecting at least five
diffraction lines.

Au has been widely used as a pressure standard
material. The bulk modulus of Au at ambient condi-
tions, 171 GPa, is a moderate value as a pressure
standard. Due to its high atomic number, however,
Au is usually mixed with MgO or silicate sample with
a ratio of 1/5 to 1/20 (in weight) when served as the
pressure standard. The pressure standard in a com-
posite indicates somewhat erroneous pressure values
until the stress homogenization in the composite is
achieved by heating. In this respect, a low rigidity of
Au, 27.6 GPa, is favorable. The composite is also
effective to prevent the grain growth of Au at high
temperature. Several EoS’s for Au have been con-
structed for usage as the internal pressure standard;
(e.g., Jamieson et al., 1982; Anderson et al., 1989; Shim
et al., 2002; Tsuchiya, 2003). The models and deriva-
tion procedures for the various equation states for Au
were briefly summarized and appraised by Tsuchiya
(2003). Among above cited scales, both Jamieson
et al.’s (1982) and Tsuchiya’s (2003) show system-
atically higher pressures than Shim et al.’s (2002),
for example, by c. 0.8 GPa at 30 GPa and 1500 K,
and the discrepancies become larger with increasing
pressure and temperature. Anderson et al.’s (1989), on
the other hand, indicates lower pressure than Shim
et al.’s (2002) at high temperature, e.g., by c. 0.9 GPa at
30 GPa and 1500 K, whereas it indicates evidently
higher values at 300 K. At present, therefore, the
pressure scales of Au do not converge, and we may
not have any sound reason to select a specified scale.

2.08.4.4.2 Comparison of the pressure

scales

Matsui and Nishiyama (2002) compared Matsui
et al.’s (2000) MgO scale with Anderson et al.’s
(1989) Au scale based on the simultaneous pressure
measurements using both the MgO and Au standards
at 1873 K, and concluded that Anderson et al.’s (1989)
Au scale underestimated pressure by about 1.4 GPa
over a pressure range of 20–23 GPa in comparison to
Matsui et al.’s (2000) MgO scale. Recently, Fei et al.
(2004a) critically evaluated pressures calculated from
different pressure scales of MgO, Au, and Pt based on
the X-ray diffraction data collected at simultaneous
high pressures and temperatures using multiple
internal pressure standards. They demonstrated
large discrepancies in pressure determination using
different pressure standards or different EoS for the
same standard. At temperatures in a range from 1473
to 2173 K and at around 23 GPa, Jamieson et al.’s
(1982) Au scale indicates 2.5–3.0 GPa higher values
than Anderson et al.’s (1989) whereas Shim et al.’s
(2002) scale does almost intermediate values between
them, and MgO scale of Jamieson et al. signifies
1.5–2.0 GPa lower values that that of Speziale et al.
(2001) (cf. figure 1 of Fei et al., 2004a). They also
showed that the discrepancy between the Au scale of
Shim et al. (2002) and the MgO scale of Speziale et al.
(2001) is much smaller, both signifying almost the
same values at 2173 K.

Under these circumstances, Fei et al. (2004a) mod-
ified the Au scale of Shim et al. (2002) so as to obtain
an Au scale mutually consistent with the MgO scale
of Speziale et al. (2001). This study makes it possible
to compare high pressure/temperature data obtained
using MgO and Au pressure scales. As the practical
pressure scales, however, the MgO scale should be
recommended from the point of view that its EoS is
free from the free electron contribution to the ther-
mal pressure and thereby is the least controversial.
Two MgO scales derived from different models,
Matsui et al.’s (2000) and Speziale et al.’s (2001), sig-
nify fairly close pressures to each other over the wide
pressure and temperature range as mentioned in the
last section.

In order to construct an absolute pressure scale,
simultaneous determination of volume and elasticity
at high pressure and high temperature should be
achieved. Along this line, Zha et al. (2000) proposed
a primary pressure scale of MgO at 300 K by inte-
grating single-crystal velocity data from Brillouin
scattering measurements and density data from poly-
crystalline X-ray diffraction. It should be also noted
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that the state-of-art techniques have been developed
for studies of elastic properties of polycrystalline and
single-crystal materials using simultaneous ultraso-
nic and X-ray diffraction techniques at high pressures
and temperatures in the DIA-type apparatus (e.g., Li
et al., 2004). As in this system, not only the elastic
constants but also their pressure and temperature
derivatives are determined together with the volume;
precise EoS’s for the pressure standard materials are
constructed. However, the accessible P–T range is so
far limited up to 13 GPa and 1300 K. The limitation
has been overcome by adoption of the double-staged
MAA system by Higo et al (2006).

Shock-wave Hugoniot data are usually adopted as
the fixed points at high pressure and high tempera-
ture to constrain the EoS’s for standard materials. As
most of such data were collected more than 30 years
ago, however, reinvestigation using modern techni-
ques may be required to improve the pressure scales.

2.08.4.5 Application to Phase Equilibrium
Studies

Although the pressure scales are not perfect at pre-
sent and contain some uncertainties, especially at

high temperature, it is certain that the in situ X-ray

diffraction method is more reliable than the quench

method in determining pressure values of the MAA.
Therefore, important phase boundaries in high-pres-

sure Earth sciences defined by the quench

experiments have thoroughly been reinvestigated

by means of in situ X-ray diffraction as summarized

in Table 2 (see a review by Katsura (2007) for detail).

For the transformations that occur at pressures less

than 20 GPa, both the quench and the in situ X-ray
methods have offered generally consistent bound-

aries. In particular, extrapolation of the phase

boundaries for the �–� and �–� transformations in

Mg2SiO4 determined in situ to higher temperature

suggests their locations are very close to those deter-

mined by the quench method as shown in Figure 22.

These situations may indicate the carefulness of the
quench experiments and the reliability of the NaCl

pressure scale.
However, surprisingly variable results have been

reported on the phase boundary for the dissociation

of Mg2SiO4 (�) into MgSiO3 (perovskite) and

MgO (periclase) as illustrated in Figure 23.

Location of the boundary has been the most contro-
versial issue relevant to interpretation of the 660 km

Table 2 Phase boundaries, P(GPa)¼ aT(K)þb, for geophysically important reactions determined by means of in situ

X-ray diffraction and the quench experiment in the MAA

a b T-range
Compound Reactiona (GPa K�1) (GPa) (K) P-markerb Reference

SiO2 Coe/St 0.0012 7.7 770–1370 NaCl(B) Yagi and Akimoto (1976)

0.002 6.2 137–1800 NaCl(B) Zhang et al. (1996)
0.002 6.8 870–1470 Q Suito (1977)

Fe2SiO4 �/� 0.0019 2.9 1073–1473 NaCl(B) Yagi et al. (1987)

0.0044 0 973–1473 Q Akimoto et al. (1965)

Mg2SiO4 �/� 0.0032 8.9 1013–1673 NaCl(B) Morishima et al. (1994)

0.004 7.8 1600–1900 NaCl(B) Katsura et al. (2004b)

0.002 11.1 1473–1873 Q Katsura and Ito (1989)
�/� 0.0069 8.4 927–1327 NaCl(B) Suzuki et al. (2000)

0.004 13.1 1473–1873 Q Katsura and Ito (1989)

�/PvþPe �0.003 26.7 1673–2073 Au(A) Irifume et al. (1998)
�0.0004��0.0017 22.7�25.5 1500–2000 Au(A) Katsura et al. (2003)

�0.0008 23.2 1673–2173 Au(A), Q Fei et al. (2004b)

�0.0013 25.5 1673–2173 MgO(S), Q Fei et al. (2004b)

�0.0028 28.3 1373–1873 Q Ito and Takahashi (1989)

MgSiO3 Il/Pv �0.0023 26.6 1073–1573 NaCl(B) Kato et al. (1995)

�0.0035 27.3 1300–1600 Au(A) Ono et al. (2001)

�0.0029 28.4 1300–1600 Au(J) Ono et al. (2001)
�0.0027 25.09 1673–2273 Au(A) Hirose et al. (2001)

�0.0025 26.8 1273–1873 Q Ito and Takahashi (1989)

aCoe: coesite, St:stishovite, �: olivine, �: modified spinel, �: spinel, Pv: perovskite, Pe: periclase, Il: ilmenite.
bNaCl(B): Brown’s (1999) NaCl sale, Au(A): Anderson et al.’s (1989) Au scale, Au(J): Jamieson et al.’s (1982) Au scale, MgO(S): Spaziale
et al.’s (2001) MgO scale, Q: quench experiment.
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discontinuity. Phase boundaries determined based on
the Anderson et al.’s (1989) Au scale are located c.
2 GPa lower than that determined based on Speziale
et al.’s (2001) MgO scale (Fei et al., 2004b), in harmony
with discussion by Fei et al. (2004a). However, there
are marked differences in slope for the phase bound-
aries between those by Katsura et al. (2003) and Fei
et al. (2004b) and that by Irifune et al. (1998), although
pressure determination in these three works were

carried out based on the Anderson et al.’s (1989) Au
scale. Fei et al.’s (2004b) boundary based on Speziale
et al.’s (2001) MgO scale is closely located to that of
Ito and Takahashi (1989) determined by the quench
experiment and supports the conventional interpre-
tation that the 660 km discontinuity would be caused
by the dissociation of ringwoodite.

In addition to the mutual inconsistency among
different pressure scales, there are at least two issues
to make the determination of the phase boundary
ambiguous, the uncertainty of temperature determi-
nation and the reaction kinetics of phase change.

As pressure scale is a function of temperature as
well as the volume of the standard material, precise
temperature determination is of essential importance
to define pressure with high accuracy. For example, a
temperature variation of 100 K causes that of 0.5 and
0.7 GPa at c. 1800 K in the MgO and the Au scales,
respectively. In the experiments at pressures higher
than 20 GPa, the heater in the sample assemblage is
generally small (see Figure 18), and a steep tempera-
ture gradient is inevitably produced in the
assemblage. Therefore temperatures of the sample
and the standard material differ from that indicated
by the thermocouple. It should be also noted that the
diffraction area unavoidably covers a region of vary-
ing temperature due to the steep temperature
gradient through the sample. To minimize this effect,
the sample length is usually limited up to 0.5 mm
(cf. Figure 18). Another difficult problem is that the
pressure effect on the emf of the thermocouple is not
quantitatively known at high P–T conditions
(Section 2.08.3.2).

In the course of progress of the in situ X-ray
diffraction study, it has become clear that the reac-
tion kinetics plays an important role in determining
the phase relations. It is frequently observed that
the starting material of the low-pressure phase
rapidly transforms into the intermediate high-pres-
sure phase at relatively low temperature in the course
of the first heating (e.g., Yagi and Akimoto, 1976;
Irifune et al., 1998; Katsura et al., 2003) and the new
phase is so refractory that substantial excess pressure
is required to promote further transformation (Ono
et al., 2001; Katsura et al., 2003). These features are
interpreted as follows. The finely powdered starting
material is further pulverized by compression at
room temperature as seen from the associated broad-
ening of the diffraction peaks. The fractured grain
boundaries and defects formed inside the grains make
the starting material very reactive, providing nuclea-
tion sites for the new phase. The resultant new phase,
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on the other hand, is in a well-defined crystalline
state with sharp diffraction peaks. It is difficult to
increase the reactivity of the new high-pressure
phase once formed. This situation hinders observing
the reverse reaction that is required to define the
precise phase boundary.

2.08.4.6 Viscosity Measurement by X-Ray
Radiography

There are two types of liquids in the ‘solid Earth’,
silicate melt (magma) in the crust and the mantle and
molten iron alloy forming the outer core. The visc-
osity of both the liquids at high pressure is the most
crucial property for understanding various magmatic
processes and dynamic structure of the outer core.
The characteristics of X-rays emitted from SR, high
flux and low beam divergence, are appropriate to
measure viscosity at high pressure by the in situ fall-
ing sphere method in the MAA. Kanzaki et al. (1987)
first measured viscosities of NaAlSi3O8 (albeit) and
Na2O. 2SiO2 melts up to 3 GPa using the DIA-type
apparatus at PF. The shadow images of the falling
spheres of Pt and/or Mo (100–300 mm radius) in the
melt were clearly observed on the TV, and the visc-
osity was derived from the falling velocity via Stokes’
law.

Now the in situ falling sphere viscometry is mostly
carried out in the double-staged system (the Kawai
cell in the DIA apparatus) to extend experimental
pressure. A whole geometry of the X-ray radiography

system is shown in Figure 24. An X-ray is introduced

to the octahedral cell assembly through the gaps

between the first- and second-stage anvils, and

an X-ray once past the cell illuminates a fluorescent

YAG crystal. The visible light generated by the YAG

crystal is transferred into the CCD camera where

an image of the cell is captured. The system recently

installed at beam line BL04B1 of SPring-8 can store

125 frames per second with a resolution of 4 mm per

pixel. As the anvil gap of the Kawai cell become

narrow at high pressure, typically 1mm at 10 GPa,

fast acquisition of the images is essential to obtain

accurate viscosity values, especially for a less viscous

liquid such as an Fe-alloy.
A typical falling sphere cell assembly (Terasaki

et al., 2001) is reproduced in Figure 25. A small

sphere (100–150 mm diameter) of Pt, W, or Au as

a viscosity marker is put at the top of the sample. It

should be noted that all the parts, except for the

falling spheres and the sample, are made of matters

of high X-ray transparency. After compression to the

desired pressure, the sample is heated gradually to

high temperature below the solidus, and then heated

rapidly to the desired temperature above the

liquidus. The cell assembly shown in Figure 25 was

designed for viscosity measurement of Fe–FeS melts,

in which two spheres are set in the sample capsule

of h-BN, the first one at the top of the Fe–FeS

powder and the second in the thin silicate layer set

above the sample. The silicate possessing a melting

temperature slightly higher than the sample is chosen
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Figure 24 A whole geometry of the X-ray radiography system (see text).
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so as to keep the second sphere in the silicate layer
when the sample begins to melt. Therefore viscosity
data are collected at two different temperatures, cor-
responding to meting temperatures of the sample and
the silicate, in one experimental run (Terasaki et al.,
2001). Similar methods have been adopted in viscosity
measurements of molten peridotite which has a rela-
tively wide melting interval between solidus and
liquidus and is sometimes difficult to define the ‘set-
tling velocity’ to be transferred to the viscosity
coefficient due to the coexistence of solid phases in
the melt (Liebske et al., 2005).

Recently, a wide range of viscosities have been
measured, for example, from orders of 102 Pa s (for
alkaline silicates) to 10�2�10�3 Pa s (for Fe-alloy),
over pressures up to 16 GPa (Terasaki et al., 2006). In
order to extend experimental pressure, however,
usage of diamond/SiC composite as the anvil mate-
rial is essential. This, on the other hand, will expand
the versatility of the X-ray radiography by combin-
ing simultaneous X-ray diffraction.

2.08.4.7 Pressure Generation Using
Sintered Diamond Anvil

As mentioned in Section 2.08.2.2, the capability of
high-pressure generation using the Kawai-type

apparatus has been extended by adopting SD cubes

instead of WC ones. In situ X-ray observation using

the Kawai cell equipped with SD anvils has widely

been carried out to determine the phase equilibrium

and EoS of the high-pressure materials up to higher

than 50 GPa and temperatures to 2200 K (e.g., Ono

et al., 2000; Irifune et al., 2002; Kubo et al. 2003; Ito

et al., 2005; Tange, 2006). As there has been no fixed

point to calibrate pressure higher than 33 GPa

(Zr point), pressure calibration in the experiments

at higher pressures inevitably relies on the in situ

X-ray diffraction using the pressure standard mate-

rial. Results of recent four pressure calibration runs

carried out at 300 K are summarized in Figure 26

(Ito et al., 2005). SD cubes with 14 mm edge length

and 1.5 mm truncation were employed with an octa-

hedral MgO þ 5% Cr2O3 pressure medium of

5.0 mm edge. The sample assembly was similar to

those shown in Figure 20 and pressure was deter-

mined based on Jamieson et al.’s (1982) MgO scale.

It is remarkable that pressure is generated in a repea-

table accuracy of about 2% up to c. 60 GPa over

the four runs, the maximum attainable pressure

reaching 63 GPa. Quite recently, the maximum pres-

sure has been extended to higher than 72 GPa based

on Anderson et al.’s Au scale (Ito et al., 2006, unpub-

lished data).

Mo

X-ray
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h-BN

Silicate

Fe–FeS

C

3 mm

5 mm

Mo

ZrO2

ZrO2

Cr2O3–MgO

Figure 25 Schematic illustration of the falling sphere assembly (see Terasaki et al., 2001 for detail).
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2.08.5 New Applications and Future
Perspectives

Two newly developed applications of the Kawai-

type apparatus are briefly surveyed here. The first

is the determination of rheological properties of

mantle minerals at high pressure and temperature

which has been developed at CHiPR Stony Brook,

USA (e.g., Chen et al., 2004). The stress and strain of

the sample under nonhydrostatic conditions in the

Kawai cell are measured in situ using synchrotron

X-ray. Schematic sample assembly is shown in

Figure 27. Cylindrical sample is placed between

the end plugs of hard corundum, and the sample
length is measured from the radiographic images
of the gold foils attached at the upper and lower
ends of the sample. By using a classic image-
processing algorithm (Li et al., 2003), a precision of
the strain measurement is increased to 10�4 which
makes a strain rate accurate to 10�7�10�6 depending
on the time interval between two measurements.

The stress is measured by simultaneously collect-
ing energy dispersive X-ray diffraction patterns of
the sample in two perpendicular diffraction planes
according to the analytical method of lattice strain
"(hkl ) developed by Singh (1993) and Singh et al.
(1998). In order to gain accessibility for diffracted
X-rays, six of the eight WC cubes are replaced by
sintered cBN as shown in Figure 28. The Kawai cell
is compressed in a set of wedges of six split cylinders.
Conical notches are made in the wedges to ensure the
path for diffracted X-rays. The whole system is
named Tcup. Deformation experiments are carried
out up to 10 GPa and higher than 1000�C.

Another interesting new application of the Kawai
apparatus is a combination with the acoustic emission
(AE) technique performed by Dobson et al. (2004) to
study the physical processes involved in seismogen-
esis. Their experimental setup is reproduced
in Figure 29. AE transducers are mounted on trun-
cations at the back of the furnace anvils. Acoustic
waveguides (polycrystalline Al2O3 or Fe) are
inserted between sample ends and the top truncations
along the furnace axis to couple the sample to the
furnace anvils. They carefully optimized the follow-
ing factors essential to data acquisition: choice of
waveguide material and appropriate length so that
the sample is not crushed or faulted, electrical insula-
tion of the AE transducers from the furnace anvils,
and elimination of unwanted noise from sources out-
side the sample. As a proof of concept, Dobson et al.
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(2004) showed results from AE studies on antigorite
dehydration to 8 GPa and the �–� transformation in
San Carlos olivine at 16 GPa. Association of this
method with in situ stress measurement using SR
mentioned above will make it possible to determine
the exact P–T–� regime of brittle failure under
extreme conditions (Dobson et al., 2004).

Future development of the MAAs will typically
be in two directions: the generation of moderate
pressures to 30 GPa over a large volume to c. 1 cm3

(e.g., Frost et al., 2004) and the generation of higher
pressures to over 100 GPa using sintered diamond
anvils (e.g., Ito et al., 2005). The first is required to
synthesize large single crystals of materials compos-
ing the deep interior of the Earth. As already
mentioned (Section 2.08.3.4), the crystals can be
used to various kinds of measurements required to
understanding the state of the mantle. Large sample
volume, in turn, makes it possible to carry out these
measurements under conditions deeper in the man-
tle. It is a great achievement to be able to determine
qualitatively the states of the mantle and core mate-
rials under conditions up to the core–mantle
boundary by extending accessible pressure.

It should be emphasized that in situ X-ray obser-
vation using SR has become an indispensable tool in
the whole high-pressure research. This technique not
only offers the most reliable pressure values but also
has developed research fields such as reaction
kinetics of phase transformation, viscosity, and defor-
mation measurements by means of X-ray
radiography.

As mentioned in Section 2.08.2.2, usage of harder
materials for an anvil is essential to extend the max-
imum attainable pressure in the MAA. Recent

improvement of WC has made it possible to generate
40 GPa in the Kawai-type apparatus using the new
WC (Katsura et al. 2005, unpublished data). However,
the most promising anvil material at present is sin-
tered diamond (SD). In Figure 30, the maximum
pressures attained so far are plotted against Knoop
hardness (Sung and Sung, 1996) for WC (in the
Kawai type), and single-crystal diamond (SCD in
DAC). According to the general trend, the Knoop
hardness of SD suggests that pressures up to 120 GPa
can be generated by adopting SD. In this connection,
Irifune et al. (2004) recently synthesized new poly-
crystalline diamond pellets with grain sizes of 10–20
nm which is binderless and transparent. It is remark-
able that Knoop hardness of the pellet is up to
140 GPa which is comparable or even higher than
those of natural SCDs. Although the size of the pellet
is 1.5 mm diameter and 0.5 mm thickness at present,
generation up to multi-megabars may be possible in
near future using this material as the anvil. The
performance of diamond/SiC composite and sintered
cBN is important for in situ X-ray observation
because cubic anvil of these materials can be used
as the windows for the X-ray radiography, the angle
dispersive diffraction study, and in situ stress
measurement.
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(a) (b)

Figure 29 Schematic drawing of setup for AE

measurement in the Kawai cell (Dobson et al., 2004). (a)

Section of cell and anvil set showing acoustic waveguide
(black) connecting the sample to the anvils with transducers

mounted on the back. (b) Anvil set in the first-stage wedges.
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A serious problem in high-pressure experiments
using SD cubes is the high frequency of blow-out
which sometimes causes damage of anvils and fre-
quently loss of the sample. One of the main reasons of
the blow-out is nonuniform compression of the cubic
cell due to uneven deformation of the solid guide
block parts. The stick-slipping could be also a major
factor of the blow-out. All these shortcomings of the
DAI-type apparatus for squeezing the Kawai cell
could in principle be overcome by driving the six
anvils with independently controlled rams. Although
all such cubic apparatus developed so far have not
been operated with the required precision, it will be
possible to adjust each anvil load to within 10 kN and
to synchronize the anvil advances within a few
micrometers level by adopting recent high-tech ser-
vomechanisms. Construction of such double-staged
apparatus with enough force is a task for future
consideration.
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2.09.1 Diamond-Anvil Cell as
a Window to the Earth’s Interior

With the rapid emergence of diamond-anvil cell
(DAC) research as a major dimension in physical
sciences, the literature is growing at an explosive
rate. A comprehensive discussion of any one of the

sections could easily fill a whole book. Therefore, our
strategy is to introduce the essential concept for each
subject, lay out the key background, then jump to the
latest activities on technical developments, mineral
physical applications, current problems, and future
prospects. Ample references are provided for readers
who seek a deeper understanding of these topics.
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2.09.1.1 Deep Earth Geophysics and
Geochemistry

By far the major fraction of minerals in the solid

Earth is hidden at great depth under high pressures

(P) and temperatures (T). These minerals dictate the

formation, evolution, present state, and destination of

the planet. Recent geophysical and geochemical stu-

dies of the Earth’s deep interior present us with a rich

array of large-scale processes and phenomena that

are not fully understood. These range from the fate of

deeply subducting slabs, the origin of plumes, the

nature of the core–mantle boundary layer, the differ-

entiation of elements to form the present day crust,

mantle, and core, the distribution of trace elements,

and the uptake and recycling of volatiles over the

course of the Earth’s history. Resolving these ques-

tions requires a detailed understanding of the

chemistry of the relevant materials at high P–T.

Under these extreme conditions, the physical and

chemical behavior of elements can be profoundly

altered, causing new and unforeseen reactions to

occur and giving rise to structural, elastic, electronic,

and magnetic transitions not observed in mineral

systems in the near-surface environment. This pro-

blem precludes attempts to understand the properties

of materials at high P–T using our knowledge of

minerals at ordinary conditions.
DAC provides the enabling tool for studying

Earth materials at extreme conditions. Following its

invention in 1959 (Weir et al., 1959), decades of

development have extended the P–T range of the

DAC so that it now covers conditions of the entire

region spanned by the geotherms of Earth and other

terrestrial planets, and significant portions of the
Jovian planetary interiors (Figure 1). In addition,
the excellent transparency of single-crystal diamond
windows to a wide range of electromagnetic radiation
has allowed the development of numerous analytical
probes for comprehensive, in-situ characterization of
high P–T mineral properties.

2.09.1.2 Comprehensive High P–T
Mineral Properties

Knowledge of the key high P–T mineral properties in
the following nonexhaustive list is required for
understanding deep-Earth geophysical and geo-
chemical phenomena: composition; phase relation;
melting curve; crystallographic structure; amorphous
or liquid structure; crystallographic site occupancy,
order–disorder, and defects; element partitioning;
oxidation state; hydration/dehydration; density (�);
aggregate bulk modulus (K); shear modulus (G); ther-
mal expansivity (�); thermodynamic parameters –
heat capacity at constant pressure or volume (CP,
CV), Debye temperature (YD), Grüneisen parameter
(�), entropy (S), energy (E), etc.; single-crystal elas-
ticity (cij or sij); aggregate compressional wave
velocity (VP) and shear wave velocity (VS); single-
crystal VP and VS as a function of crystallographic
orientation; phonon density of state (DOS); phonon
dispersion; preferred orientation under stress; shear
strength and hardness; viscosity; diffusivity; creep
law and deformation mechanism; thermal conductiv-
ity; radiative heat transfer; optical absorption; index
of refraction; electric conductivity; dielectric para-
meter; and magnetism.
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Owing to the often Herculean efforts in improving
and developing experimental capabilities all of these
properties can now be investigated by DAC probes.

Although researchers normally focus on at most a few

properties as part of a well-defined study, they still
need to maintain a comprehensive view of the entire

suite of interrelated properties. Each geophysical
problem may require knowledge of a host of proper-

ties, and each property may be applicable to a host of

problems. Similarly on the experimental side, each
technique may provide information on a host of

properties, and each property may be determined
by a host of complementary techniques. Finally, the

integrated high-pressure research impacts on multi-

disciplinary science and is shown in Figure 2.
The following example illustrates the integrated,

interactive process that is at the heart of mineral

physics, and which shapes the development of

experimental techniques for studying key materials
properties that apply to Earth problems. The Earth’s

core plays a central role in the evolution and
dynamic processes within the planet. However,

answers to some of the most fundamental properties

of core remain elusive (e.g., its temperature, chemical
composition, crystalline phases, elasticity, and

magnetism). As the major constituents of the core,
iron and its alloys hold the key to answering these

problems, and understanding their high P–T beha-

vior has been a focus of mineral physics since the
seminal 1952 work of Francis Birch (Birch, 1952). In

1964 Taro Takahashi and William A. Bassett used

X-ray diffraction (XRD) in the DAC to determine
the high-pressure crystal structure of iron, and
discovered the hexagonal close packed (h.c.p.) poly-

morph (Takahashi and Bassett, 1964). In the process
they also helped initiate what has become the extre-
mely fruitful application of XRD in a DAC for
mineral physics studies. Pioneering investigations of
the iron melting curve with laser-heated DACs

(Boehler, 1993; Saxena et al., 1993; Williams et al.,
1987) and the high P–T iron phase diagram with
simultaneous laser-heating and synchrotron X-ray
diffraction (Andrault et al., 1997; Saxena et al., 1995;

Yoo et al., 1995) have generated a great deal of excite-
ment, as well as controversy (Anderson, 1997). This
in turn has become a main driving force for advance-
ment and improvement of these techniques. Indeed,

the ‘mission to the Earth’s core’ (Stevenson, 2003) has
united observational, theoretical, and experimental
geophysics (Hemley and Mao, 2001a; Scandolo and
Jeanloz, 2003), and enriched each discipline through
interactions and feedback. Geophysical observations

uncovered surprising inner-core properties such as
seismic anisotropy, super-rotation, and magnetism
(Glatzmaier and Roberts, 1996; Niu and Wen,
2001; Romanowicz et al., 1996; Song and Helmberger,

1998; Song and Richards, 1996; Su et al., 1996).
Geodynamicists proposed theories to interpret
these observations (Buffett, 2000; Buffett and Wenk,
2001; Karato, 1999; Olson and Aurnou, 1999).

Ab-initio theoretical calculations (Alfé et al., 1999,
2000; Belonoshko et al., 2003; Laio et al., 2000;
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Steinle-Neumann et al., 2001; Stixrude and Cohen,
1995; Vocadlo et al., 2003) were applied to predict
the melting, phase stability, elastic anisotropy, and
magnetism of iron beyond experimental capabilities.
Novel DAC techniques have been developed to over-
come previous limitations and provide direct,
experimental answers on the properties of high P–T

iron and iron alloys (Dubrovinsky et al., 2000; Fiquet
et al., 2001; Lin et al., 2002; Mao et al., 1998b; Mao et al.,
2001; Merkel et al., 2000; Wenk et al., 2000).

2.09.1.3 Multiple Radiation Probes

Unique advantages of the DAC as a static high-
pressure apparatus include the maximum pressure
attainable, as well as pressure accuracy, and most
importantly the multitude of in-situ analytical probes
that can be used to study the DAC sample environ-
ment. Diamond is transparent to electromagnetic
radiation from microwaves, the far infrared (IR), the
visible (VIS), and the ultraviolet (UV) up to the dia-
mond bandgap at 5 eV. Diamond is opaque between
5 eV and soft X-rays up to 5 keV, and is then transpar-
ent again to X-rays and �-rays above 5 keV. Diamond
is transparent to neutrons but opaque to other particles
which require vacuum, such as electrons, ions, and
protons. Nonpenetrating radiation between 5 eV and
5 keV which requires vacuum and is therefore incom-
patible with the high-pressure environment is
restricted to ex situ studies of samples quenched from
high P–T environment, or have to be replaced with
equivalent probes, such as inelastic scattering.

When monochromatic optical (from IR to UV) or
X-ray photons with frequency �L, is scattered by the
sample, most of the scattered photons keep the ori-
ginal frequency (elastic scattering), but some show
peaks at frequencies shifted (inelastic scattering) by
the addition or subtraction of �E which is the energy
difference between the excited and ground states of a
specific vibrational or electronic transition of the
sample, that is, �¼ �L��E (Stokes) or �¼
�Lþ�E (anti-Stokes). Elastic scattering is used in
X-ray diffraction and optical imaging, reflection, and
absorption spectroscopies. Inelastic scattering
includes optical Raman and Brillouin spectroscopies
and various phonon and electron X-ray spectrosco-
pies. Together these types of interactions between
incident photons and the sample provide a broad
range of tools for materials characterization.

Optical, X-ray, and neutron radiation provide
complementary probes. For instance, inelastic scat-
tering of light (Brillouin spectroscopy), X-rays, and

neutrons can all be used to study phonon dynamics;
each technique has its unique merits and limitations.
Optical DAC studies can be conducted with labora-
tory-scaled light sources, lasers, and spectrometers;
state-of-the-art X-ray or neutron studies generally
require synchrotron or neutron sources at large user
facilities. Both optical and neutron radiations are low
in energy (�eV) and have high-energy resolution;
X-rays are high in energy (>5 keV) and have low-
energy resolution. X-rays and neutrons have short
wavelengths comparable to unit cell dimensions
and thus access a large region of reciprocal space
(q¼ 4�sin �/�, where � is the scattering angle, and
� is the wavelength) to the Brillouin zone edge and
beyond; optical radiation has much longer wave-
lengths, and is thus limited to a very small range
near q¼ 0 at the Brillouin zone center. Optical radia-
tion requires clear, colorless windows, and can easily
be scattered, refracted, or blocked by interfaces and
minor amounts of dark impurities; X-rays can pene-
trate light element (low Z number) anvils and gaskets
regardless of interfaces and additional materials; neu-
trons have great penetration power through most
materials. Optical and X-ray beams can be focused
down to micrometer-sized spots for probing minute
samples at ultrahigh pressures; neutrons lag behind
in microbeam development and are limited
to >100 mm-sized samples.

2.09.2 Generation and
Characterization of High Pressures

2.09.2.1 Anvils and Axial Windows

Anvil devices (Figure 3) are used for reaching pres-
sures of the mantle transition zone (>13 GPa) and
higher. The anvil is a rigid body consisting of a
small pressure-bearing tip on one end that expands
to a large base at the other end. The force applied to
the low-pressure base (table facet) of opposing anvils
is transmitted directed to the small tip (culet facet)
where the pressure intensification is inversely propor-
tional to the culet/table area ratio, because pressure is
defined as force per unit area. The maximum achiev-
able pressures in an anvil device depend upon the
anvil material and the anvil geometry. Colorless,
defect-free gemstones are ideal anvil materials
owing to their exceptional strength and window
qualities. Maximum pressures of 16.7, 25.8, 52, and
300–550 GPa have been reported for cubic zirconia
(Xu et al., 1996a), sapphire (Xu et al., 1996b), moissa-
nite (Figure 3) (Xu and Mao, 2000), and diamond
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anvils (Xu et al., 1986), respectively in an opposing

anvil geometry where the anvils can also act as axial

windows (i.e., parallel to the compression axis).
If the anvils were truly rigid bodies, they would be

capable of sample compression up to the fracture

limit of the anvil. In practice however, all anvils,

including diamond, deform elastically and develop

a cup (Figure 4) resembling the geometry of a

‘toroidal cell’ (Khvostantsev et al., 1977). The cupping

increases with pressure; while this has the desirable

effect of providing a larger space for the sample and a

flatter pressure gradient, that also has an adverse

effect in that eventually the rims of the two anvils

touch, and the pressure ceases to rise with further

increases of force. Despite this effect, flat-culet anvils

have reached megabar pressures (100 GPa) in 1976

(Mao and Bell, 1976) and a maximum reported

pressure of 140 GPa (Yagi and Akimoto, 1982). In

order to extend the pressure limit, bevels or convex

shapes are added to avoid the touching rim. Beveled

anvils with the optimum center flat: outer circle ratio

of 1:3–1:10, and a bevel angle of 8.5� can reach

Table

Culet

Gasket Sample
chamber

Force

Figure 3 The principle of DAC. Bottom right: A large moissanite anvil is compared with the DAC.
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Figure 4 Top left, two flat culets compressing the gasket and producing the smoothly rising pressure profile underneath.

Top second left, culets cupping under high pressures and producing sharply rising pressure gradient at rim. Bottom left,
culets with 17� bevel angle flattened elastically when central pressure reached 300 GPa (Hemley et al., 1997). Center,

diamonds aligned on piston and cylinder which guide the compression on the gasket. Far right, details of the beveled

diamond and indented gasket.
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200–300 GPa before the bevel flattens as shown by
X-ray imaging experiments (Hemley et al., 1997) and
finite-element calculations (Merkel et al., 1999).

In addition, the potential of the many exceptional
properties of diamond is only partially expressed in
natural specimens, but can be optimized in synthetic
processes. By varying chemical dopants in the labora-
tory, the electronic behavior of diamond can be
altered from a wide-gap insulator to a p- or n-type
semiconductor (Haenen et al., 2004; Suzuki et al.,
2004; Tajani et al., 2004) to a superconductor
(Ekimov et al., 2004). Ultrahigh-purity synthetic dia-
monds open clear optical windows to radiation from
the UV to far IR for transmission and inelastic scat-
tering studies with exceedingly low background.
Isotopically pure synthetic diamonds provide the
highest known thermal conductivity. Defect-free,
synthetic, single-crystal diamonds (Sumiya et al.,
2005) can achieve a level of perfection unmatched
by natural diamonds rivaling perfect silicon single
crystals. For diamond anvil application, the apparent
hardness and toughness limits the maximum pres-
sures attainable and is therefore more important
than the absolute hardness which in practice is
unreachable due to the weak cleavage (Brazhkin
et al., 2004). Synthetic single-crystal (Yan et al.,
2004) or polycrystalline diamonds (Irifune et al.,
2003) with properly randomized defects that hamper
the propagation of cleavage show greater apparent
hardness and toughness than diamonds in which the
strength is dictated by cleavage. Exploration of these
properties may unleash the full power of diamond
anvils and revolutionize the field of high-pressure
experimental geophysics and geochemistry.

This exciting prospect has only been limited by
our ability to synthesize sizable single-crystal dia-
mond at affordable cost and within reasonable time.
The cost and availability of natural single-crystal
diamonds limits their anvil size to typically
0.25–0.3 ct (1 ct¼ 0.2 gm) although the largest dia-
mond used as an anvil was 4 ct (Glazkov et al., 1988).
Two existing methods, high-pressure/high-tempera-
ture (HPHT) and chemical vapor deposition (CVD),
have been used to grow single-crystal diamond. The
HPHT method is very expensive (more than natural
single-crystal diamond) and slow, and is practically
limited to sizes of 2.5–3 ct. The CVD epitaxial pro-
cess has been successfully used for overlaying circuits
on anvil tips for electromagnetic measurements
( Jackson et al., 2003, 2005a) and depositing isotopi-
cally pure 13C as a pressure sensor (Qiu et al., 2006).
The very rapid growth CVD process (Yan et al., 2002)

has produced diamond anvils that reached 200 GPa
(Mao et al., 2003b) and a 10 ct size single-crystal
diamond (Ho et al., 2006) that could be used for two
orders of magnitude larger samples than presently
available at megabar pressures.

2.09.2.2 Gasket and Side Window

Gaskets in anvil devices serve four critical functions:
(1) providing lateral support to protect anvil tips,
(2) building a gradient from ambient to the peak
pressure, (3) encapsulating the sample, and (4) pro-
viding an alternative window for X-ray and neutron
probes. Outside the diamond culet area, the gasket
forms a thick ring that supports the anvils like a belt,
without which the anvils would not survive above
30–40 GPa. The effectiveness of the support depends
on the tensile strength and thickness of the gasket.
Between two parallel culets the thin, flat portion of
the gasket sustains a large pressure gradient from the
minimum stress at the edge of the culet to the max-
imum stress at the center. The gasket thickness, t,
does not depend upon its initial thickness but is
rather a function of the shear strength of the material,
	, and the pressure gradient along the radius r,
qP=qr (Sung et al., 1977).

t ¼ 2	= qP=qrð Þ ½1�

Different materials are used as gaskets to optimize
specific functions and experimental goals. Hardened
steel is used as an all-purpose gasket material. High-
strength rhenium is used for experiments requiring
large thickness or high temperature. Composite gas-
kets can be constructed to optimize different functions
at different parts of the gasket, for example, insulating
inserts (MgO or Al2O3) are added to metallic gaskets
for introduction of electrical leads into the high-pres-
sure region. Using a composite gasket which includes
diamond powders or a diamond coating on the central
flat region of the gasket greatly increases the shear
strength and can increase the gasket thickness by 2–3
times (all other factors remaining constant) (Zou et al.,
2001). Since the sample volume in a DAC is defined
by the gasket thickness and the hole (sample chamber)
diameter in the gasket, doubling the thickness of the
sample chamber effectively doubles the sample
volume. To eliminate the grain boundary fracture
and to avoid interference of XRD patterns from
high-Z crystalline gasket materials, high-strength
bulk metallic glass has been used as a gasket to above
100 GPa (He et al., 2003). Sample reaction must also be
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carefully considered when choosing gaskets especially
with highly reactive samples like hydrogen peroxide
(Cynn et al., 1999).

X-ray and neutron radiation can penetrate appro-
priate gasket materials and probe DAC samples in an
equatorial or radial geometry (i.e., perpendicular to
the compression axis) (Mao et al., 2001). The gasket
materials are chosen for mechanical strength and
transparency and low scattering background
(Figure 5). For X-ray studies, high-strength beryl-
lium (Mao et al., 1998b) (ultimate tensile strength,
517 MPa; micro-yield strength 68.9 MPa), amor-
phous boron epoxy inserts (Lin et al., 2003b) with
kapton belts (Merkel and Yagi, 2005) and com-
pressed, superhard graphite (Mao et al., 2003a)
inserts with beryllium belts (Mao et al., 2006c) have
been used to reach megabar pressures. With mutually
canceling neutron scattering factors and high
strength, the Ti52/Zr48 zero scattering alloy is used
as a DAC gasket for neutron diffraction (Ding et al.,
2005).

2.09.2.3 Samples and Pressure Media

When a solid sample is surrounded by a fluid medium
during compression, it is subjected to a hydrostatic

pressure, that is, the stress is uniform in all directions.

At sufficiently high pressures, all fluids solidify with

liquid helium solidifying at the highest pressure of

11 GPa (Besson and Pinceaux, 1979). Pressure is then

transmitted through solid media. Solids have finite

strength and cause pressure anisotropy or nonhydros-

taticity, which refers to directional deviatoric stress at

a point, and pressure gradients or inhomogeneity,

which refers to the variation of stress conditions at

different points in the sample. It is often desirable to

eliminate or to reduce the pressure anisotropy and

inhomogeneity, and pressure media are chosen for

their low strength and chemical inertness in relation

to the sample. A mixture of methanol–ethanol is

commonly used in the DAC as a fluid medium to

10 GPa (Piermarini et al., 1973) above which its

strength rises sharply. Inert-gas solids are commonly

used as pressure media to produce quasihydrostatic

conditions up to 8 GPa in argon, 20 GPa in neon (Bell

and Mao, 1981) and over 100 GPa in helium

(Dewaele and Loubeyre, 2005; Loubeyre et al., 1996;

Takemura and Singh, 2006).
Gas pressure media can be loaded by placing the

entire DAC in a large gas pressure vessel with the

sample in a slightly opened gasket hole. The gas is

pumped into the vessel to a nominal pressure of

Figure 5 Panoramic DAC with Be gasket. The radial path has larger opening and is much less absorbing to the probing

X- radiations than the axial path because of the low absorption coefficient of Be.
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200 MPa which fills the DAC sample chamber, as
well as the surroundings. A feed-through mechanism
is then used to close the DAC sample chamber and
seal the sample in the gas medium inside the gasket.
The high-pressure gas-loading method (Mills et al.,
1980) has the advantage of being able to load gas
mixtures without phase separation and low melting
temperature gases such as He, H2, and Ne, without
trapping bubbles in the gasket, but uses a significant
quantity of gas at high pressures which requires rig-
orous safety precautions. A simple alternative is to
use liquid nitrogen cooling to liquefy gases inside the
DAC. This method is used extensively for loading
argon as a gas medium, and has the advantage for
loading expensive and rare gases in ‘ml’ quantities
(e.g., 83Kr (Zhao et al., 2002)). When properly quanti-
fied, experiments under deviatoric stress can provide
rich additional information about strength, elasticity,
and rheology that are unavailable with hydrostatic
experiments. The uniaxial compression of a DAC is
ideal for quantitative study of deviatoric stress at
ultrahigh pressures (Singh et al., 1998a; 1998b). With
radial XRD the incident X-rays are directed perpen-
dicular to the compression axis (i.e., through the
gasket), allowing for measurement of how the
d-spacings vary with 
, the angle between scattering
direction and the compression axis. The difference in
d-spacings obtained from the 
¼ 0� and 
¼ 90�

gives the deviatoric strain, Q ¼ ðd0� – d90� Þ=3dP,
where dP ¼ ðd0� þ 2d90� Þ=3 is the d-spacing under
hydrostatic pressure 	P ¼ ð	3 þ 2	1Þ=3, where 	3

and 	1 are axial and radial stresses, respectively.
With the hydrostatic equation of state (EOS), these
data can be used to determine the deviatoric stress
t ¼ 	1 – 	3. The maximum uniaxial stress t sup-
ported by a material is determined by its strength;
that is, t ¼ 	y ¼ 2� , where 	y and � are the yield
and shear strengths of the material, respectively. It is
often assumed in high-pressure experiments that
t ¼ 	y; however, in general t varies with sample

environment and the equality (von Mises condition)
is true only if the sample is observed to plastically
deform under pressure. In Figure 6 using this
method, we demonstrated that the strength of argon
could reach 2.7 GPa at 55 GPa (Mao et al., 2006a).

2.09.2.4 DAC Body

The main functions of the DAC body are to advance
the anvils toward one another while allowing sample
access to analytical probes. Dozens of DAC designs

with different materials (most commonly hardened

steel), sizes, shapes, aspect ratios, and openings of the

DAC body have been devised to optimize for specific

measurements at varying P–T conditions. For

instance, cobalt-free steel is used to reduce neutron

activation of the DAC, Be seats are used for single-

crystal XRD, wide axial openings are used for

Brillouin spectroscopy, and panoramic, radial open-

ings are used for radial XRD, neutron diffraction, and

X-ray spectroscopy (Figure 7). High- (Bassett, 2003)

or low-temperature (Kawamura et al., 1985; Pravica

and Remmers, 2003; Silvera and Wijngaarden, 1985)

alloys are used for DACs operated at extreme tem-

perature conditions. Special nonmagnetic materials,

including Be–Cu alloys (Okuchi, 2004; Timofeev

et al., 2002), plastics (Matsuda et al., 2004), and cera-

mics (Yamamoto et al., 1991), are used for making

DACs for magnetic measurements. Miniature DACs

less than 1 cm in size (Eremets and Timofeev, 1992;

Mito et al., 2001; Sterer et al., 1990; Tozer, 1993) have

been developed to fit in the limited spaces defined by

analytical probes, for example, in the 1 cm bore of the

spindel for magic-angle-spin nuclear magnetic

resonance (NMR) studies (Tozer, 2002).
For operation in a moderate pressure range

<10 GPa, the diamond alignment requirements are

not critical, and the DAC design can be focused on

ease of operation with maximum access for in situ

probes (e.g., Merrill and Bassett, 1974; Oger et al.,
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significantly smaller.
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2006). For ultrahigh-pressure operation >30 GPa,

preservation of the perfect alignment of the anvils

during the compression process is absolutely crucial.

To push the anvils together requires rigid, friction-

less, linear displacement without wobbling or lateral

shifting. This is accomplished by close fitting of the

hardened steel piston and cylinder to mm accuracy

(Mao and Bell, 1976). The same design principles are

retained to keep the perfect alignment while max-

imizing optical and X-ray access through the axis in

symmetric DACs (Mao et al., 1998a) or through the

radial directions in panoramic DACs (Mao et al.,

2001).
The highest stress point of the body is at the table

side of the two anvils which are supported by high-

strength seats made of tungsten carbide or cubic

boron nitride (c-BN). Opposing diamond anvil culets

must be aligned to a lateral accuracy of 1–2% of the

culet diameter and parallellism within 0.5–1 mrad.

This alignment is achieved by two half-cylindrical

seats (rockers) perpendicular to each other (Mao and

Bell, 1976), or alternatively hemispherical and flat

disc seats, to provide two-dimensional tilt and trans-

lation alignment capability. More recent designs

require manufacturing anvils, seats, and the DAC
body to a parallelism of � 0.5–1 mrad. Then tilt or
rocking alignment is no longer necessary, and the
rockers are simplified to two flat disks with only
translational alignment (Mao et al., 1994). Seats
made of another single-crystal diamond backing
plate (Yamanaka et al., 2001), conical seats that are
supported at the conical side surrounding the table
(Boehler and De Hantsetters, 2004), and a combina-
tion of the conical seat and diamond backing plate
(Krauss et al., 2005) have been used successfully to
reach high pressures while maintaining very large
axial openings.

2.09.2.5 Compression Mechanism

Diamond anvils are typically compressed mechani-
cally by screws and springs directly or with an
additional lever arm arrangement (Mao et al., 1994),
or pneumatically by a diaphragm (Daniels and
Ryschkewitsch, 1983) or membrane (LeToullec
et al., 1992). Relative to a pneumatic system, the
mechanical screw-spring system has the advantages
of: (1) stability (a cell has been kept at constant
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Figure 7 Various types of DAC optimized for specific functions as marked.
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pressure at 200 GPa since 1986) without the concern
of gas leak, (2) ease of transportation under high
pressures, (3) low-temperature operation unlimited
by the freezing point of the pneumatic gas, (4)
accommodating large displacement without rupture
of membrane, and (5) simplicity and low cost without
the attachment of gas bottle and control. A pneuma-
tically controlled membrane, on the other hand, has
the advantages of remote and quantitative control of
force increment without having to dismount or
disturb the DAC.

Another option for remote pressure increment is
the attachment of a motor-driven gearbox to a
mechanical screw-spring system (Figure 8). A motor-
driven DAC was used to increase pressure remotely
up to 230 GPa while taking XRD patterns in 1–2 GPa
steps. 142 XRD patterns were collected over 3 h
demonstrating not only the efficient pressure change
possible, but also the potential for fine pressure and
temporal resolution (Mao and Mao, 2006). Besides
providing detailed P–V EOS measurements, this type
motor-driven DAC could find application for time-
dependent strain measurements and for experiments
which require precise pressure resolution.

2.09.2.6 Pressure Calibration

For pressures above several GPa, the only viable
primary pressure standard is the pressure-volume
(P–V) EOS which can be derived from independent

determination of a pair of EOS parameters. In shock-
wave measurements, the pair of variables are particle
velocity (UP) and shock velocity (US), from which the
pressure–density relations are calculated. Such direct
determinations of pressure are called primary stan-
dards. Once calibrated against a primary standard,
any other pressure-dependent variable can be used
as a secondary standard for pressure determination.
Secondary standards are chosen for their accessibility
and resolution. For the widely used ‘ruby scale’, tiny
ruby grains are added in the sample chamber
(Piermarini et al., 1975), and the pressure-shift of
the ruby fluorescence wavelength can be easily
probed with a laser beam through the diamond win-
dows. The ruby scale has been calibrated against
shock wave primary standards of Ag, Cu, Mo, and
Pd without a pressure medium up to 100 GPa (Mao
et al., 1978), and against Ag and Cu in an argon
pressure medium up to 80 GPa with � 6% uncer-
tainty in pressure (Mao et al., 1986). With the
improvement of XRD accuracy, the precision of
pressure determination from each of the six primary
standards, that is, Al, Au, Cu, Pt, Ta, and W, was
greatly improved (Chijioke et al., 2005; Dewaele et al.,
2004) but the spread of pressures determined from
different standard is still as large as 6%, reflecting the
need for improving the primary scale.

With improvements in spectroscopic techniques,
the precision of ruby measurements and other sec-
ondary scales can now resolve 0.2–1% in pressure,

Gear box
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Diamond
anvil cell
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springs
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arms

Figure 8 Motorized lever-arm DAC assembly. Left, picture. Right, mechanical drawing. From Mao WL and Mao HK (2006)

Ultrahigh-pressure experiment with a motor-driven diamond anvil cell. Journal of Physics: Condensed Matter 18: S1069–S1073.
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but the shock-wave primary calibration that they rely
on still carry a 5% uncertainty in pressure which
becomes the limiting factor for accuracy. Recently,
a new pair of variables has been chosen to improve

the accuracy of pressure calibration for anvil devices.
They are the density (�) measured with XRD and the
acoustic velocity (V
) measured with the ultrasonic
method or Brillouin scattering on the same sample
under the same compression conditions (Mao and

Hemley, 1996). Pressure is derived directly by

P ¼
Z

V 2

d� ½2�

The resultant P–� relation is a primary pressure
standard. Such measurements have been carried out
on the MgO pressure standard in a helium pressure

medium as a primary standard (Figure 9(a)) which
was used for calibration the following ruby scale with
1% pressure accuracy up to 55 GPa at ambient tem-
perature (Zha et al., 2000, 2004)

PðGPaÞ ¼ A=Bð Þ 1þ ��=�0ð Þ½ �B – 1
� �

½3�

where A¼ 1904 GPa, B¼ 7.715, and �� is the ruby
fluorescence wavelength shift from its ambient pres-
sure value �0 (Figure 9(b)).

In summary, the present pressure calibration is
robust to � 6–10% accuracy. A high-pressure com-
munity effort is underway to improve the primary

calibration by improving the shock-wave equations
of state, ab initio calculations, or simultaneous

measurements of � and V
 at higher pressures and
temperatures. In DAC, � can be determined by X-ray
diffraction to an accuracy of 0.2%, and V
 can be
determined by single-crystal Brillouin spectroscopy
(Section 2.09.4.4), impulsive stimulated light scatter-
ing (Section 2.09.4.4), or phonon inelastic X-ray
spectroscopy (Section 2.09.5.9) to an accuracy of
1%. Secondary scales based on X-ray diffraction
and optical spectroscopy (e.g., Raman shift of cBN
(Goncharov et al., 2005)) are pursued for the goal of
1% accuracy and precision in pressure with the
propagation of errors from various sources.

2.09.3 Temperature

2.09.3.1 Resistive Heating

XRD up to 1100 K and 100 GPa has been measured
using electrical resistance coils external to the dia-
mond anvils (Fei and Mao, 1994) (Figure 10). The
P–T conditions with external resistance heating are
well defined. The singularly high thermal conductiv-
ity of diamond results in temperature variations
within the sample chamber that are typically less
than�1 K. However stress-bearing components,
including the sample gasket, diamonds, diamond
seats, and a portion of the DAC body are also heated
which limits the maximum temperature for resistive
heating to 1500 K due to softening of these compo-
nents at high temperatures. Inert and reducing gases,
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such as argon with 5% H2, are used to avoid oxidiza-
tion of the diamonds and metallic gasket. Systematic
studies of P–V–T EOS, phase transitions of mantle
minerals have been carried out with external resistive
heating and simultaneous XRD over a wide P–T range.
External resistive heating techniques have been also
applied to DAC research in physics, chemistry, and
materials science, for example, Degtyareva et al. (2005)
and Gregoryanz et al. (2005). Over a lower pressure
range, external resistive heating of the DAC has been
used extensively for a full range of optical and X-ray
diffraction and spectroscopy studies of hydrothermal
fluids and solid (Anderson et al., 2002; Bassett et al.,
1993; Bassett, 2003).

To minimize heating of DAC components and
concentrate heating closer to the sample, the gasket
(Dubrovinsky et al., 1997, 2000) or the diamonds
(Burchard et al., 2003) can be used as the resistive
heaters. Even closer to the sample, internal resistive
heaters have been developed inside the DAC gasket
chamber. For electrically conductive samples, the
heater can be the sample itself. For instance, iron
wire or foil of 5–20 mm size has been heated by
passing electric currents up to its melting tempera-
tures for determination of melting and phase
transitions (Liu and Bassett, 1975; Mao et al., 1987a).
For insulating samples, a metallic wire placed inside
the gasket has been successfully used as an internal

heater for heating the silica sample in the tiny hole in
the wire for Raman spectroscopic studies up to
3000 K at 10 GPa (Zha and Bassett, 2003).

2.09.3.2 Laser Heating

Temperatures in excess of 5000 K (Weathers and
Bassett, 1987) can be achieved for samples under
pressure in DACs by heating with high-power IR
lasers (Bassett, 2001; Ming and Bassett, 1974). Due to
the transient nature of laser heating (LH) and the steep
temperature gradients (from the maximum tempera-
ture to ambient over 20mm radial distance and even
steeper axial gradients), in the past contradictory
results have been reported by different laboratories,
causing confusion about the LH technique. Recently
significant progress in shaping and defining the tem-
perature distribution in LHDACs has been made.
With a ‘double hot-plate’ system, which exploits opti-
mal laser characteristics, sample configuration, and
optical arrangement, the LH method is approaching
the accuracy of other high P–T techniques using
internal heaters. In this method, a multimode
yttrium–aluminum garnet (YAG) laser, typically
20–100 W total power, provides a flat-top power dis-
tribution at the focal spot (Mao et al., 1998a; Shen et al.,
1996). The method is further improved by the mixing
of two yttrium lithium fluoride (YLF) lasers in TEM00
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Figure 10 External resistive heating of a DAC with lever arms.
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and two in TEM01 modes, to create a flat temperature

distribution better than 1%. A hot-plate configuration

is created when the heat generation and temperature

measurement are concentrated at the planar interface

of an opaque sample layer and transparent medium.

The heating laser is split into two beams that pass

through the opposing diamond anvils to heat the

high-pressure sample simultaneously from both sides.

The axial temperature gradient in the sample layer in

the DAC is eliminated within the cavity of the two

parallel hot plates. Variations of double-side LH sys-

tems have been integrated with most synchrotron

DAC beamlines (Liu et al., 2005; Schultz et al., 2005;

Shen et al., 2001; Watanuki et al., 2001) for in situ X-ray

studies at simultaneous high P–T (Figure 11). These

systems have led to major discoveries of new lower-

mantle phases (Kuwayama et al., 2005; Mao et al.,

2006c; Murakami et al., 2004).
The LHDAC technique requires an opaque, laser-

absorbing sample and does not couple with transpar-

ent samples. This problem has been overcome for

solid samples by mixing inert laser absorbers, or for

fluid samples by using a metallic foil with a high

melting point (Pt, Re, or W of 5–15 mm in thickness)

as the laser absorber which in effect turns into an

internal furnace (Lin et al., 2004b). A small 10–20 mm

diameter hole is drilled into the foil which is placed

inside a gasket chamber filled with the transparent

samples and then compressed to high pressures

(Figure 2). A YLF laser beam of 30 mm in diameter
is centered at the hole and heats the peripheral metal
foil around the small hole; the heated part forms a
donut-shaped furnace effectively heating the trans-
parent sample inside. Transparent samples such as
CO2 have been heated up to 1600 K and 65 GPa,
indicating the high heating efficiency of the internal
donut furnace method.

The progress of LHDAC has been marked by
waves of breakthroughs and debates and is a good
example of the general progress of most DAC techni-
ques. The first application of Ming–Bassett LH
technique for determination of Fe melting tempera-
ture at the core conditions (Williams et al., 1987)
generated a great deal of excitements. It was followed
by the well-known debate that (Boehler, 1993)
reported much lower melting temperatures with
LHDAC. In 1995, the Royal Society of London
Workshop was organized to discuss detailed
problems on temperature gradients, temperature mea-
surements, optical aberrations, and melting criteria
that resulted in a comprehensive symposium volume
(see Jephcoat and Besedin, 1996). The problems were
mostly eliminated by subsequent development of new
techniques. For instance, double-side LH with flat-top
power profile was developed to eliminate the tem-
perature gradient (Shen et al., 1996), and in-situ X-ray
diffraction was developed for positive identification of
phases (Saxena et al., 1995; Yoo et al., 1995). These
techniques were further refined, and in 2000, another
community workshop was organized to discuss these
advances in LHDAC (see Shen et al., 2001). General
consensus for iron melting has been reached to at least
100 GPa (Ma et al., 2004). However, many readers may
still only be aware of the debate a decade ago. Most
recently, high-power fiber lasers with much higher
power (100–1500 W), and superior stability, collima-
tion, and flexibility have become available. This new
capability will certainly revolutionize the LHDAC
technique by lifting it to the next level of accuracy
and performance.

2.09.3.3 Cryogenic

Experiments at simultaneous high-pressure and low-
temperature conditions have less direct relevance for
deep-Earth behavior but are important for under-
standing icy bodies. Fundamental understanding of
high-pressure mineral physics, as well as constraints
for theoretical studies require cryogenic studies of
low-temperature phenomena. In principle, the use
of high-pressure instrumentation does not affect the
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lowest temperatures possible for simultaneous high-

pressure, low-temperature studies.
Cryogenic temperature, high-pressure conditions

are created by cooling the entire DAC in a liquid

nitrogen or helium flow cryostat which is specially

designed for pressure changes through long-stem

wrenches for lever-arm driven DAC or gas-line,
feedthrough for membrane DAC. The cryostat is

designed with feedthrough circuits for electro-

magnetic measurements and windows for IR, optical

Raman, and X-ray probes (Figure 12). Temperatures

down to 4.2 K have been routinely reached at multi-

megabar pressures (Eremets et al., 2001b; Goncharov

et al., 2001; Struzhkin et al., 2002), with a record low

temperature of 27 mK being reached in a dilution

refrigerator (Eremets et al., 2000).
The cryogenic DAC has been used extensively for

simulating interior conditions of icy satellites in stu-

dies of multiple phases of crystalline and amorphous

ices (Cai et al., 2005; Yoshimura et al., 2006a, 2006b),

clathrates (Mao et al., 2002), and simple molecular
compounds (Mao et al., 2005b). The high-pressure,
low-temperature study of Earth and planetary metals
(Shimizu et al., 2001), gases (Eremets et al., 2001a;
Goncharov et al., 2001; Loubeyre et al., 1993), and
ices also provides the fundamental mineral physics
basis for understanding theories and predictions of
their behaviors at extreme high P–T conditions. In
addition, the cryogenic DAC is an important tool for
low-temperature physics especially for novel super-
conductivities (Eremets et al., 2001b; Hemley and
Mao, 2001b; Shimizu et al., 2002; Struzhkin et al.,
1997; Struzhkin et al., 2002).

2.09.3.4 Temperature Measurement

For external resistive-heating or cryogenic experi-
ments, a large portion of the DAC is heated or
cooled to a uniform temperature that can be simply
measured by attaching thermocouples at strategic
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spots on or near the diamonds. For internal resistive-
heating or laser-heating experiments, the temperature

gradient can be very steep, and the peak temperatures

are determined by noncontact, optical pyrometers
with mm resolution. Optical probes through the

strained, highly dispersive diamond windows often
suffer from chromatic aberration, spherical aberration,

and astigmatism that introduce errors and controver-

sies in determination of temperature on the steep
temperature gradient slope. Fortunately the problems

diminish in regions where the gradients are small.
Therefore the double-side laser-heating method

with flat-top power distribution (from either multi-

mode or controlled mixture of TEM00 and TEM01

donut modes) has been developed to create a uni-

formly heated area at the peak temperature.
The accuracy and precision of temperature mea-

surements in the laser-heated DAC have improved

significantly with the use of spectral radiometry sys-

tem (Shen et al., 2001). The thermal radiation
spectrum is fit to the Planck radiation function to

determine the temperature:

I� ¼ c1"��
– 5 exp 1 – c2=�Tð Þ½ � ½4�

where I� is spectral intensity, � wavelength, "� emis-
sivity, and two constants c1¼ 2�hc2¼ 3.7418� 10�16

W m2 and c2¼ hc/k¼ 0.014388 mK, where h is Planck
constant, c speed of light, and k Boltzmann constant.
The system response is calibrated by a tungsten
ribbon lamp with a known relationship between radi-
ance and power setting based on National Institute
for Standards and Technology (NIST) standards.
Temperatures on two sides are measured separately
with an imaging spectrograph and CCD and equal-
ized by controlling the ratio of beam splitting. Above
1500 K, the use of blackbody spectral radiometry for
primary temperature calibration is intrinsically
superior to the use of a thermocouple which is a
secondary calibration and is affected by the stress
effect on the EMF and contaminants (Mao et al.,
1971). In addition, the spectral radiometry measure-
ments provide a real-time nonintrusive probe of
continuous temperature profile while thermocouples
provide an intrusive point measurement. Uniform
temperatures of 3000 K ( �20) K have been achieved
in a high-pressure sample of 15 mm diameter� 10 mm
thickness. A significantly finer X-ray microprobe
beam has been used for in situ characterization of
the sample at these uniform P–T conditions. For
example, phase relations and melting of iron and
FeO have been studied at high P–T conditions of

the Earth’s geotherm (Lin et al., 2003a).
Measurements of FeO to 2200 K and 90 GPa show
that the (subsolidus) boundary between the B1 (NaCl
structure) and the metallic B8 (NiAs structure)
phases has a significant positive slope.

A major source of error in spectral radiometry is
the uncertainty of the emissivity which is sample
dependent and has rarely been characterized as a
function of wavelength and pressure (Benedetti and
Loubeyre, 2004). The problem is especially severe
for transparent samples which have very low emis-
sivities and are far from being ideal black bodies.
Another optical probe has been developed for tem-
perature determination of transparent samples from
the intensity ratios of the anti-Stokes/Stokes excita-
tion pairs of Raman spectra (Lin et al., 2004b; Santoro
et al., 2004). The Stokes and anti-Stokes peak inten-
sities are proportional to the populations in the
ground and excited states, respectively, and thus
depend on the temperature according to the
Boltzmann distribution:

IA=IS ¼ �A=�Sð Þ4 exp ��=kTð Þ½ � ½5�

where IA and IS are the measured intensities of the
anti-Stokes and Stokes peaks, respectively, �A and �S

are the frequencies of the anti-Stokes and Stokes
peaks, respectively, and �� is the relative Raman
shift of the Stokes peak from the excitation laser
frequency. In-situ Raman spectroscopy by laser-heat-
ing represents a powerful technique for characterizing
high P–T properties of molecular compounds present
in planetary interiors (Lin et al., 2004b; Santoro et al.,
2004).

The principle of using the Boltzmann distribution
and anti-Stokes/Stokes ratio for temperature determi-
nation works regardless of whether the excitation
photon is in the sub-eV optical range or in the 10
keV X-ray range. The anti-Stokes and Stokes sides of
the phonon excitation spectra of a laser-heated 57Fe
sample in a laser-heated DAC were obtained with
nuclear resonant inelastic X-ray scattering spectro-
scopy yielding accurate, independent, temperature
determination up to 1700 K at 73 GPa (Lin et al., 2004c).

2.09.4 Optical Probes

Through focusing microscope lens, the clear, color-
less, single-crystal diamond windows allow many
optical measurements with different geometry.
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Figure 13 shows a generic high-pressure microspect-
rometer: transmission (or absorption) spectroscopy is
conducted by focusing the light beam from bottom
through the sample and received by the top micro-
scope lens; reflective, Raman and fluorescence
spectroscopy, with incident beam through the top
lens and scattered beam back through the same lens;
Brillouin spectroscopy, with the two beams at a fixed
angle. The scattered beam is collected and analyzed
by the corresponding spectrometers. Although the
details vary slightly, this universal approach has
been adopted for many decades in DAC research.

2.09.4.1 Optical Absorption

Between the UV to IR regions of the electromagnetic
spectrum, the color of minerals reveals a wealth of
physical and chemical information. The optical
appearance of ‘colorful’ minerals changes as the
underlying properties are altered under pressure.
These changes can be monitored through a modified
transmission and reflectance polarizing microscope
and analyzed by spectrometers. High-pressure melt-
ing, crystallization, and phase transitions can often be

identified visually by movements of grain boundaries

and changes of reflectivity, textural, morphology, and

refractive indices (Bassett and Takahashi, 1965; Mao

et al., 2006b; Takahashi and Bassett, 1964). High-

pressure dielectric properties are determined from

measurements of refractive indices with optical inter-

ferometry (Hemley et al., 1991). High-pressure

changes of single-crystal symmetry are revealed by

birefringence under crossed polarization or distortion

of shape and interfacial angles (Yagi et al., 1979).

High-pressure metal-insulator transitions also show

conductivity changes in optical range, for example, at

the aforementioned pressure-induced transition of

graphite to an insulating state, the graphite sample

becomes transparent (Hanfland and Syassen, 1989;

Utsumi and Yagi, 1991). Pressure-induced changes

of optical absorption spectra of transition elements in

minerals reveal the change of crystal-field stabiliza-

tion energy, oxidation states, site occupancy, d- or

f-electron spin state, or charge-transfer process and

affect radiative heat transfer, electrical conductivity,

and oxidation–reduction processes in the Earth’s

deep interior (Goncharov et al., 2006; Mao and Bell,

1972). Optical absorption spectra have been
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measured at pressures up to 80 GPa for the lower-
mantle oxide magnesiowüstite. At a pressure of about
60 GPa which corresponds to the high-spin to low-
spin transition of Fe2þ, absorption in the mid- and
near-IR spectral range was enhanced, whereas
absorption in the visible UV was reduced. These
results indicate that (Mg,Fe)O with low-spin iron
will exhibit lower radiative thermal conductivity
than (Mg,Fe)O with high-spin iron, which is an
important consideration for geodynamic models of
convection and plume stabilization in the lower man-
tle (Goncharov et al., 2006).

2.09.4.2 IR Spectroscopy

Type II nitrogen-free diamond windows are trans-
parent to IR radiation. Vibrational IR spectroscopy
provides detailed information on bonding properties
of crystals, glasses, and melts, thereby yielding a
microscopic description of thermochemical proper-
ties. IR measurements also provide information on
electronic excitations, including crystal-field,
charge-transfer, and excitonic spectra of insulators
and semiconductors, interband and intraband transi-
tions in metals, and novel transitions such as
pressure-induced metallization of insulators. The
advent of high-pressure synchrotron radiation IR
spectroscopy has revolutionized such studies. IR
radiation at the VUV ring of the National
Synchrotron Light Source (NSLS), for example, has
up to �104 times the brightness of a conventional
thermal (lamp) source. The significant enhancement
in our ability to probe microscopic samples provided
by this source makes it ideally suited to studies of
materials under extreme pressures. When coupled
with a Fourier transform infrared (FT-IR) interfe-
rometer and special microscopes for high-pressure
cells recent work has demonstrated a gain of up to
five orders of magnitude in sensitivity relative to a
grating system commonly used for high-pressure IR
measurements. Whereas enhanced flux can also be
achieved with new IR laser techniques (e.g., optical
parametric oscillators and diode lasers (Cui et al.,
1995)), the very broad spectral distribution, ease of
interfacing with a conventional FT-IR instrument,
and the picosecond time structure provide important
advantages over such techniques.

New synchrotron IR experiments have led to a
series of discoveries into the nature of Earth and
planetary materials at ultrahigh pressures (Hemley
et al., 1998). Study of dense hydrogen in a DAC led to
the discovery of a number of unexpected phenomena,

including striking intensity enhancements of vibra-
tional modes (Hanfland et al., 1993; Hemley et al.,
1994), an unusually complex phase diagram
(Goncharov et al., 1995; Mao and Hemley, 1994;
Mazin et al., 1997), and new classes of excitations in
the solid (Soos et al., 1995). This system is exceed-
ingly rich in physical phenomena and continues to be
a crucial testing ground for theories of condensed-
matter physics (Mao et al., 1994) and for planetary
modeling (Hemley and Mao, 1998). The behavior of
H2O-ice under pressure is important not only for
planetary science but is of broad fundamental interest
as well. It was predicted 35 years ago (Holzapfel,
1972) that under pressure ice should transform to a
very different structure in which conventional
hydrogen bonding is lost and the hydrogen atoms
are symmetrically disposed between the oxygens.
Synchrotron IR measurements have found that ice
is indeed profoundly altered at very high pressures.
At 60 GPa, synchrotron IR reflectivity measurements
show that the material transforms to a new structure
that has the spectroscopic signature of the symmetric
state (Goncharov et al., 1996). The new form of ice is
stable to record pressure of 210 GPa. Under these
conditions, ice is no longer a molecular solid but is
best described as a dense ionic oxide.

2.09.4.3 Raman Spectroscopy

Raman spectroscopy is widely used for characteriz-
ing structural, vibrational, and electronic properties
of minerals at high pressures (McMillan et al., 1996),
and can provide finger-printing diagnoses of high
P–T phases and melting. The appearance and inten-
sity of Raman peaks follow selection rules which are
governed by the symmetry of the transition, and the
shift of Raman peaks indicates a change in bonding or
electronic energy levels.

Developments in Raman spectroscopy technology
have taken quantum leaps in the past three decades:
from the scanning double-monochromator system in
the 1970s to the subtractive-grating filter stage and
dispersive spectrograph with a diode array detector in
the 1980s, to the single-grating imaging spectrometers
with notch filters and CCD detector in the 1990s. The
Raman spectrometer has been integrated with a cross-
beam (Mao et al., 1987b; Xu et al., 1986) or confocal
(Gillet, 1999) microscope to achieve three-dimensional
spatial resolution. New Raman spectrometers are much
more sensitive and compact, and thus easily coupled
DACs for measurement at ultrahigh pressures and
varying temperature (Goncharov and Struzhkin, 2003).
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Micro-Raman (Gillet, 1999; Mao et al., 1987b) was
the first technique that enabled in situ characterization

of samples at high P–T with �m spatial resolution. With

�E in the range of several cm�1 (1 cm�1¼ 8 meV) to

several thousand cm�1, Raman peaks are largely due to

molecular or lattice vibrations, but also cover some

electronic and magnetic excitations (Goncharov and

Struzhkin, 2003). Micro-Raman spectroscopy has been

used extensively as a structural probe for distinguishing

high-pressure polymorphs of the same composition, for

example, the identification of ikaite (Shahar et al., 2005)

and various crystalline and amorphous phases of silica

(Hemley et al., 1986) including the soft mode transition

from stishovite to the CaCl2 structure (Kingma et al.,

1995). Elastic properties can be deduced from Raman

measurement of lattice phonons as demonstrated by the

estimation of c44 modulus of h.c.p.-iron from the Raman

E2g phonon (Merkel et al., 2000) and an intermolecular

potential study based on the H2 Raman lattice phonon

(Hemley et al., 1990). Raman spectroscopy is the most

definitive diagnostic tool for the identification of spe-

cific molecules or molecular species. For instance, it

was used as the definitive evidence for the X-ray

induced breakdown of H2O into H2 and O2 at high

pressure (Mao et al., 2006b) (Figure 14). The multi-

plicity and shift of molecular Raman peaks have also

been used as diagnostic evidence for phase transitions in

simple molecular compounds (Mao et al., 2002; Santoro

et al., 2006; Somayazulu et al., 1996).

2.09.4.4 Brillouin Spectroscopy and
Impulsive Stimulated Light Scattering
Spectroscopy

Much of our information on the detailed structure of
the deep Earth has been derived from seismic obser-
vations in the form of wave velocities (i.e., in the
laboratory, velocities of acoustic waves in a crystal
can be obtained at high pressure with Brillouin spec-
troscopy (Bassett and Brody, 1977)), in which a laser
beam is scattered by the moving acoustic waves in the
sample and the Doppler shift of the laser frequency
reveals the wave velocity. Unlike Raman shifts which
are usually tens to thousands of wave numbers
(cm�1) from the elastic line, Brillouin shifts are
typically less than 1 cm�1. A multiple (3-6) pass
Fabry–Perot interferometer is typically used for
gaining the extremely high resolution and rejecting
the background caused by Raleigh scattering of the
laser line. By measuring velocities of a primary (long-
itudinal) wave, VP, and two secondary (shear) wave,
VS, as functions of orientation in a high-pressure
single crystal, the elasticity tensor (sij or cij ) can be
completely characterized. Refractive indices and
phase transitions at high pressure can also be inves-
tigated with Brillouin spectroscopy as by-products
(Brody et al., 1981).

Brillouin spectroscopy has been used extensively
for measuring elasticity tensor of major mantle
minerals and glasses to lower-mantle pressures. The
large database includes single-crystal forsterite
(Duffy et al., 1995b; Zha et al., 1996), (Mg,Fe)2SiO4

olivine (Zha et al., 1998), wadsleyite (Zha et al., 1997),
hydrous ringwoodite (Wang et al., 2006) pyrope,
grossular, andradite (Conrad et al., 1999), silicate per-
ovskite ( Jackson et al., 2004b, 2005c; Sinogeikin et al.,
2004), calcium oxide (Speziale et al., 2006), magne-
sium oxide (Zha et al., 2000), silica glass (Zha et al.,
1994), silicate glass (Tkachev et al., 2005a, 2005b), and
superhard nitrides (Tkachev et al., 2003). High-pres-
sure Brillouin spectroscopy yielded crucial
information of single-crystal elasticity of hydrogen
(Zha et al., 1993) and helium (Zha et al., 2004), the
major component in the solar system, and provided
experimental constraints to interior models of Jupiter
(Duffy et al., 1994). It is a powerful tool for studying
intriguing mineral physics phenomena. For instance
single-crystal elasticity of �-quartz was studied in a
helium medium to 22 GPa, and the Brillouin mea-
surements revealed a ferroelastic transition nature
driven by softening of C44 through one of the Born
stability criteria.
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The extension of Brillouin system capabilities to
elevated temperatures with resistive heating has
enabled studies of the sound velocity of supercritical
fluid hydrogen at high pressures which has applica-
tion to understanding gas giants (Matsuishi et al.,
2002, 2003). Measurement of Brillouin spectra at
simulated geotherm P–T conditions has been a
long-sought after goal for experimental geophysics,
but requires being able to reach significantly higher
temperatures. Recently, the donut-absorber, double-
sided, laser-heating technique has been developed for
obtaining Brillouin spectra of H2O up to 21.8 GPa
and 1170 K (Figure 15) (Li et al., 2006), opening
many possibilities for high P–T Brillouin studies
(Kuwayama et al., 2005; Mao et al., 2006c; Murakami
et al., 2004).

Single-crystal wave velocities have also been
obtained up to 20 GPa with a related laser technique,
the impulsive stimulated light scattering (ISLS)
(Crowhurst et al., 2004). In ISLS, a laser beam is
split into two beams and recombined to form a stand-
ing wave grating; a second laser is scattered from the
grating. The data are collected in the time domain,
rather than the frequency domain as in the case of

Brillouin scattering. In addition to acoustic velocities,
high-pressure thermal diffusivity can be obtained
with ISLS (Chai et al., 1996). Recent developments
have combined these two techniques for simulta-
neous measurement in both the frequency and time
domains (Crowhurst et al., 2004).

2.09.4.5 Fluorescence Spectroscopy

In fluorescence spectroscopy, electron in the sample
is first excited by incident photon to an excited
energy state, and then the characteristic fluorescence
photon is emitted when the electron falls back to
the ground state. Energy levels in the sample
are revealed as fluorescence photon energy equal to
the energy difference of the two states (�E). Unlike
Raman peaks which move with the excitation laser
frequency (� ¼ �laser – �E), fluorescence peaks
appear at frequencies � ¼ �E independent of the
excitation laser frequency. Another major difference
is that the Raman transition is instantaneous with <fs
lifetime, whereas the fluorescence spectra have a
wide range of lifetimes that can range from pico-
seconds to milliseconds and even up to seconds.
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The long lifetime characteristics of the fluorescence
peaks are often exploited for distinguishing peaks
with different origins (Eggert et al., 1989).

Electronic states can be tuned continuously with
pressure, or change abruptly at transitions. Monitoring
the frequency and lifetime of the fluorescence as a
function of pressure reveals detailed changes in elec-
tronic states, providing a valuable tool for mineral
physics. Minerals containing transition or rare earth
elements often emit rich fluorescence corresponding
to their complicated d and f electron states. These
minerals are valued for their wide range of lumines-
cence, laser materials, and gemological applications.
Fluorescence can also be caused by other nontransi-
tion element origins. For instance, under strain the
diamond anvils can develop intense fluorescence
(Mao and Hemley, 1991).

The pressure tuning of fluorescence spectra pro-
vides a scale for calibrating the pressure itself
(Barnett et al., 1973; Picard et al., 2006). Unlike
Raman peaks which only broaden slightly at high
temperature, the commonly used ruby fluorescence
peaks become too broad to be useful above 400�C
(Sung, 1976). Fluorescence peaks originating from 4f

electrons often remain sharper at high temperatures
than the 3d electron Cr3þ fluorescence peaks of ruby,
and rare earth doped YAG crystals can be used as a
high P–T calibrant substitute for ruby. For instance,
Sm:YAG (Hess and Schiferl, 1992; Liu and Vohra,
1994) and other rare earth doped oxide garnets (Hua
et al., 1996; Hua and Vohra, 1997) have been used for
this purpose. The spectrometer is gated to optimize
the characteristic lifetime of the fluorescence of cali-
brants while minimizing the thermal black-body
radiations which has an infinite lifetime.

2.09.5 X-Ray Probes

X-rays are a versatile probe for reaching samples in the
DAC and obtaining information by various diffraction
and spectroscopic techniques. XRD has long been the
bread-and-butter probe for studying structure in situ at
high pressure. XRD is governed by the Bragg equation

� ¼ 2d sin � ½6�

where � is the X-ray wavelength, d is the crystal-
lographic interplanar spacing, and � is the diffraction
angle. The d-spacings of different lattice planes (hkl )
can be determined by angular dispersive X-ray
diffraction (ADXD) which uses monochromatic

X-radiation with a fixed � and records the diffraction
rings on two-dimensional detectors from which dif-
ferent � are measured. Alternatively, d-spacings can
also be determined by energy dispersive X-ray
diffraction (EDXD) using polychromatic (white)
X-radiation at a fixed � and recording diffraction
peaks at different energies with a solid-state, intrinsic
germanium detector, where the X-ray energy (E) is
related to the wavelength by

E keVð Þ� � Å
� �

¼ 12:3986 keV�Å
� �

½7�

Before 2000, most X-ray DAC experiments were
conducted with XRD; except for a small number of
X-ray absorption studies. Recent development at third
generation synchrotron X-ray facilities has resulted in
an enormous increase in the use of X-ray spectroscopy
(XRS) that is revolutionizing DAC studies.

2.09.5.1 Axial XRD

With an incident X-ray beam passing through one
anvil along the DAC compression axis, impinging
upon the sample, and diffraction rings exiting
through the second anvil, axial XRD has been long
established as the standard method for studying high
pressure crystallography, phase transitions, P–V–T

EOS (Mao et al., 1967; Mao et al., 1990), lattice strain
(Duffy et al., 1995a), melting (Saxena et al., 1995; Yoo
et al., 1995), and pressure-induced amorphization
(Hemley et al., 1988), as well as radial distribution
functions of amorphous materials (Meade et al., 1992).
Ultrahigh P–T conditions are achieved at the
expense of diminishing sample size leading to
increasingly weaker XRD signals that are often over-
whelmed by the background signals caused by the
surrounding area which usually consists of high Z
materials (such as the Re gasket). Successful experi-
ments critically depend upon the ability to focus
more photons into the minute sample region which
is at the maximum P–T and cutting off the ‘tail’ of the
focused beam outside of the maximum P–T region.
Examples are too numerous to mention, but a few
recent ones demonstrate what is possible at the cur-
rent forefront of XRD DAC mineral physics research.
In an in-situ XRD study of alumina up to 136 GPa
and 2350 K, a phase transformation was discovered at
96 GPa. Rietveld full-profile refinements demon-
strated that the high-pressure phase has the Rh2O3

(II) (Pbcn) structure. This phase is structurally related
to corundum, but the AlO6 polyhedra are highly
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distorted, with the interatomic bond lengths ranging
from 1.690 to 1.847 Å at 113 GPa (Lin et al., 2004a).

The Earth’s D99 layer represents the lowermost
130–300 km of the silicate mantle just above the
liquid outer core. In 2004, the post-perovskite (ppv)
silicate phase was synthesized at core–mantle bound-
ary conditions and characterized experimentally
using XRD (Murakami et al., 2004; Oganov and
Ono, 2004). This discovery has generated consider-
able interest since ppv may be the most abundant
mineral in the D99 layer (Helmberger et al., 2005), and
it may be able to explain a number of the complex
seismic features of this region. It is critical to under-
stand its crystal physics and to determine accurate
values for the physical and chemical properties of this
phase (Shieh et al., 2006) as they provide important
input and constraints for deep-Earth models and
calculations. Unlike previously known lower-mantle
silicate phases, ppv can accommodate a significant
amount of iron (i.e., Fe/(FeþMg) > 0.6) (Mao et al.,
2005a) (Figure 16). The ultimate relevance of iron-

rich ppv to the Earth’s D99 layer depends on the
Fe-Mg partitioning between the magnesiowustite,
ferromagnesian perovskite, and ppv silicate phases
in the presence of a large reservoir of liquid iron
(Kobayashi et al., 2005; Murakami et al., 2005).

2.09.5.2 Radial XRD

Contrary to the hydrostatic condition that is often
viewed as the most desirable, the nonhydrostatic
stress in samples compressed in solid medium was
generally considered as a nuisance that degrades the
experiments. The study of iron in a Be gasket (Mao
et al., 1998b) and wüstite in an amorphous boron
gasket (Mao et al., 1996) with radial XRD demon-
strated that the nonhydrostatic stress, if properly
characterized, contained a wealth of elastic and
rheological information far more than the informa-
tion from hydrostatic compression alone, and that
hydrostatic and nonhydrostatic measurements are
complementary.
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Elasticity information can be obtained from prob-
ing stress–strain relations in a uniaxially compressed
sample. Superimposing a uniaxial compression onto a
polycrystalline aggregate already under a confining

pressure (P) produces a deviatoric strain (" ) that is a
function of the angle ( ) between the direction of the

strain and the compression axis,

" hklð Þ ¼ d hklð Þ – dP hklð Þ
dP hklð Þ ¼ 1 – 3 cos2 

� �
? Q hklð Þ ½8�

where d (hkl) is the lattice spacing measured at  ,
and dP(hkl) is the lattice spacing under hydrostatic
pressure. The slope Q (hkl) is a constant for elastically
isotropic materials, but varies with hkl for elastically
anisotropic materials, and is an excellent quantitative
measure of the direction and degree of elasticity
anisotropy. Singh et al. (1998a) further developed
the formulism for different crystal systems for calcu-
lating the full elastic tensor (cij’s) and velocity
anisotropy based on Q (hkl) and additional informa-
tion from the axial compressibilities (a , b) and the
aggregate shear modulus (G) which come from the
EOS and NRIXS data, respectively.

To measure strain as a function of  , (Kinsland
and Bassett, 1976) developed a DAC that had a large
side opening which could access the full range of  
by directing X-rays perpendicular to the diamond

axis (radial direction) onto the sample. Mao et al

(1998b) made modifications and developed a panora-

mic DAC which extended radial XRD capabilities to
megabar pressures by use of an X-ray transparent Be
gasket, and analyzed the elasticity of h.c.p.-iron to

220 GPa using the Singh formulism. This technique
has also been used successfully for studying elasticity
and strength of mantle silicates and oxides below

100 GPa (Kavner, 2003; Shieh et al., 2002; Shieh
et al., 2004).

There have been concerns surrounding assump-
tions related with inverting the polycrystalline XRD
data to calculate the single-crystal elastic tensor. A

more recent ambient temperature radial XRD study
to lower pressure (30 GPa) of the single-crystal elas-
ticity of h.c.p.-iron demonstrated progress in

constraining uncertainties in the radial XRD techni-
que (Merkel et al., 2005). Besides improvements that
come with using large area detectors which enable

precise measurements of the variation of d-spacing
with orientation, as well as texture analysis, the

inversion of elastic moduli was more sophisticated,
including effects of lattice preferred orientation in
the analysis (Matthies et al., 2001), and using the

constraint of the c44 elastic modulus measured using
Raman spectroscopy (Merkel et al., 2000). For this
lower pressure study, the shape of the anisotropy that
was obtained was the same as previous work by Mao
et al., 1998b (i.e., in the body diagonal between the a

and c-axes), but the overall magnitude was reduced.
In a very recent study of an analog material

h.c.p.-cobalt (Merkel et al., 2006b), further demon-
strated that calculations need to include the
orientation dependence of differential stress resulting
from plastic deformation. Studies using inelastic X-
ray scattering spectroscopy (see Section 2.09.5.9) on
single-crystal h.c.p.-cobalt indicate that the fast direc-
tion is in the c-axis (Antonangeli et al., 2005) which
matches well with theory whereas radial XRD results
on polycrystalline h.c.p.-cobalt show a fast body diag-
onal. The error from radial XRD comes from the
large shear strength anisotropy in this system and
may be a significant problem for using radial XRD
studies on polycrystalline h.c.p.-iron to interpret the
source of inner-core anisotropy.

The shear strength, elastic moduli, elastic aniso-
tropy, and deformation mechanisms of the two main
end-member phases of the lower-mantle MgO and
(Mg0.9Fe0.1)SiO3-perovskite have been studied using
radial XRD up to 47 GPa and 32 GPa at ambient
temperature (Merkel et al., 2002; Merkel et al., 2003).
It was demonstrated that the elastic moduli of MgO
obtained with the radial diffraction method are in
agreement with the more precise Brillouin spectro-
scopy studies. The uniaxial stress component in the
polycrystalline MgO sample is found to increase
rapidly to 8.5 GPa at a pressure of 10 GPa in all
experiments. The uniaxial stress supported by the
perovskite aggregate is found to increase continu-
ously with pressure up to 10.9 GPa at 32 GPa. A
comparison between the experimental textures and
results from polycrystal plasticity gives information
regarding the preferred orientation and deformation
mechanism of MgO under very high confining pres-
sure at room temperature. Under axial compression,
a strong cubic texture developed in MgO could be
the source of seismic anisotropy. On the other hand,
the measurements displayed no development of sig-
nificant lattice preferred orientations in the
perovskite sample, indicating that deformation by
dislocation glide is not the dominant deformation
mechanism under these conditions. Assuming that
the underlying cause for seismic anisotropy in the
deep Earth is elastic anisotropy combined with lattice
preferred orientation, these results indicate that sili-
cate perovskite deformed under the conditions of this
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experiment would not be the source of seismic
anisotropy.

The radial XRD technique has more recently
been implemented with CCD detectors, allowing
collection of two-dimensional (�- and d-spacing) dif-
fraction with a monochromatic X-ray beam. The
sample is compressed in a wide-angle panoramic
DAC and heated with the double-sided laser-heating
technique. A study which monitored the develop-
ment of lattice preferred orientation in a radial
XRD experiment on MgGeO3 ppv to above
100 GPa, found that the (100) and (110) slip systems
dominate the plastic deformation in this germinate
analog. The results provide a new mechanism for
development of D’’ seismic anisotropy (Merkel et al.,
2006a).

Both elasticity and rheology can be highly tem-
perature dependent. The next frontier to be explored
is radial XRD study in situ at high P–T conditions
analogous to those in the Earth’s deep interior. A
study of b.c.c.- and h.c.p.-iron with angle-dispersive
radial X-ray diffraction measurements under nonhy-
drostatic conditions up to 30 GPa and 1000 K in
laser-heated DAC found that b.c.c.-iron developed
preferred orientation compatible with observations
under ambient conditions. The preferred orientation
of the b.c.c.-phase is inherited by the h.c.p.-phase in
accordance with the Burgers orientation relationship,
consistent with a martensitic nature of the phase
transition. A comparison between the observed tex-
ture in h.c.p.-iron with results from polycrystal
plasticity modeling suggests that the predominant
deformation mechanisms are basal slip and prismatic
slip presumably associated with minor mechanical
twinning rather than the slip systems that were pro-
posed based on analogy to Cr–Ni alloys (Mao et al.,
1998b; Merkel et al., 2004; Merkel et al., 2005).

2.09.5.3 Single-Crystal XRD

Single-crystal XRD experiments are unique and
important sources of structural information crucial
for understanding the microscopic mechanisms of
high-pressure phenomena. High-pressure single-
crystal XRD burgeoned with the invention of
‘Merrill–Bassett’ DAC (Merrill and Bassett, 1974)
that provided a simple, robust hardware, and the
development of data collection and processing
software by Larry Finger (Hazen and Finger, 1982).
A large quantity of high-precision, high-pressure,
crystallography data have been collected on single-
crystal mineral samples, including troilite (King and

Prewitt, 1978), coesite (Levien and Prewitt, 1981),
albite (Benusa et al., 2005), wüstite ( Jacobsen et al.,
2005), MgSiO3-perovskite (Ross and Hazen, 1989;
Vanpeteghem et al., 2006), sillimanite, andalusite
(Burt et al., 2006), bernalite (Welch et al., 2005), and
mica (Smyth et al., 2000). Subtle, displacive, high-
pressure, phase transitions were discovered in
single-crystal pyroxnes (Arlt et al., 2000; Jackson
et al., 2004a). New rules governing the compression
of ionic radii (Shannon and Prewitt, 1970) and tilting
of polyhedra were proposed (Angel et al., 2005; Hazen
and Finger, 1982). Single-crystal data are used to
resolve some very difficult crystallographic pro-
blems, for example, the recent solution of the O8
chain structure (Lundegaard et al., 2006).

Compared to other ultrahigh-pressure DAC
methods, which typically cover pressure ranges as
high as 300 GPa, the pressure range for single-crystal
XRD lags far behind. Reports of single-crystal XRD
structural analysis is limited to 30 GPa, above which
there are only a handful of studies which only pro-
vide determination of the orientation matrix and unit
cell parameters (e.g., hydrogen with the simple h.c.p.
structure to 119 GPa (Loubeyre et al., 1996)), and not
full structure refinement. A high-pressure workshop
was organized to address the problem of single-crys-
tal X-ray diffraction structure refinement at megabar
pressures (Dera et al., 2005), and many different
approaches were proposed. The problem will be sol-
vable with sufficient effort. A solution to the problem
is emerging with the recent development of the
panoramic DAC (Mao et al., 2001) which allows
nearly full access around the equatorial plane, as
well as both poles of the DAC, and the micro-sin-
gle-crystal XRD method (Ice et al., 2005; Larson et al.,
2002; Tamura et al., 2002), which combines micro-
focusing, EDXD, and ADXD for single-crystal XRD
with sub-mm resolution (Figure 17).

2.09.5.4 X-Ray Absorption Spectroscopy
(XAS)

In XAS, the incident X-ray is absorbed when its
energy exceeds the excitation energy of deep-core
electrons of a specific element in the sample, causing
an edge-like absorption spectrum. The X-ray absorp-
tion near-edge structure (XANES) within tens of eV
to the edge provides information on the symmetry-
projected conduction band DOS that is related to
the electronic properties including oxidation state,
crystal-field splitting, and magnetic spin pairing
(Ablett et al., 2003; Jackson et al., 1993). The extended
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X-ray absorption fine structure (EXAFS) to several
hundreds of eV above the edge provides local struc-
ture information that is particularly valuable for
amorphous materials or in low concentrations that
XRD method is inapplicable (Anderson et al., 2002;
Bassett et al., 2000; Mayanovic et al., 2003). These
powerful, element-specific probes reveal the electro-
nic and structural changes taking place at high
pressure (Itie et al., 1992).

XAS was one of the first XRS techniques applied
to high-pressure synchrotron radiation research, but
was previously limited to higher energies due to
absorption by the diamond anvils. In addition, Laue
diffraction of single-crystal diamonds causes sharp
absorption peaks that are detrimental to EXAFS
spectroscopy. To greatly reduce the amount of dia-
mond in the beam path, holes are drilled in diamond
anvils in the newly developed Bassett-type hydro-
thermal DAC for studying L-edge of rare earth ions
and K-edge of transition element ions in supercritical
aqueous solutions at moderate P–T conditions
(Figure 18) (Anderson et al., 2002). The results reveal
structural relaxations of ligand-anion complex at
increasing P–T in mineralizing hydrothermal fluid.

Aternative beam paths through high-strength ber-
yllium and boron gaskets are used in the new
panoramic DAC at higher pressures (Mao et al.,
2001). Both techniques extend XAS down to 4 keV
which covers the K-edges of first-row transition ele-
ments and the L-edges of rare earth elements.
Specific electronic, magnetic, and optical properties

of these elements are crucial for a wide range of
applications in materials sciences and technology.

2.09.5.5 X-Ray Emission Spectroscopy
(XES)

In XES, core electrons in the sample are excited by X-
rays and subsequently produce fluorescence photons.
The energies of the fluorescence photons are analyzed
with sub-eV energy resolution of the emission spectral
lineshape to provide valuable information on the filled
electronic states of the sample. With the panoramic
DAC which extends the low end of the high-pressure
energy window down to 4 keV, deep-core electron
elements heavier than calcium can now be studied at
high pressure by a suitable choice of analyzer crystals.
Transition-element ions, with their variable valence
and magnetic states, control major geochemical pro-
cesses and geophysical behavior, such as oxidation and
reduction, chemical differentiation, elasticity, geomag-
netism, conductivity, and radiative heat transfer.
Magnetic collapse in transition-metal monoxides has
been predicted from first-principles computations at
the pressures of the lower mantle and core (Cohen
et al., 1997). XES provides a unique probe for the
diagnosis of pressure-induced magnetic spin collapse
in transition elements. The ultrahigh pressures in the
lower mantle and core squeeze atoms and electrons so
closely together that they interact differently than
under normal conditions, even forcing electrons to pair.
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Figure 17 Integrated high-pressure micro-single-crystal XRD and XRS with panoramic DAC for both forward and 90� Laue

diffraction and spectroscopy.
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In high pressure XES experiments, the incident
beam energy is fixed, the emission X-radiation can be
collected at any direction, and high-resolution emis-
sion spectra are obtained by a synchronized �-2� scan
of the analyzer and the detector. The excitation X-ray
source only needs to have higher energy than that of
the fluorescent photons; energy bandwidth (resolution)
of the X-ray source is inconsequential. In principle,
white (a broad, smooth continuum of energy), pink
(an unfiltered undulator beam with energy band path
of hundreds eV), and monochromatic (a narrow, eV
band path of photons) X-rays can all be used as the
source. In practice, if sufficient intensity is available,
the monochromatic source is preferred because white
and pink X-radiations often cause higher backgrounds
and damage the diamond anvils.

The first high-pressure XES study was conducted
by collecting the iron K� emission in troilite (FeS) using
the white X-ray source the National Synchrotron Light
Source, and a high-spin to low-spin transition at 4 GPa

coinciding with the FeS I-II structural transition was
successfully observed (Rueff et al., 1999). Subsequently
with higher source intensity, this technique has been
applied with pink source and monochromatic sources at
the European Synchrotron Radiation Facility and the
Advanced Photon Source for studies of high-spin low-
spin transitions in key mantle and core materials and
have been extended to ultrahigh pressures above
100 GPa (Badro et al., 1999, 2002, 2003, 2004; Li et al.,
2004; Lin et al., 2005a). The results like the reported
transitions of iron in ferromagnesian silicate perovskite,
the most abundant mineral in the Earth from a high-
spin to an intermediate-spin and low-spin state (Badro
et al., 2004; Li et al., 2004) and electronic transitions in
magnesiowüstite, the second most abundant mineral
from a high-spin to a low-spin state (Badro et al., 2003;
Lin et al., 2005a) has profound implications on the
properties of the lower mantle and place important
constraints on models of the deep mantles and cores
of terrestrial planets.
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American Mineralogist 87: 262–268.
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2.09.5.6 Inelastic X-Ray Scattering –
Near-Edge Spectroscopy

Near core-electron absorption edge features

measured by soft X-ray absorption (XANES) or elec-

tron energy loss spectroscopy (EELS) reveal rich

information about the nature of chemical bonding.

Such information is particularly pronounced and

important for light elements, but has been inaccessi-

ble for high-pressure studies as the pressure vessel

completely blocks the soft X-ray and electron beams.

This problem has recently been overcome by apply-

ing the X-ray inelastic near-edge spectroscopy

(XINES) technique to high pressure. In high-pres-

sure XINES, the high-energy incident X-ray

penetrates the pressure vessel and reaches the sam-

ple. The scattered photon loses a portion of energy

corresponding to the K-edge of the low-Z sample,

but can still exit the vessel to be registered on

the analyzer-detector system (Figure 3). Inelastic

K-edge scattering spectra of second-row elements

from Li (56 eV) to O (543 eV) at high pressures
have been successfully observed at high pressures.
This opened a vast, new field of near K-edge spectro-
scopy of the second-row elements.

In XINES experiments, single-crystal analyzers
collect scattered X-radiation, and focus it to the
detector in a nearly backscattering geometry, thus
fixing the energy at the elastic line. The incident
X-ray energy is scanned relative to the elastic line
to determine the inelastic (Raman) shift. XINES fea-
tures are relatively insensitive to q, and thus the 2�
angle is set at an angle to optimize the intensity, and
multiple analyzers can be used to increase the count-
ing rate without concern for their differences in q.
XINES studies of bonding changes in graphite (Mao
et al., 2003a) (Figure 19), hexagonal boron nitride
(Meng et al., 2004), and H2O (Cai et al., 2005; Mao
et al., 2006b) demonstrate the great promise of this
technique and can be easily extended to studies of
bonding changes in Earth materials. For example, a
more recent study of the near K-edge structure of
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Figure 19 High-pressure IXS spectra for graphite in horizontal and vertical directions plotted as normalized scattered
intensity versus energy loss (incident energy–analyzer energy). The scattered intensity is normalized to the incoming intensity.

The lower-energy peak, labeled �, corresponds to 1s – �� transitions and the higher energy portion, labeled 	, corresponds to

1s – 	� transitions. The bottom spectra, taken in the horizontal direction probes bonds in the a-plane and does not show any

�-bonding before and after the high-pressure transition. The top seven spectra, taken in the vertical direction, probe the
c-plane. After the transition, the 	 bonds increase at the expense of the � bonds. From Mao WL, Mao HK, Eng P, et al. (2003a)

Bonding changes in compressed superhard graphite. Science 302: 425–427.
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boron and oxygen in B2O3 glass to 22.5 GPa, revealed
pressure-induced coordination changes which have
clear relevance for understanding the bonding in
melts and glass in the deep Earth (Lee et al., 2005).

2.09.5.7 Resonance X-Ray Inelastic
Spectroscopy

In resonant inelastic X-ray scattering (RIXS) experi-
ments, both the incident and scattered X-ray energies
need to be scanned. The incident X-ray energy is
scanned across the core absorption, similar to the
procedures for XAS. For each monochromatic inci-
dent X-ray energy, fluorescence spectra are collected
by scanning analyzers, similar to the procedures of
XES spectroscopy. There have been a growing num-
ber of RIXS studies of core excitations (Kotani and
Shin, 2001) where the final states of the inelastic
scattering process in these studies are localized shal-
low core excitations. These shallow core excitations
are the same excitations routinely probed by soft
XAS, and are rich in multiplet structures for these
highly correlated electronic systems. In fact, the
high-energy scale parameters of the highly correlated
systems are routinely derived from fitting these spec-
tra with model calculations. For magnetic samples,
excitation with circularly polarized X-rays can also
provide information on spin-resolved electronic
structure, for example, the L3 edge of Gd (DeGroot
et al., 1997; Krisch et al., 1996).

One can obtain selected information connected
directly with a specific intermediate state to which
the incident photon energy is tuned. RIXS studies of
transition-metal and rare-earth systems give us
important information on the electronic states, such
as the intra-atomic multiplet coupling, electron cor-
relation, and interatomic hybridization. Unusual
phase transitions driven by electron correlation
effects occur in many transition metals and transition
metal compounds at high pressures, some accompa-
nied with large volume collapses (5–17% in rare
earth metals and 10–15% in magnetic 3d transition
metal oxides, for example). However, the exact nat-
ure of these transitions is not well understood,
including the relationships between the crystal and
electronic structures and the role of magnetic
moment and order. A RIXS and XES study of Gd
metal to 113 GPa suggests Kondo-like aspects in the
delocalization of 4f electrons (Maddox et al., 2006).
Analysis of the RIXS data reveals a prolonged and
continuous delocalization with volume throughout

the entire pressure range, so that the volume-collapse
transition at 59 GPa is only part of the phenomenon.

Since both incident and scattered photons are
hard X-rays that are capable of entering and exiting
the DAC, RIXS enable high-pressure in-situ spectro-
scopic studies of rich shallow levels which were
previously restricted to soft X-ray, vacuum environ-
ment. Multiple electronic levels in transition-metal
and rare-earth ions (Hill et al., 1998; Kao et al., 1996),
complexes, and clusters in minerals or solutions can
be investigated in detail in DAC. For instance, the
central question about the redox conditions (Frost
et al., 2004; McCammon, 2005) of deep-mantle geo-
chemistry relies on experimental determination of
Fe3þ/Fe2þ ratio of minerals synthesized and
quenched from high P-T conditions, and analyzed
in vacuum with iron L2,3-edge ELNES spectroscope
(Garvie et al., 2004; Sinmyo et al., 2006; van Aken and
Liebscher, 2002). Caliebe et al. (1998) demonstrate
that for hematite, the 1s2p RIXS process can be
exploited to obtain spectroscopic information similar
to that obtained in L2,3-absorption spectroscopy,
thus opening the possibility of direct, in-situ study
of redox at ultrahigh pressure and temperature.

2.09.5.8 Nuclear Resonant X-Ray
Spectroscopy

Important dynamic, thermodynamic, and elastic
information on a material, including vibrational
kinetic energy, zero-point vibrational energy, vibra-
tional entropy, vibrational heat capacity, Debye
temperature, Grüneisen parameter, thermal expan-
sivity, longitudinal velocity, shear velocities, bulk
modulus, and shear modulus can be derived from
knowledge of the phonon DOS. Studies of the pho-
non DOS are greatly simplified if the element
involved has an isotope which exhibits a nuclear
resonant Mössbauer effect. In nuclear resonant
X-ray spectroscopy (NRXS), an in-line high resolu-
tion monochromator is used to narrow down the
photon energy to meV resolution and fine-tune the
monochromatic X-ray near the exceedingly narrow
nuclear resonant (elastic) line. Avalanche photo-
diodes (APD) are used to collect only the signal
from nuclear resonance absorption, and reject non-
resonantly scattered radiation. The APD directly
downstream of the sample collects nuclear resonant
forward scattering (NRFS) spectra which can pro-
vide a precise determination of the hyperfine
interaction parameter and Lamb-Mössbauer factor
( Jackson et al., 2005b). The APDs surrounding the
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sample radially collect the nuclear resonant inelastic

X-ray scattering (NRIXS) signal which is a result of

creation (Stokes) or annihilation (anti-Stokes) of

phonons as the incident X-ray beam is scanned over

a small range (approximately �100 meV) around the

resonant energy. This phonon excitation spectrum

can then be used to determine and calculate phonon

DOS (Sturhahn et al., 1995). Although NRIXS mea-

sures the phonon DOS rather than the dispersion

curve, the DOS is still rich in vibrational and

dynamic information. The initial slope gives VD

which is related to VP and VS by

3

VD
3
¼ 1

VP
3
þ 2

VS
3

½9�

which is related to the bulk modulus (K) and density
(�) from X-ray diffraction data by

V 2

 ¼ VP

2 – 4=3ð ÞVS
2 ¼ K=� ½10�

These two equations can be used to calculate VP

and VS. It should be noted that unlike the bulk sound

speed (V
) which is more heavily dependent on VP,

VD is more heavily dependent on VS, so NRIXS data

is particularly useful for constraining the shear

properties. The integration of the whole DOS pro-

vides values for key thermodynamic properties

necessary for interpreting seismological observations.

Theory can be used to deconvolute the dispersion

curve from the DOS.
NRIXS has been developed for the Mössbauer

isotope 57Fe and can be used to study samples with

a minor amount of iron (Hu et al., 2003). After

demonstration of DOS measurements on b.c.c.-iron

at ambient conditions (Lübbers et al., 2000), NRIXS

measurements have been extended to high pressure

to obtain the phonon DOS of h.c.p.-iron up to

153 GPa (Mao et al., 2001) and iron-related partial

phonon DOS for iron alloys (Lin et al., 2004c; Lin

et al., 2003c; Mao et al., 2004) (Figure 20), and have

attracted particular attention among physicists and

geophysicists because iron is an archetypal transition

element and is a dominant component in the cores of

the Earth and other terrestrial planets (Mars, Venus,

and Mercury). Using this method also carries the

assumption that the sample contains a single,
57Fe-bearing phase in which iron is evenly distribu-

ted which needs to be verified using XRD and

microscopic techniques on quenched samples.
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Separation of iron into different phases would skew
the VD toward the velocity of the slower phase and
give a misleading result.

More recently the sound velocities of h.c.p.-iron
were determined at high P–T by NRIXS in a laser-
heated diamond anvil cell at pressures up to 73 GPa
and at temperatures up to 1700 K (Lin et al., 2005b).
The compressional wave velocities and shear wave
velocities of h.c.p.-iron decreased significantly with
increasing temperature, and thus cannot be fit to a
linear relation, Birch’s law, which has guided geo-
physicists in making correlations of seismic (sound)
velocity and density for the past half-century. This
result may indicate means that there are more light
elements in Earth’s core than have been inferred from
a linear extrapolation of data collected at ambient
temperature.

Experiments simulating the high P–T conditions
of the core-mantle boundary observed that a large
amount of iron incorporated into the ppv silicate
phase can significantly change its properties relative
to the pure Mg end-member (Mao et al., 2005a). The
determined aggregate compressional and shear wave
velocities of this iron-rich silicate at high pressure
show that a silicate with up to 40% iron end-member
can match many of the seismic features observed in
ultralow velocity zones above the core-mantle
boundary. Mantle dynamics may lead to accumula-
tion of an iron-rich silicate reaction veneer between
the iron-poor lower mantle and the iron-rich outer
core into ultralow velocity patches observable by
seismology (Mao et al., 2006c).

NRIXS is a very promising technique and is cur-
rently the only experimental method for constraining
shear properties, but there are limitations. The
NRIXS process is very inefficient. To obtain a spec-
tra with reasonable counting statistics at an optimized
third-generation synchrotron source requires a com-
bination of long counting times (often on the order of
hours), maximized sample thickness, and composi-
tions with higher Mössbauer isotope content. This
becomes increasingly difficult as researchers try to
conduct experiments at higher pressures (which
reduces sample size), high temperatures (which limits
counting time since the sample must be stably heated
over the counting interval and sample thickness since
thermal insulating layers must be added), and mantle
compositions (which have minor amounts of iron in
their compositions). Future improvements with this
technique include upgrades at the synchrotron beam-
line (e.g., increasing flux by adding undulators,
improving focus, increasing detector efficiency,

etc.), modifications in the DAC design (to allow
additional increased access to detectors), and use of
superhard gasket inserts to increase sample thickness
(Section 2.09.2.2).

2.09.5.9 Nonresonant Phonon Inelastic
X-Ray Scattering

Detailed study of phonon dynamics in highly com-
pressed materials is necessary for understanding
vibrational thermodynamic properties, elasticity,
and phase transition mechanisms, but until very
recently has eluded high-pressure experimental
investigation. Nonresonant phonon inelastic X-ray
scattering (PIXS) is a powerful method which holds
great promise for studying phonon dynamics of
Earth’s materials at high pressure, but this technique
is still beset with many challenges. For studying
phonons, the energy transfers involved are in the
meV range (six orders of magnitude smaller than
the incident X-rays) which makes the detection of
the energy shifts due to phonon creation and annihi-
lation challenging (Burkel, 2000). Also, the double
differential scattering cross-section of PIXS is very
small, making such an experiment very demanding
even with the brilliance of third-generation synchro-
tron undulator sources. In addition, there are
limitations in sample size and the requirement of
navigating the full beam through the high-pressure
vessel and separating the very weak sample signal
from the strong background signal of the vessel.

Ideally one would want to measure the full
phonon dispersion curve which contains all the elas-
ticity information and vibrational thermodynamic
properties. Unlike optical techniques which are lim-
ited to phonons at or very near the zone center, the
advantage for IXS phonon studies is access to the full
range of momentum transfers (q), allowing measure-
ment of the full dispersion curve. Single-crystal PIXS
can map out the entire phonon dispersion curve
(Schwoerer-Böhning and Macrander, 1998). Single-
crystal PIXS studies are potentially providing
the same amount of information as inelastic neutron
scattering (Klotz and Braden, 2000), and have recently
been expended to high pressures (Antonangeli et al.,
2005; Farber et al., 2006; Occelli et al., 2001; Ruf et al.,
2001).

It has been established that the Earth’s inner core
exhibits elastic anisotropy with compressional waves
traveling approximately 3% faster in the radial
versus equatorial directions (e.g., (Morelli et al.,
1986; Song and Richards, 1996; Tromp, 2001))
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which makes understanding the elasticity of iron at
inner-core conditions critical for interpreting seismic
observations. Currently, static measurements have
not reached inner-core P–T, so one role of experi-
mental results is the verification of theory which is
not limited in P–T range but have produced conflict-
ing results for the elastic anisotropy of h.c.p.-iron.
High-pressure PIXS studies of polycrystalline iron
(since large single-crystal samples of h.c.p.-iron can-
not be synthesized) which measure phonon
excitations corresponding to scattering of the inci-
dent X-ray photons by longitudinal acoustic (LA)
phonons have been conducted to over 100 GPa
(Antonangeli et al., 2004; Fiquet et al., 2001). These
studies show great promise for studying elasticity,
but they were conducted axially which limits the
access of the uniaxial strain field that develops in
the DAC, and a preferred orientation of the sample
is assumed rather than measured. Also, thus far, VS

has never been detected in IXSS studies of h.c.p.-iron,
and the measurement is limited to VP. While the
study by Antonangeli et al. (2004) shows variations
in VP for 50� and 90� relative to the DAC compres-
sion axis, multiple points over the full angular range
are needed to constrain the shape of the velocity
anisotropy. A future advance would be the use of an
X-ray transparent gasket which would allow access to
the full angular range and determination of the
preferred orientation of the sample.

References

Ablett JM, Kao CC, Shieh SR, Mao HK, Croft M, and Tyson TA
(2003) High-pressure X-ray near-edge absorption study of
thallium rhenium oxide up to 10.86 GPa. High Pressure
Research 23: 471–476.
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magnesiowüstite in the Earth’s lower mantle. Geophysical
Research Letters 32: L19301–1–4.

Kotani A and Shin S (2001) Resonant inelastic X-ray scattering
spectra for electrons in solids. Reviews of Modern Physics
73: 203–246.

Krauss G, Reifler H, and Steurer W (2005) Conically shaped
single-crystalline diamond backing plates for a diamond
anvil cell. Review of Scientific Instruments
76: 105104–105105.

Krisch MH, Sette F, Bergmann U, et al. (1996) Observation of
magnetic circular dichroism in resonant inelastic X-ray
scattering at the L3 edge of gadolinium metal. Physical
Review B 54: R12673–R12676.

Kuwayama Y, Hirose K, Sata N, and Ohishi Y (2005) The pyrite-
type high-pressure form of silica. Science 309: 923–925.

Laio A, Bernard S, Chiarotti GL, Scandolo S, and Tosatti E
(2000) Physics of iron at earth’s core conditions. Science
287: 1027–1030.

Larson BC, Yang W, Ice GE, Budal JD, and Tischler JZ (2002)
Three-dimensional X-ray structural microscopy with
submicrometre resolution. Nature 415: 887–890.

Lee SK, Eng PJ, Mao HK, Meng Y, Newville M, Hu MY, and
Shu J (2005) Probing of bonding changes in B2O3 glasses at
high pressure with inelastic X-ray scattering. Nature
Materials 4: 851–854.

LeToullec R, Loubeyre P, Pinceaux JP, Mao HK, and Hu J
(1992) Single crystal X-ray diffraction with a synchrotron

source in a MDAC at low temperature. High Pressure
Research 8: 691–696.

Levien L and Prewitt CT (1981) High-pressure crystal structure
and compressibility of coesite. American Mineralogist
66: 324–333.

Li F, Cui Q, He Z, Cui T, Gao C, Zhou Q, and Zou G (2006)
Brillouin scattering spectroscopy for a laser heated diamond
anvil cell. Applied Physics Letters 88: 203507.

Li J, Struzhkin VV, Mao HK, et al. (2004) Electronic spin state of
iron in the Earth’s lower mantle. Proceedings of the National
Academy of Sciences 101: 14027–14030.

Lin J-F, Degtyareva O, Prewitt CT, et al. (2004a) Crystal structure
of a high-pressure/high-temperature phase of alumina by
in situ X-ray diffraction. Nature Materials 3: 389–393.

Lin J-F, Heinz DL, Campbell AJ, Devine JM, and Shen G (2002)
Iron-silicon alloy in Earth’s core? Science 395: 313–315.

Lin JF, Heinz DL, Mao HK, et al. (2003a) Stability of
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2.10.1 Introduction

Since the early part of the twentieth century, it has

been recognized that elastic modulus measurements

are essential for understanding the composition and

structure of the Earth, especially deep portions of the

Earth that are not sampled directly. This connection

between elasticity and the properties of the deep

Earth arises naturally, because the field of seismology

gives us the acoustic wave velocities throughout the

Earth, with ever-increasing detail, whereas the

acoustic velocities of minerals are in turn determined

by their elastic moduli. Therefore, if we are to utilize

the rich source of information on velocity variations

in Earth’s interior to infer basic properties such as

composition and temperature, this requires knowl-

edge of the elastic properties of Earth materials. At

perhaps an even more fundamental level, the bulk

modulus KT ¼ � qP=q�ð ÞT (the incompressibility)

gives the variation of density with pressure (or

depth). Thus, Williamson and Adams (1923) used

the few available measurements of elastic wave

velocities and the bulk moduli of some rocks and

iron metal to determine a density and pressure dis-

tribution in the Earth. Much later, Birch (1952) used

a broader database on the elastic properties of mate-

rials and more modern seismic velocity profiles to

make improved inferences about the composition

and temperature at depth. These classic studies illus-

trate the long-standing interest in experimental

determination of the elastic properties of Earth

materials.
In principle, the isothermal bulk modulus is

readily measured by imposing a known pressure on

a sample, and measuring the resulting change

in volume, or density. These measurements can

be done in a variety of ways, some of which

will be described in the following sections. One of

the challenges in geophysical studies is that many

minerals are relatively incompressible, especially

high-pressure phases. Moreover, to exploit the

information provided by seismological studies, it

is necessary to consider the adiabatic elastic

properties that govern the propagation of
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longitudinal and transverse elastic waves in a mate-
rial, vP and vS, respectively. For an isotropic material,
the appropriate relations are

vP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KS þ ð4=3Þ�

�

s
; vS ¼

ffiffiffi
�

�

r
½1�

KS ¼ � v2
P – ð4=3Þv2

S

� �
; � ¼ �v2

S ½2�

where � is the density, KS is the adiabatic bulk
modulus, and � is the (adiabatic) shear modulus.
The determination of these quantities for Earth
materials, using both experimental and theoretical
approaches, continues to be one of the main thrusts
in experimental geophysics. Clearly, measurements
at elevated pressures and temperatures are important
for applications to the Earth’s interior.

We may separate measurements of elastic
properties (both elastic moduli and elastic wave
velocities) into two broad classes: those on polycrys-
talline materials, and single-crystal measurements.
Polycrystalline materials include natural rocks or
other polyphase assemblages, and aggregates of a
single phase. If the samples have randomly oriented
grains, then the aggregate velocities and moduli of
eqn [1] are obtained directly. Care must be taken to
minimize or eliminate the effects of any cracks, pores,
preferred orientations of grains (fabric). The effects
of such imperfections or microstructures are some-
times difficult to identify or account for. An
alternative approach is to perform measurements on
individual single crystals. In general, single crystals
are acoustically anisotropic (even those belonging to
the cubic crystal system), and measurements must be
made in several crystallographic directions to com-
pletely specify the elastic behavior.

Hooke’s law for a crystal of arbitrary symmetry is
given as

�ij ¼ cijkl"kl ½3�

where �ij is the generalized stress tensor, "kl is the
strain tensor, and cijkl are the elastic stiffness con-
stants, which we refer to here as the single-crystal
elastic moduli (Nye, 1985). The Einstein summation
notation is assumed, with the indices i, j, k, l¼ 1! 3.
Alternatively, the relation between elastic strain and
stress can be expressed as

"ij ¼ Sijkl�kl ½4�

where sijkl are the elastic compliances. In practice, it
is the elastic stifness, c, that is most often measured.
The equations of motion for propagating elastic
waves lead to the Christoffel equation:

det cijkl nj nl – �v2�ik

�� �� ¼ 0 ½5�

where ni are components of the wave normals and �ik is
the Kronecker delta (Musgrave, 1970). Equation [5]
shows that the single-crystal elastic moduli can be
obtained by performing measurements of sound velo-
cities, v, with specific polarizations of particle motion
and propagation directions. Depending on the specific
measurement technique and quality of samples, single-
crystal moduli can be determined with the highest
degree of accuracy of all elastic properties. Knowledge
of the cij’s also gives the elastic anisotropy of crystals and
allows one to calculate the acoustic anisotropy of a
polycrystal with oriented grains. However, the single-
crystal moduli do not yield unique values for the aggre-
gate elastic moduli, except for the single case of the bulk
modulus of a single-phase aggregate of grains with
cubic symmetry. Theoretical models of the deforma-
tion of aggregates, such as the commonly used Voigt
and Reuss or Hashin and Shtrickman bounds, can only
provide upper and lower bounds on the aggregate
elastic moduli (e.g., Watt et al., 1976). Depending on
the anisotropy of a material, or the contrast in proper-
ties among the constituents of a polyphase aggregate,
the uncertainties associated with calculating the prop-
erties of an aggregate can be an appreciable part of the
total uncertainty in the properties of a mineral
assemblage.

Of the various techniques used to measure single-
crystal elastic properties, the most familiar of those
used in geophysics fall into one of two categories. In
an ultrasonics experiment acoustic excitations in the
sample are externally generated, usually by means of
transducers. The other type of technique is scattering
experiments, where one measures the scattering of
photons from acoustic phonons that are present in a
sample at temperatures well above absolute zero
temperature. The probe in this latter type of mea-
surements can be a monochromatic laser beam or
synchrotron X-ray beam. With the development of
highly monochromatic and energetic X-ray sources
at third-generation synchrotrons, along with high-
energy resolution detection, synchrotron X-rays are
being more widely utilized as a means of measuring
the elastic properties of Earth materials at high pres-
sures and temperatures (e.g., Burkel, 2000).

2.10.2 Static Compression

The most direct and oldest method of measuring an
elastic property is by static compression. If a material
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is compressed hydrostatically and the volume change

is measured, then the isothermal bulk modulus, KT, is

determined by the definition given above. A variety

of methods have been used to generate pressure and

to measure the volume, some of the more common of

which are described below. When used with a heater

of some sort, compression experiments give the

P–V–T equation of state of a material.
In an isothermal static compression experiment,

the P–V data are fitted with an equation of state, and

the results are commonly given in terms of the bulk

modulus evaluated at zero pressure, K0T, and its

pressure derivative (also evaluated at zero pressure)

K 9
0T ¼ qK0T=qPð ÞT. Perhaps the most commonly

used equation for fitting isothermal P–V measure-

ments is the Birch–Murnaghan Eularian finite-

strain equation of state (Birch, 1978):

P ¼ 3f ð1 þ 2f Þ5=2
K0Tð1 þ x1f þ x2f 2 þ � � �Þ ½6�

where f¼ (1/2)((V/V0)2/3� 1) is the Eularian finite
strain parameter, and the coefficients are

x1 ¼ 3=2ðK 9
0T – 4Þ, and x2 ¼ ð3=2Þ½K0TK 0

0T þ K 9
0T

ðK0T – 7Þ þ 143=9�. In practice, K 0
0T and higher-

order derivatives typically cannot be resolved, either
because the P–V data are not sufficiently precise, or
because they are not obtained over a large enough
pressure range. This makes it reasonable to truncate
the series in eqn [6] after the term x1 f . In addition, it
is common to assume that K 9

0T ¼ 4, further simplify-
ing eqn [6] and data analysis. This assumption is
somewhat justified by the observation that for many
materials K 9

0T is approximately 4, but this is far from
the case for many important minerals, such as gar-
nets, rutile-structured oxides, hydrous silicates, and
enstatite (see Bass (1995)). When one further consid-
ers the strong tradeoff of covariance between K0T and

K 9
0T (Bass et al., 1981; Angel, 2000), the approximation

K 9
0T ¼ 4 can often lead to highly misleading results.

Another equation of state that has become commonly
used in recent years is the Vinet ‘universal’ equation
of state (Vinet et al., 1987):

P ¼ 3K0TðV0=V Þ2=3½1 – ðV=V0Þ1=3

� expf3=2ðK 90T – 1Þ½1 – ðV=V0Þð1=3Þ�g

Discussions of various aspects of equations of state in
geophysics are given by Angel (2000), Poirier (2000),
and Stacey (2005). A comprehensive review of static
compression results obtained before 1995 is given by
Knittle (1995). We now turn our attention to some of
the methods of static compression.

2.10.2.1 Piston Cylinder Apparatus

In its simplest form, a sample is placed in a steel or
WC cylinder, and is compressed by pistons that
advance into the two ends of the cylinder. The sample
volume at high pressure is measured by the displace-
ment of the piston, and the force applied to the piston
is used to calculate the pressure. Friction between the
piston and cylinder, as well as other frictional effects,
need to be accounted for in calculating an accurate
pressure (Getting, 1998). Since confined uniaxial com-
pression of a solid (i.e., the pistons directly
compressing the sample) is not hydrostatic, the sample
is surrounded by a fluid pressure medium (a pentane–
isopentane mixture is often used or, more recently,
argon; Figure 1) for truly hydrostatic workup to �3
GPa. Above this pressure, a soft solid medium is used
to provide ‘quasi-hydrostatic’ conditions around the
sample. Soft metals like Pb or, more commonly, weak
minerals like talc or pyrophyllite are used as pressure
media. The piston–cylinder method was used exten-
sively in the early days of high-pressure research, and
the compression of a wide variety of elements and
chemically compex materials were studied with this
method (most notably by P.W. Bridgman; see
Bridgman (1964). Because much higher pressures are
attainable using other instruments, the piston–cylinder
technique has been used less for P–V studies in recent
years.

2.10.2.2 Diamond Anvil Cell

In the last few decades, perhaps the most commonly
used instrument for measuring high-pressure equa-
tions of state has been the diamond anvil cell (DAC).
This device is capable of producing the highest pres-
sures of any static compression device, reaching the
pressures found deep within Earth’s core (e.g., Mao
et al., 1990). The diamond anvil cell is also an incred-
ibly versatile instrument. With the DAC, pressure is
exerted on a sample by the small culet surfaces of two
gem quality diamonds (Figure 2). In a vast majority
of equation-of-state experiments, the volume is
obtained by X-ray diffraction (XRD) measurements
of the distance, d, between lattice planes, using
Bragg’s law: n�¼ 2d sin �. Both angle-dispersive
XRD (using either an imaging plate or charged-
coupled device (CCD) detector; Figure 2), and
energy dispersive XRD are used for volume mea-
surements. By exerting a moderate force over the
small area of the diamond tips, pressures up to several
hundreds of GPa can be attained (greater than the
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pressure at Earth’s center of ~364 GPa). The dia-
meter of the culet surface is typically from 0.1 to
1 mm or more, depending on the desired pressure
range. When the diamonds squeeze on the sample
directly, for example, compressing a metal foil, extre-
mely large deviatoric stresses are exerted on the
sample. To help reduce this effect, the diamonds
can instead compress a sample chamber consisting
of a hole in a thin metal gasket, transmitting pressure
to the sample via a soft pressure-transmitting med-
ium. The best pressure-transmitting media are those
with the least strength (He or Ne loaded as pressur-
ized gasses). The choice of pressure medium is
important because presence of shear stresses and
stress gradients in the sample chamber can lead to
systematic errors in measurements of pressure and
volume. A detailed review of diamond cell technol-
ogy and techniques is given in the article by
Jayaraman (1983).

Pressure is most often measured indirectly via the
fluorescence wavelengths of ruby, which are strongly
pressure dependent (Mao et al., 1986; Holzapfel, 2003;
Chijioke et al., 2005). Pressure scales based of the
fluorescence of other materials are also used (e.g.,
Datchi et al., 1997), especially at elevated tempera-
tures. One can also use the lattice parameters or unit

cell volumes of a material that is unlikely to react with
a sample. The most commonly used internal standards
for this purpose are MgO (e.g., Speziale et al., 2001), Au
(Anderson et al., 1989; Jamieson et al., 1982), or Pt
(Holmes et al., 1989) (see also Dewaele et al. (2004)).
At pressures above 10 or 15 GPa, uncertainties in pres-
sure may be on the order of 10% (Fei et al., 2004; Li
et al., 2005). At pressures above 30 GPa, uncertainties in
pressure are likely the largest source of error in P–V

equations of state, especially using a pressure-transmit-
ting medium with significant shear strength (or worse
yet, if no pressure medium is used at all).
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Figure 1 A modern piston cylinder apparatus. In this particular device, hydrostatic pressure is transmitted to the sample by

argon gas. Courtesy of I. Getting.
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The diamond anvil cell can be used to obtain the
full P–V–T equation of state when coupled with a
heater. Resistance heaters (e.g., Bassett et al., 1993;
Fei, 1999) provide a relatively homogenous environ-
ment in which temperature can be accurately
measured with thermocouples, but are usually lim-
ited in temperature to less than about 1000�C. A
resistance heater inside the sample chamber of the
diamond cell has been devised for much higher-
temperature measurements to 3000 K (Zha and
Bassett, 2003). The alternative method is to use
laser heating, usually with a yttrium aluminum gar-
net (YAG) (wavelength �¼ 1.06 mm) or CO2 (�~
10 mm, e.g., Yagi and Susaki, 1992) laser. A YAG,
yttrium lithium floride(YLF), or similar laser is
used for heating Fe-bearing silicates or other dark,
absorbing samples (e.g., metal). Transparent samples
can be heated with a YAG laser by mixing them with
an inert absorber, such as graphite or platinum black.
An advantage of CO2 laser heating is that the radia-
tion from a CO2 laser is absorbed by most transparent
oxides and silicates (e.g., Yagi and Susaki, 1992;
Fiquet et al., 1996). A modern double-sided

laser-heating system is shown in Figure 3 (Shen
et al., 2001; Meng et al., 2006). The greatest advantage
of laser heating is that it allows temperatures of
several thousands of kelvin to be obtained while at
high pressure. However, the thermal pressure in the
DAC is substantial but difficult to characterize
(Fiquet et al., 1996, 1998; Andrault et al., 1998).
Temperatures are measured using the thermal
‘gray-body’ radiation from the sample to obtain a
color temperature via Planck’s radiation function
(e.g., Sweeney and Heinz, 1993). Although the accu-
rate measurement of pressure and temperature
remains a significant challenge, the laser-heated
DAC offers a way to maintain extreme static pressure
and temperature conditions so that a variety of types
of elasticity measurements can be made. Descriptions
of modern beam lines developed specifically for
high-pressure–temperature research are described
by Mezouar et al. (2005), and Meng et al. (2006).

The simplicity of the diamond-anvil pressure cell
makes it a highly versatile device for a wide variety of
spectroscopic studies, not only of the bulk modulus
but also phase relations and a host of other properties.

Gasket

Diamond

Anvil seat

(a)

X-rays in

2θ

(b)

BN seat

WC seat

Gasket

Diamond anvil

Figure 2 (a) Schematic of a piston-cylinder diamond anvil cell. The sample is between the diamonds, within a hole in

the gasket (sample chamber). Screws are used to drive the diamond anvils toward each other to produce high pressure.

(b) The basis for X-ray diffraction with DAC. An X-ray beam hits the sample and diffraction is observed at various angles of 2�.
The BN seat is transparent to X-rays, allowing them to be recorded on a 2-D detector. These X-ray measurements yield the

unit cell sample volume and density of the sample. Courtesy of Guoyin Shen.
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In this section we have described its application to
X-ray diffraction studies of the P–V–T equation of
state. Some other applications of the diamond cell for
measurement of elastic properties by spectroscopic
methods (e.g., Brillouin scattering, inelastic X-ray
scattering) will be mentioned in the following sections.

2.10.2.3 Multianvil Devices

Although the DAC can attain the highest static pres-
sures, other devices have been developed for
compression studies using greater quantities of sam-
ple. One class of devices that have found wide use for
this purpose is the multianvil presses. These devices
can hold much larger sample volumes, approximately
1 mm3 or larger, can provide relatively uniform heat-
ing of a sample, and can accommodate a
theromocouple inside the sample chamber.
Figure 4 shows a diagram of a single-stage pressure
device with six anvils compressing the sample assem-
bly along the directions of the faces on a cube
(a ‘cube-anvil’ or DIA apparatus). The sample is
situated at the center of a cube-shaped pressure-
transmitting assembly that may contain a heater and
a soft medium immediately around the sample
(Wang et al., 1996). Most equation-of-state studies
with single-stage devices like the DIA apparatus
have been carried out at pressures of about
10–15 GPa, some of them carried out with simulta-
neous high temperature.

Higher pressures and temperatures can be
obtained using any of several variants of the two-
stage multianvil device designed by Kawai and
Endo (1970). An outer first stage of six steel anvils
advance eight tungsten carbide or sintered diamond
inner anvils which in turn compress the sample
assembly (see Section 2.10.3). The inner corners of
the eight second-stage anvils are truncated to form an
octahedral cavity in which the sample assembly is
situated and compressed. As with the DIA apparatus,
X-rays are introduced into the sample area via gaps
between all the anvils. Diffracted X-rays are collected
in energy-dispersive mode, giving the information
needed to determine the volume of the sample at
pressure via an internal calibration standard. The
pressure achievable with this apparatus depends on
the truncation area of the inner-stage cubes, with
smaller truncations yielding greater pressures. The
use of sintered diamond anvils can also extend the
upper pressure limit. For equation-of-state measure-
ments, pressures of about 30 GPa or even greater can
be attained (Irifune, 2002).

2.10.3 Ultrasonic Methods

Ultrasonic methods are those in which a transducer is
used to produce either an acoustic wave that propa-
gates through the sample, or to set the sample into
vibration at its resonant frequencies. In their various

Double-sided laser heating with the diamond-anvil cell
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Figure 3 Laser heating with the DAC and X-ray diffraction. Lasers irradiate the sample from both sides to obtain more

uniform heating of the sample and smaller thermal gradients. The photographic images show the position of the focused

X-ray beam and the laser-heated spot. In this way, the P–V–T equation of state of a sample can be determined. Courtesy
of Guoyin Shen.
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forms, both methods have been used since the 1940s
for measurements of the adiabatic elastic properties
of both single crystals and polycrystalline material at
elevated pressures and temperatures. These are
mature experimental techniques that are in use in
many laboratories around the world.

2.10.3.1 Ultrasonic Wave Transmission
Techniques

Experimental methods that utilize transmitted acous-
tic pulses are the most precise available. The basis for
all of the methods outlined below is measurement of
the traveltime of an ultrasonic plane wave through a
sample. Knowing the length of the sample and the
traveltime, the phase velocity of the ultrasonic wave
is defined. Precision on the order of several parts in
104 or better can be achieved in favorable cases.
When applied to single crystals, ultrasonic transmis-
sion techniques are the most accurate and precise of
all methods to measure elastic moduli. However,
with imperfect specimens, especially polycrystalline
samples or with very small samples, the accuracy of
the method is not as high. The frequencies used in
ultrasonic measurements typically range from hun-
dreds of kHz to GHz. In general, the sample should
be as large as possible to minimize possible systema-
tic errors and to increase precision. Working with
smaller samples, which is clearly a priority for

geophysical research at high pressures, requires that
the frequency of the ultrasonic probe be increased
(thereby decreasing the wavelength).

Studies of single crystals by ultrasonic interfero-
metry, as well as other acoustical techniques such as
Brillouin scattering, require that sound velocities be
measured in several crystallographic directions in
order to determine all of the single-crystal elastic
moduli. The number of velocity measurements
needed depends on the symmetry of the sample,
with lower-symmetry materials requiring measure-
ments in a greater number of crystallographic
directions (Nye, 1985; Musgrave, 1970). For exam-
ple, cubic crystals have only three independent and
nonzero elastic moduli, whereas monoclinic crystals
have 13. In addition, separate transducers may be
required for measurements of longitudinal and trans-
verse waves. For each direction in which a velocity
measurement is required, parallel surfaces with near
perfect flatness must be prepared. Measurements on
isotropic aggregates of randomly oriented crystallites
require only one measurement each of longitudinal
and transverse wave velocities, and yield the aggre-
gate elastic properties directly. However, these
advantages are offset by decreased accuracy due to
the imperfections often present in polycrystalline
materials (e.g., cracks, pores, preferred orientations
of grains). Hot pressing and sintering of poly-
crystalline materials under elevated pressure and
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Figure 4 A single-stage six-anvil or cubic anvil apparatus used for P–V studies with synchrotron radiation and ultrasonic

interferometry. X-rays are introduced through the small spaces between the anvils, and diffracted signals can be measured through

these gaps as well. The sample volume is measured by energy dispersive X-ray diffraction recorded on a solid-state detector

(SSD). A second measurement of the sample length (and hence volume) is made using X-radiographic images (shadowgraphs)
using a fluorescent YAG crystal and CCD camera. Modified from Vaughan et al. (1998). Courtesy of B. Li.
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temperatures can greatly minimize these effects by
producing polycrystalline materials with few imper-
fections and of near theoretical density (Gwanmesia
et al., 1993). One of the powerful advantages of ultra-
sonic methods is that they can be used with almost
any type of sample.

2.10.3.1.1 Pulse transmission

The pulse transmission technique is the simplest for
measuring elastic properties by ultrasonics. A trans-
ducer at one end of a sample converts an electrical
impulse from a pulse generator into a mechanical, or
acoustic pulse in the sample. The essential elements
of the experimental setup are shown in Figure 5.
A transducer at the opposite end of the sample senses
the transmitted acoustic wave and converts it into an
electrical signal that can be recorded and timed. The
traveltime through the specimen is thus determined
and, with the known length of the sample, a velocity
can be calculated.

Although of lower precision then some other
ultrasonics methods, the pulse transmission techni-
que is highly versatile, simple, and especially useful
for characterizing the properties of rocks and highly
attenuating samples. Low frequencies in the range a
few kHz to MHz allow one to perform measurements
on coarse-grained rocks and other types of samples
for which scattering of high-frequency waves would

be problematic. This technique was used by Birch
(1960) and Simmons (1964), in their classic studies of
the P and S velocities in a variety of rocks to 10 kbar.
A comprehensive summary of measurements per-
formed on a variety of geologic materials, including
sediments, dry and fluid-bearing rocks, and other
aggregates, is given by Christensen (1982). This
method has continued to find use in characterizing
the velocities, elastic moduli, and attenuation in a
wide range of geologic materials (e.g., Prasad and
Manghnani, 1997; Vanorio et al., 2003).

2.10.3.1.2 Ultrasonic echo methods

In cases where high-quality single crystals or fine-
grained polycrystalline samples are available, highly
precise measurements of elastic properties can be
made by using multiple reflections of acoustic
waves, or echoes, within a sample. The various meth-
ods developed around this concept involve
measuring the time interval between successive
echoes, or the phase delay between two echoes of a
monochromatic acoustic wave train. Three methods
commonly used are the pulse-echo overlap, pulse-
superposition, and phase comparison methods. These
methods are more accurate and precise than the pulse
transmission method and, in cases where high-quality
samples are available, pulse-echo methods are often
viewed as the gold standard for elastic wave velocity
and elastic modulus measurements. Very often ‘buf-
fer rods’ are placed on either end of the sample,
separating the sample and transducer. This can
serve to simply remove the transducer from the sam-
ple environment, which is necessary in most high-
pressure or -temperature experiments. In addition,
the use of buffer rods can minimize errors introduced
by changes in phase of the ultrasonic waves as they
reflect from the ends of the sample (McSkimin,
1950; Davies and O’Connell, 1977; Jackson et al.,
1981). A WC buffer rod, arranged as it is used in a
modern high-pressure experiment, is shown in
Figure 6.

In the pulse-echo overlap technique (Papadakis,
1967, 1990), individual pulses are excited in a sample
and the same transducer is used to detect reflections.
The timing of the pulses is long enough that each
pulse undergoes multiple reflections and completely
attenuates before a new pulse is introduced. The
relative phases of two successive echoes are adjusted
so that they align, or overlap, via the triggering rate
of an oscilloscope. The triggering frequency needed
to overlap echoes is equal to the reciprocal of the

Pulse
generator

Oscilliscope

Transducer Sample
Frequency

counter

Figure 5 Schematic of a pulse transmission experiments.
The transducer attached to the top of the sample produces

an ultrasonic pulse, and the bottom transducer receives the

transmitted signal.
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traveltime in the sample. The measured travel time,

T, is then equal to

T ¼ pT0 –
p�

2	f
þ n

f
½69�

where T0 is the intrinsic round-trip traveltime in the
sample, p is the number of round trips between
reflections, � is the transducer bond phase shift, f is
the frequency of the ultrasonic wave, and n is an
integer related to the number of cycles of mismatch
in the overlap of a wave train (Papadakis, 1967).
Assuming that the phase shift � is independent of
frequency, it can be determined through measure-
ments at slightly different frequencies (McSkimin,
1961; Papadakis, 1967).

With the pulse superposition technique
(McSkimin, 1961), the repetition rate of the radio-

frequency (RF) pulse generator is varied such that it

coincides with the arrival of an echo, or some integral

number ( p) of echo intervals (i.e., every second echo,

or every third echo, and so on). When the timing of

the pulses is precisely equal to the time between

echoes (i.e., the round-trip traveltime through the

specimen) then the amplitude of echoes viewed on

an oscilloscope will be at a maximum. Equation [69]

can then be used to determine the true traveltime in

the specimen. Clearly, it is advantageous to use large

samples because this makes T0 larger relative to the

other terms in [69], minimizing errors due to the

uncertainties in measurements of �, T, and the length

of the sample.
With the phase comparison method (McSkimin,

1950; Niesler and Jackson, 1989; Jackson and Niesler,

1982), the main experimental variable is the fre-

quency of the ultrasonic wave in the sample.

Coherent sinusoidal pulses of frequency f are excited

in the sample. The frequency of the ultrasonic waves

is varied so that successive echoes are in phase and

display a constructive interference maximum or,

alternately, destructively interfere to yield a mini-

mum in amplitude. The velocity of the propagating

ultrasonic wave is then

V0 ¼
2lf0

nþ �=2	
½7�

where l is the sample thickness, f0 is the frequency for
maximum constructive interference, n is an integer
equal to the number of cycles in the sample at f0, and
� is the phase angle defined previously. The integer n

can be determined by sweeping the frequency
through consecutive maxima (or minima, which
may be detected with more certainty). The phase
comparison method has been used extensively in
high-pressure studies of minerals (e.g., Jackson and
Niesler, 1982; Niesler and Jackson, 1989), making it a
valuable tool in geophysical research. When used
with single crystals, it is considered to be one of the
most accurate techniques, if not the most accurate,
for obtaining elastic properties at high pressure.

The time required to perform a pulse-echo ultra-
sonics experiment has been greatly reduced through

development of the ‘transfer function’ method (Li

et al., 2002, 2004). Instead of sweeping through a

range of frequencies, as in the pulse-echo overlap or

phase comparison methods, a broadband pulse is

introduced to the buffer rod and sample, and the

received signal y(t) is recorded digitally. Knowing

the input pulse, x(t), and the received signal, the

system response, h(t), of the transducer-buffer rod-

sample assembly is therefore defined at all frequen-

cies simultaneously from the relation y(t)¼ x(t) � h(t).

The Fourier transform of the input and output sig-

nals can be expressed as Y(f )¼X(f )�H(f ), where

H(f)¼Y(f )/X(f ) is the transfer function. In essence,

the transfer function contains information on the

response of the system over a broad range of frequen-

cies (typically several tens of MHz), and it is acquired

in a single, fast recording. From the transfer function

one can reproduce the received signal of a
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Figure 6 Ultrasonic pulses and echos in a modern high-
presssure experiment. The transducer is mounted on a

pressure-generating anvil. A buffer rod separates the

transducer from the sample embedded in a pressurized
medium. Reflections or echos from ends of the sample are

indicated. Courtesy of W. Liu and R. C. Liebermann.

Techniques for Measuring High P/T Elasticity 277



monochromatic pulse of any given frequency within
the frequency band of the source. Thus, one can
reproduce the monochromatic pulse-echo overlap
or phase comparison experiments, and calculate tra-
veltimes accordingly. With this technique, the
frequency response of the system can be obtained in
seconds, as opposed to the several minutes typically
required to scan in frequency using, for example, the
conventional phase comparison method. The speed
of the transfer method makes it possible to study
kinetics and other time-dependent phenomena.

2.10.3.2 High-Pressure Ultrasonics

Ultrasonic echo methods have been used extensively
for measuring elastic moduli at high pressures and
temperatures, employing a variety of high-pressure
devices. As noted above, phase comparison has
been one of the more commonly used methods for
determinations of elastic properties at high pressure.
Jackson and Niesler (1982) developed a method
whereby a transducer is bonded directly to a sample,
and the entire assembly is compressed in a
piston–cylinder apparatus. Hydrostatic pressure is
transmitted to the sample via a liquid (a pentane–
isopentane mixture is commonly used), thus elimi-
nating errors due to deviatoric stresses on the sample.
Pressure is measured via the electrical resistance of a
manganin wire. While this is a relatively accurate
method for high-pressure elastic modulus measure-
ments, it is limited to pressures of about 3 GPa. The
pressure limitations of the piston–cylinder apparatus

and fluid pressure media are overcome by using a

solid pressure medium and a multianvil apparatus. By

using a soft material such as NaCl for transmitting

pressure to the sample and annealing the sample and
pressure medium assembly to relax deviatoric stres-

ses, quasi-hydrostatic conditions can be attained on

samples at high pressure (Weidner et al., 1992). The

two types of multianvil apparatuses being used for

high-pressure ultrasonics are a single-stage cubic-

anvil (DIA) system (Figure 4; Weidner et al., 1992;

Li et al., 2004), and the two-stage Kawai-type multi-

anvil apparatus (Figure 7; Kawai and Endo, 1970;

Uchida et al., 2002). In the case of the two-stage

apparatus, which can reach higher pressures, eight
WC anvils with truncated corners surround an octa-

hedral sample chamber containing the sample

assembly (Figure 8). The transducer is attached to

the outer truncated corner of an anvil, which thus

serves as a buffer rod. Ultrasonic pulses are then

transmitted to the sample by another buffer rod

between the WC anvil and the sample (Figure 8).

When the WC cubes are driven together by six outer

or ‘first-stage’ anvils (not shown in Figure 7; see
Uchida et al., (2002)), pressures up to >20 GPa can

be attained. A heater in the sample assembly allows

simultaneous temperatures of >1200�C (Higo et al.,

2006). Changes in the sample length, required for

accurate velocity determinations, are measured

directly using synchrotron X-radiography. A syn-

chrotron X-ray beam is directed through the space

between the WC anvils and the transmitted beam is

recorded via a YAG crystal (serving as a fluorescent
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Figure 7 Schematic diagram of the set-up for ultrasonics in a Kawai-type multi-anvil apparatus. The YAG crystal and CCD
camera are for x-radiography of the sample to determine it’s length in-situ. The solid state detector is used for energy

dispersive X-ray diffraction. The transducer that produces an ultrasonic signal is attached to one of the WC cubes which acts

as a primary buffer rod. Modified from Vaughan et al. (1998) and Li et al. (2005).

278 Techniques for Measuring High P/T Elasticity



screen) and detector. Due to their high absorption,
the images of metal markers on either side of the

sample are apparent in this X-radiograph and give
the sample length directly. Because this device allows

velocity, sample length, and, hence, volume to be

measured in a single experiment, it is possible to
obtain the pressure on the sample directly (Ruoff

et al., 1973). This remarkable apparatus illustrates
the flexibility in adapting ultrasonic methods to a

variety of high-pressure devices, due in part to the
ability to introduce the signal to the sample via buffer

rods.
Ultrasonic measurements of velocities have also

been carried out in a torroidal anvil apparatus

(Khvostantsev et al., 2004), a device in which pressure
is generated by two opposed curved anvils. This
device can generate pressures to ~15 GPa on rela-
tively large sample volumes, and high temperatures.
Ultrasonic measurements with the toroidal cell date
back to the work of FF Voronov in the mid-1970s
(see the review by Khvostantsev et al., (2004)). This
technology continues to be developed, and has more
recently combined synchrotron XRD with ultraso-
nics capabilities (Lheureux et al., 2000).

In an attempt to perform ultrasonic velocity mea-
surements to even higher pressures, an ultrasonic
interferometer has been devised for use with the
DACs. The challenge in this experiment is the
small sample thickness in a DAC (typically 50 mm
or less, in comparison with ~1 mm in a multianvil
device). Such thin samples require higher-frequency
ultrasound waves. This emerging technique has
proved to be successful in measuring both longitudi-
nal and shear elastic wave propagation times in
samples compressed in a DAC. Producing shear
waves at the requisite GHz frequencies appropriate
for samples in a DAC is problematic. An ingenious
method of converting longitudinal GHz acoustic
waves to transverse waves (P-to-S conversion) is
achieved via reflection at a critical angle on the buffer
rod (see Figure 9) ( Jacobsen et al., 2002). Some of the
recent technical advances and results obtained with
this promising new method are given by Jacobsen
et al. (2004), Kantor et al. (2004), and Reichmann
and Jacobsen (2006).

An important application of high-temperature
ultrasonic studies has been to the properties of sili-
cate melts. Measurements on dry silicate melts are
challenging because of the rather high temperatures
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Figure 8 Sample assembly used for ultrasonic velocity

measurement experiments at high pressure in a Kawai-type

multi-anvil apparatus. Modified from Kung et al. (2004) and

Li et al. (2005).
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involved (>1000�C), and their high viscosity. The
elastic properties of numerous silicate melts, span-
ning a broad range of compositions, were measured
by Rivers and Carmichael (1987). These authors
successfully employed both the pulse-echo-overlap
technique and an interferometric technique in their
experiments. With either method, the ultrasonic
waves are introduced into the high-temperature
melt via a refractory buffer rod (molybdenum in
this case). The sample is contained in a crucible
with a flat bottom to reflect ultrasonic waves propa-
gating through the sample. Maxima and minima in
the amplitude of the ultrasonic echoes are obtained
by moving the buffer rod to vary the path length in
the molten sample. The distance between successive
amplitude maxima or minima yields the wavelength
and the velocity of sound in the liquid. The reader is
referred to the earlier work of Baidov and Kunin
(1968), Murase et al. (1977), and Katahara et al.

(1981), which document primary developments in
this important area of research.

2.10.3.3 Vibrational Resonance

The resonant vibrational modes of a body are a
function of its elastic moduli and external dimen-
sions. Measurements of the vibrational resonance
frequencies can therefore be used to obtain all of
the elastic properties of a sample in a single experi-
ment. In contrast to the ultrasonic wave transmission
methods, where individual velocities are usually
measured on different single-crystal samples with
specific crystallographic orientations, the vibrational
resonance spectrum (amplitude vs. frequency of exci-
tation) yields all of the single-crystal elastic moduli
from one experiment. An additional advantage of this
technique is that it allows the use of smaller samples
for a given ultrasonic frequency range or, alterna-
tively, the use of lower frequencies for a given size of
sample (Ohno, 1976). Internal friction or attenuation
(Q�1) can also be measured. The technique was
applied to measurement of the bulk and shear moduli
of elastically isotropic spheres by Fraser and LeCraw
(1964) and Soga and Anderson (1967). Interpreting
the results for anisotropic crystals, even those of
cubic symmetry, is not straightforward. Since the
early measurements on elastically isotropic materials,
both the experimental and theoretical aspects of reso-
nant ultrasound spectroscopy (RUS) measurements
have been refined and applied primarily to high-
temperature elasticity studies, including the proper-
ties of high-pressure phases at elevated temperatures.

Using RUS methods to determine the single-crys-
tal elastic moduli of anisotropic materials is far more

complex than for isotropic substances. The difficulty

is mainly in the forward problem of calculating the

RUS spectrum expected for an anisotropic crystal of

a given shape. This difficulty exists even for crystals

of the cubic crystal system, which can display con-

siderable elastic anisotropy. The complexity

(number of peaks) of an RUS spectrum increases as

the symmetry of a material decreases, and also

depends on the detailed shape of a crystal. A major

advance in this field was made by Demarest (1971),

who solved the problem of calculating the resonant

spectrum for crystals with cubic crystallographic

symmetry, in the shape of a cube. Demarest’s work

was extended to the case of orthorhombic crystals by

Ohno (1976) and more recently to monoclinic crys-

tals (Isaak et al., 2006). The RUS spectral data are

sufficiently complex that assignment of the peaks to

specific vibrational modes can be difficult, and any

misidentification of the peaks will result in erroneous

elastic moduli. Having a good starting model for the

elastic moduli greatly assists in evaluation of the data.
In most recent versions of the RUS method, two

transducers are attached to opposite corners of a cube

or rectangular parallelepiped (Figure 10). One of the

transducers is used to vibrate the sample and the

other acts as a receiver. An experimental concern is

the effect the transducers have on the observed reso-

nant frequencies. The theory for analyzing RUS

Specimen

Transducers

Ultrasonic input

Figure 10 Schematic of a resonant ultrasound
experiment. The transducers excite different resonant

vibrations as the ultrasonic input is scanned in frequency.

Courtesy of Donald G. Isaak.
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spectra assumes stress-free boundaries on the sample,
and the effect of the force exerted by contact between
the transducers and the samples cannot be accounted
for theoretically. In practice, the experiment can now
be done with sufficiently low stresses exerted on the
sample that the effects are thought to be small rela-
tive to other sources of error. The high-temperature
elastic properties of numerous materials have been
measured by RUS, at temperatures as high as 1800 K
(e.g., Isaak et al., 1989), and a review of much of those
results has been presented by Anderson and Isaak
(1995). The technique has recently been applied to
measurement of the properties of high-pressure man-
tle phases at high temperatures (Mayama et al., 2005).

2.10.4 Light Scattering Techniques

2.10.4.1 Brillouin Scattering

Over the past few decades, Brillouin scattering has
been perhaps the most frequently used technique for
measurements of the single-crystal elastic properties
of materials of geophysical interest, especially for
phases that are stable only at high pressures. This is
largely due to the fact that it is an optical, noncontact
technique in which no coupling of transducers or
other devices to the sample are needed to produce
an acoustic excitation. As a result, Brillouin scattering
is intrinsically suitable for measurements on small
transparent or translucent samples of less than
100mm in lateral dimensions. The ability to accurately
measure the elastic properties of very small samples,
either single crystals or well-sintered polycrystalline
samples, without physical contact, is a strength of the
Brillouin scattering technique. Brillouin scattering can
be performed on samples at high pressure in a dia-
mond anvil cell and/or at high temperature. Weidner
et al. (1975) first applied the Brillouin scattering tech-
nique to measurements on a small single-crystal
sample of geological importance. Since these first
experiments, the technique has continued to be devel-
oped and refined for geoscience research.

Brillouin scattering is the inelastic scattering of
light (photons) by thermally generated acoustic vibra-
tions (phonons). That is, incident light is scattered
from acoustic vibrations that result from thermal
motion of atoms in a material. This scattering changes
the frequency of the scattered light by an amount that
depends on the phase velocity of the acoustic wave.
One way to view the process is to consider a sound
wave in a material as producing a periodic modulation
of the refractive index, which can scatter light. Because

the modulation is propagating with the speed of sound,
the scattered light is Doppler-shifted in frequency.
Alternatively, the inelastic scattering process may be
viewed as the creation or absorption of a phonon by a
photon.

With either model of the process, a small portion of
the light scattered is shifted in frequency due to the
photon–phonon interaction. If we consider incident
light of wave vector ki being scattered into a photon
of wave vector ks through interaction with a phonon of
wave vector q, these wave vectors are related through
conservation of momentum for the scattering process:

kS – ki ¼ 	q ½8�

where the ‘þ ’ sign indicates phonon annihilation
(anti-Stokes scattering) and the ‘�’ sign to phonon
creation (Stokes scattering). From conservation of
energy, the frequencies in the scattering process are
related by

!s –!i ¼ 	� ½9�

where � is the frequency of the phonon. Because
jksj ffi jkij, then for an optically isotropic sample
and a scattering angle � between the incident and
scattered wave vectors:

2jksj sin �=2 ¼ q ½10�

Note that the scattering angle � refers to the angle
between the incident and scattered light inside the
sample, after any refraction at the sample boundaries.
Because many minerals are of low symmetry and
optically anisotropic, it is useful to consider the
more general relation for the velocity (v) of the
acoustic wave, that follows from eqns. [8] and [9]:

v ¼ cð!i – !SÞ
!iðn2

i þ n2
s – 2nins cos �Þ1=2

½11�

where ni and ns are the refractive indices for the
incident and scattered light, respectively, and c is
the speed of light. A special case of particular interest
for high-pressure measurements using the diamond
anvil cell is one where light enters and exits the
sample at the same angle, or symmetrically, through
parallel faces of a plate-shaped sample (Figure 11).
In this case, if the sample is optically isotropic, the
expression for the sound velocity is

v ¼ �! : �

2 sin ð��=2Þ ½12�

(Whitfield et al., 1976), where �� is the external angle
between the incoming and the scattered light
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directions outside of the sample (Figure 11). This
scattering geometry is very convenient and com-
monly used because the velocities are determined
independent of the refractive index of the sample,
and because it is compatible with diamond cell
measurements. Note that eqn [12] strictly holds
only for isotropic materials or when ni¼ ns. A back-
scattering geometry (�¼ 180�) is also commonly
used, and in this geometry the observed Brillouin
shift �! _ nv, thus requiring knowledge of the the
refractive index to obtain velocities and elastic
moduli. In addition, the amplitude of the shear
modes goes to zero in a backscattering geometry.
An extensive review of Brillouin scattering is given
by Sandercock (1982) and references therein.

A schematic of a Brillouin spectrometer is shown in
Figure 12. The main component is a six-pass Fabry–
Perot interferometer that is capable of resolving the
very small frequency shift, �!, of the Brillouin scat-
tered light and the elastically scattered Raleigh light
(Sandercock, 1982; Bass, 1989) (Figure 13). This
requires an instrument with very high finesse. In addi-
tion, the Fabry–Perot must have a very high contrast
(signal-to-noise ratio) for low-intensity Brillouin
peaks to be above any background. The frequencies
of the acoustic waves probed by Brillouin scattering
are typically in the range of tens of GHz. In a single-
crystal Brillouin experiment, the orientation of the
sample is changed so that velocities with many values
of q are probed. In this way, sufficient data may be
obtained to constrain all of the single-crystal elastic

moduli. The intrinsic precision of Brillouin measure-
ments is on the order of 0.1–0.5%, depending upon the
sample. By collecting large amounts of data (velocity
vs orientation), the uncertainties in the experimental
results can be reduced considerably. A generalized
inversion technique can be used to obtain the single-
crystal elastic modulus tensor, cij, from the velocities
and phonon directions (Weidner and Carleton, 1977).

The basic strategy for carrying out a high-
pressure Brillouin experiment using the diamond
cell is described by Whitfield et al. (1976)
(Figure 11). This work has been followed up by
high-pressure Brillouin studies on a variety of mate-
rials (Brody et al., 1981; Polian and Grimsditch, 1984;
Duffy et al., 1995; Sinogeikin and Bass, 1999), and
high-pressure Brillouin studies are now performed
in a number of laboratories around the world. It is
now possible to measure sound velocities to pressures
of 100 GPa and above (e.g., Murakami et al., 2007).
High-temperature measurements can be performed
using resistance heaters to ~1700 K (Sinogeikin et al.,
2000; Jackson et al., 2004) or with CO2 laser heating to
temperatures approaching 3000 K (Sinogeikin et al.,
2004). Brillouin scattering can be used to measure the
surface wave velocities of metal samples
(Sandercock, 1982; Crowhurst et al., 1999).

A new application of Brillouin scattering is its inter-
facing with synchrotron radiation for simultaneous
measurements of sound velocities and volume (den-
sity). This capability has recently been developed at
the GSECARS (Sector 13) beam line of the advanced
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Figure 11 The left-hand panel shows the geometry of a Brillouin scattering experiment with a platelet sample in a
symmetric geometry. The external scattering angle in eqn [12] is shown. The geometry is used in high-pressure Brillouin

experiments with the diamond anvil cell (right panel). Courtesy of Stanislav V Sinogeikin.
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photon source (Sinogeikin et al., 2006), and should
allow the development of improved pressure scales
for high-pressure research (Ruoff et al., 1973).

2.10.4.2 Impulsive Stimulated Scattering

Impulsive stimulated scattering (ISS) is another laser-
based technique for measuring the single-crystal elastic
moduli, or the bulk elastic properties from polycrystal-
line samples. Unlike Brillouin scattering, where the
scattering is from intrinsic thermal motion of the
atoms, the ISS acoustic signal is produced via the
interaction of interfering lasers in the sample. Thus,
this method is sometimes referred to as stimulated
Brillouin scattering, or laser-induced phonon spectro-
scopy. An advantage of the techniques is that the
scattered signal is much stronger than with Brillouin
scattering, but the nature of the experiment data
(acoustic velocities as a function of crystallographic
direction) is essentially the same as with Brillouin or
ultrasonic interferometry. The ISS technique has addi-
tionally been used to measure thermal diffusivity and
acoustic attenuation. The theory and applications of
the ISS technique have been discussed in review
papers by Abramson et al. (1999) and Fayer (1982).
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In outlining the basis for the ISS technique, we
follow the descriptions given by Brown et al.

(1988), Abramson et al. (1999), and Zaug et al.

(1992). Acoustic excitations are produced in a sam-
ple by the interference of two pulses from the
output of a Q-switched, mode-locked laser that
are combined in a sample at an angle 2�
(Figure 14). The interference of these laser
beams produces a periodic variation of intensity
which, for absorbing samples, produces a con-
comitant variation in temperature of the sample.
The rapid appearance of this thermal grating and
the associated thermal pressure excites a quasi-
longitudinal and two quasi-transverse acoustic
waves. The wavelengths, �A, of the thermal fluc-
tuations and acoustic waves are equal and given by

d ¼ �A ¼
�

2 sin �
½13�

where � is the wavelength of the laser light (1064 nm
in this case). A third beam from the Q-switched laser
is frequency doubled, time delayed, and scattered
from the thermal grating at the Bragg angle to serve
as a probe of the acoustic waves. The intensity of the
probe as a function of delay time yields the frequency
of the acoustic wave, vA, and hence its velocity. The
raw data are in the time domain, and Fourier trans-
formed to obtain the acoustic frequencies. Note that
where a sample is elastically isotropic, only a long-
itudinal wave is excited. In cases where the sample
does not absorb at the 1064 nm frequency of the
interfering lasers, electrostriction may be sufficient
for the excitation of acoustic phonons.

Like Brillouin scattering, ISS may be used to
investigate the properties of surface waves on metals,
including at high pressure (Crowhurst et al., 2003)
and the elastic moduli of minerals with low symme-
try (e.g., Brown et al., 2006).

2.10.5 Inelastic X-Ray Scattering

The development of intense third-generation syn-
chrotron X-ray sources and the possibility of
achieving extremely high-energy resolution, on the
order of 1 meV, has opened the opportunity to deter-
mine sound velocities through inelastic X-ray
scattering (IXS) (Burkel, 2000). Here we mention
two types of IXS techniques that have recently been
applied to the measurement of velocities and elastic
moduli for materials of relevance to geophysics, and
which have been developed for high-pressure experi-
ments with the diamond cell.

2.10.5.1 Nuclear Resonant Inelastic X-Ray
Scattering (NRIXS)

This technique provides a way of probing the phonon
density of states (PDOSs) by excitation of nuclear
resonances for specific isotopes. From the density of
states, sound velocities and thermodynamic proper-
ties can then be calculated. Intense synchrotron
X-rays with a tightly defined energy bandwidth are
used to excite the nuclear resonances. One of the
optimal isotopes for NRIXS studies is 57Fe, which is
fortuitous given the abundance of Fe and Fe-bearing
compounds in the Earth.

The configuration of a sample for a high-pressure
NRIXS experiment in a diamond cell is shown in
Figure 15. In an NRIXS experiment, short pulses of
synchrotron X-rays excite fluorescent radiation from
the Fe sublattice, and this fluorescence is recorded in
a short time window between pulses. It is important
to note that the experiment selectively probes the Fe
atoms, and other elements in the sample do not con-
tribute to the recorded signal. The energy of the
impinging X-rays is scanned, typically by less than
	100 meV in steps of ~0.25 meV about the nuclear
transition energy of 14.4125 keV for 57Fe. Three ava-
lanche photodiodes (APDs) around the sample
record a spectrum of intensity versus energy of the
incident radiation, with the zero point in the spec-
trum corresponding to 14.4125 keV (Figure 16).
From the NRIXS spectrum, the phonon density of
states can be calculated (Sturhahn et al., 1995). An
example of the PDOS is given in Figure 17 for Fe at
three different temperatures and high pressure.

The low-frequency part of the PDOS is related to
the Debye sound velocity (Hu et al., 2003):
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Figure 14 The impulsively stimulated scattering
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back of a diamond and cross in the sample. The transient

grating produced in the sample will diffract a probe beam

brought in at the Bragg angle. Courtesy of J.M. Brown.
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Parabolic fits to the low-frequency portion of the
PDOS gives vD. If the bulk modulus and density of
the sample at high pressure are known, for example,
through static compression experiments, then eqns[1],
[2], and [14] allow one to solve for the aggregate sound
velocities vP and vS. The Gruneisen parameter and
thermal expansion must also be known to convert iso-
thermal to adiabatic quantities. This method has been
used to calculate the velocities of Fe at high pressures
and temperatures (Mao et al., 2001; Lin et al., 2005a).

Further details on nuclear resonant inelastic
X-ray scattering, and its applications to samples of
geophysical interest, can be found in the review
articles by Sturhahn (2004) and Lin et al. (2005b).

2.10.5.2 Inelastic X-Ray Scattering from
Phonons

IXS by phonons is analogous to Brillouin scattering
with X-rays instead of with visible light. The

frequency of X-ray photons is changed due to inter-
action with thermally generated phonons in a
material. Only the methods of detecting the fre-
quency shift (energy transfer) of the X-ray photons
are different. Like Brillouin scattering, this technique
allows the direct measurement of sound velocities in
single crystals and polycrystalline samples. A review
of IXS is given by Burkel (2000), and its application
to materials of geophysical interest and high-pressure
research is given by Fiquet et al. (2004).

A main advantages of the IXS technique over visi-
ble-light scattering methods, such as Brillouin
scattering and ISS, is that X-rays penetrate all materi-
als. This makes it possible to determine the body wave
sound velocities (vp and vs) on optically opaque sub-
stances. One can therefore directly measure the elastic
moduli and sound velocities of materials relevant to
the Earth’s core, such as Fe and its alloys (Fiquet et al.,
2001, 2004). There are no refractive index effects.

A diagram of the IXS facility at beam line ID28 of
the ESRF synchrotron is shown in Figure 18 to
illustrate the measurement techniques. In this experi-
ment the momentum transfer is chosen at desired
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values of 2jksj sin �=2 ¼ q, and the frequency of the
input radiation is scanned to determine the energy
transfer. Five analyzers are mounted 6.5 m from the
sample on a Rowland arm that rotates about a vertical
axis through the sample, allowing one to access dif-
ferent values of �, q. In this way, the phonon
dispersion curves for each acoustic mode can be
obtained, and are usually fit with a sine function to
obtain the velocities corresponding to the Brillouin
zone center. The energy is scanned by changing the
temperature on the final backscattering Si mono-
chrometer. An example of the raw data, showing
intensity of scattered X-rays as a function of the

energy transfer of the input X-rays, is shown in
Figure 19. From the velocities as a function of crys-
tallographic direction, the elastic moduli can be
obtained exactly as for other single-crystal techni-
ques described above.

2.10.6 Shock Waves

Shock wave results on rocks and minerals have had a
major influence on our understanding of the forma-
tion and evolution of planetary bodies. Dynamic
shock compression studies allow one to access pres-
sure and temperature regimes (hundreds of GPa and
over 10 000 K) that are inaccessible to other techni-
ques. Shock techniques have been developed to
measure a wide variety of properties and processes,
and a complete survey of this field cannot be pre-
sented here. Rather, we mention only the shock wave
equation of state experiments that are the basis for
much of what is inferred about the deeper parts of
Earth and other planets. Excellent reviews of shock
wave theory and experimental methods are given by
Rice et al. (1958), Al’tschuler (1965), Duvall and
Fowles (1963), and McQueen et al. (1970).

In a shock wave experiment, a sample is impacted
at high velocity by a flyer plate, producing a high-
density state that propagates through the sample with
shock velocity Us (Figure 20). The locus of all shock
states that can be achieved by a sample in given
initial state is known as the Hugoniot. The relation-
ship between the Hugoniot and an isotherm or
isentrope is shown in Figure 20. It is important to
realize that the temperature increases rapidly along
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the Hugoniot, and it is hotter than the isentrope
(along which temperature increases adiabatically).
Therefore, the pressure corresponding to a given
compressed volume is higher along the Hugoniot.
In a standard shock wave equation-of-state experi-
ment, the pressure and density (or specific volume)
are determined, but the temperature is generally
unknown. It is worth noting that the pressures in
shock experiments are known with relatively high
accuracy, on the order of 1%. This makes shock
wave experiments important in the determination of
pressure scales for high-pressure research.

From conservation of mass, momentum, and
energy across the shock front, one obtains the
Rankine–Hugoniot relations:

�0US ¼ �ðUS – uPÞ
P –P0 ¼ �0USuP

E – E0 ¼ ðP þ P0ÞðV0 –V Þ=2

½15�

where US and uP are shock velocity and particle
velocity, respectively, and P, V, and E are the pres-
sure, volume, and internal energy in the shocked
Hugoniot state. In a shock equation-of-state experi-
ment, the shock velocity and particle velocity are
measured. Us is the transit time of the shock front
through the sample. The particle velocity can be
obtained by measuring the velocity of the impactor
(flyer plate) through an impedance matching method
(McQueen et al., 1970). With knowledge of the initial
pressure and density of the material, the density,
pressure, and change in internal energy in the
shocked state are thus known. It is empirically deter-
mined that in the absence of phase changes, Us and uP

form a linear trend, and the results of shock wave
experiments are often represented in this way
(Ahrens and Johnson, 1995).

The results of shock equation-of-state experiments
have been critical to our understanding of Earth’s deep
interior. For example, experiments on Fe provide
compelling evidence that the density of the outer
core is too low for it to be composed of pure Fe, and
therefore contains light elements. However, it should
be recognized that many other types of sophisticated
shock wave experiments are being performed, of
which we will mention two. Hugoniot temperatures
have been inferred by analysis of the thermal radiation
emitted by shocked samples (Lyzenga and Ahrens,
1980; Bass et al., 1990). Measurements of sound velo-
cities can be made along the Hugoniot and can
provide evidence for phase transitions that are not
readily apparent by other types of data (Brown and
McQueen, 1986; Nguyen and Holmes, 2004). New
technologies such as the ability to produce shock
waves by laser ablation may open up yet further
opportunities to investigate the properties of deep
Earth materials (Swift et al., 2004).

2.10.7 Other Techniques

Elasticity measurements have a long history due to
their importance in many areas of physics, chemistry,
and materials sciences. This review is not exhaustive,
and a number of measurement techniques have neces-
sarily not been discussed. Perhaps most noteworthy is
inelastic neutron scattering, which is arguably the
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optimal way to investigate phonons (e.g., Shirane,
1974). This method has found limited applications in
geophysics, because of the large sample size require-
ments for neutron studies. However, significant
progress is being made in the use of neutron scattering
for investigations at high pressures (Besson et al., 1992).
Another technique that been used to provide con-
straints on the strength and elasticity of materials is
radial X-ray diffraction in the diamond cell (e.g.,
Merkel et al., 2002; Speziale et al., 2006).
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Glossary
bounding in deep Earth materials – Description

of the binding between atoms and/or molecules in

substances that comprise the interior of the planet,

typically the mantle and core.

bonding under high P-T conditions – Description

of the binding between atoms and/or molecules at

high pressures and temperatures such as those

that characterize the Earth and other planets.

Brillouin and Rayleigh scattering – Inelastic

light-scattering technique in which the light is

scattered off acoustic waves in a material.

charge transfer – Excitations or bonding states

derived by promotion of an electron from one atom

or molecule to another atom or molecule.

Compton scattering (CS) – Inelastic scattering of

x-ray radiation typically used to that probe electron

momentum distributions.

conventional bonding classification – The

description of binding forces in atoms and mole-

cules found in gases, solids, and liquids under

ambient or near ambient conditions, specifically

covalent, ionic, metallic, van der Waals, and

hydrogen-bonding.

crystal field transitions – Excitations between

quantum states of an atom, ion, or molecule inside

a crystal where the states are perturbed (e.g.,

degeneracies lifted) by the symmetry of the site of

the crystal.

defect excitations – Transitions or spectral fea-

tures arising from defects in the material, including

color centers.

de Haas-van Alphen – Technique for measuring

Fermi surfaces of metals in a magnetic field.

dielectric functions – The response of a material

to an applied electric field.

elastic neutron scattering – Scattering of neutron

without a change in particle energy, as in typical

neutron diffraction;

elastic X-ray scattering – Scattering of x-rays

without changes in photon energy as in typical

x-ray diffraction, may be either coherent or

incoherent.

electrical conductivity – Movement of charge in a

system in response to an applied electric field

(static or frequency dependent), and can be intrin-

sic or extrinsic, electronic or ionic

electronic inelastic X-ray scattering (EIXS) –

Technique to probe electronic excitations such as

core-level, plasmons, and electronic bands, using

x-rays, including momentum q dependence.

electronic structure – Quantum description of

electrons in an atom, molecule, or condensed

phase (i.e., crystal, liquid, fluid, or glass)

electron paramagnetic resonance (EPR) –

Technique which involves resonant microwave

absorption between electronic energy levels split in

a magnetic field (the Zeeman effect).

excitons – Well defined quantum excitations or

quasi-particles such as bound electron-hole pairs

in crystals.

extended excitations – Spectral transitions that

involve elecvtronic states that are coherent over

long distances, as in a metal.
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high P-T CARS – Coherent Anti-Stokes Raman

Scattering, a nonlinear optical technique whereby a

pump beam !p and a Stokes beam !S are mixed via

third order susceptibility, typically used to study

vibrational transitions.

inelastic X-ray scattering spectroscopy (IXSS) –

General class of techniques measure excitation

spectra, probes the dynamical structure factor.

infrared spectroscopy – Class of techniques that

use radiation from 10-10000 cm�1 in absorption,

emission, or reflectivity, and used to study vibra-

tional, electronic and magnetic excitations.

iron and iron alloys – Soft, silver-colored metal

with an atomic number of 26; the most abundant

transition element in the solar system; iron alloys

are a mixture of iron and other elements.

Kramers–Kronig analysis – Mathematical treat-

ment that uses causality to determine the full set of

optical constants of a material as a function of

frequency to its complete spectrum (e.g., absorp-

tion and reflectivity).

luminescence – Light emitted by materials;

includes both fluorescence (short-lived) and phos-

phorescence (long-lived).

magnetic excitations – Transitions between

magnetic states in materials, such as magnons.

magnetic properties – Properties arising from the

presence of unpaired electrons and giving rise to a

magnetic field or the response of a material to an

external magnetic field.

nonlinear optical methods – Optical techniques

in which the response of the material under study

involves the non-linear response (susceptibility), or

in other words, more than photon.

nuclear magnetic resonance (NMR) – Technique

that uses radio frequency radiation to probe transitions

associated with nuclei that split in a magnetic field.

nuclear resonance forward scattering (NRFS) –

Time-domain technique that uses synchrotron

radiation to probe the Mössbauer effect in materials.

nuclear resonant inelastic X-ray scattering

(NRIXS) – Synchrotron radiation technique that

probes phonon spectra associated with the exci-

tation of the Mössbauer-active nuclei.

olivine – (Mg,Fe)2SiO4, is a magnesium iron sili-

cate, one of the most common minerals in the

Earth’s upper mantle.

optical absorption and reflectivity – Techniques

used to study transitions in the infrared-visible-

ultraviolet spectral range from transmission of light

through the material (absorption) or from the light

reflected from the surface.

oscillator fits – Analyses of spectra that employ

one or more excitations to comprise the spectra

profile, often used for modeling dielectric function.

phonon inelastic X-ray scattering (PIXS) –

Technique to probe vibrational excitations, includ-

ing their momentum q dependence, using x-rays.

Raman scattering – Inelastic light scattering

technique that measures transitions to an excited

state from the ground state (Stokes scattering) and

to the ground state from or from a thermally excited

state (anti-Stokes scattering).

Rayleigh scattering – Quasi-elastic scattering

spectroscopy technique, typically used to explore

relaxation phenomena in materials.

resonance methods – Techniques that probe

materials by measuring the response through a

characteristic frequency or frequencies.

resonant inelastic X-ray spectroscopy (RIXS) –

Technique to probe electronic excitations using

x-rays scattered at energies that different from the

incident x-rays and where the incident radiation is

tuned through core-level excitations.

silicate perovskite and post-perovskite – High-

pressure silicate phases with the stoichiometry

ASiO3, where A is a metal ion (e.g., Mg, Fe, Ca).

Silicate perovskite represents the dominant class of

phase of the Earth’s lower mantle.

silicate post-perovskite – Dense pressure

phase of the same stoichiometry as silicate per-

ovskite having the CaIO3 structure and stable at

P-T conditions of the base of the mantle.

transition metal oxides – Compounds with the

general formula Mi
aMj

bOz, where Mi
a is a transition

metal in a particular oxidation and O is oxygen.

transport measurements – Experiments that

quantify the transport of charge (electrons, protons,

or ions) and of heat (thermal conductivity).

volatiles – low boiling point compounds usually

associated with a planet’s atmosphere or crust,

including hydrogen, H2O, CO2, methane, and

ammonia; also the components of these

materials that can be bound in high-pressure

phases.

X-ray absorption spectroscopy (XAS) –

Technique in which incident x-rays are absorbed

when energy exceeds the excitation energy of core

electrons of a specific element, typically causing an

atomic edge-like spectrum.
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2.11.1 Introduction

Electronic and magnetic properties directly influ-
ence large-scale global phenomena, ranging from
the initial differentiation of the planet, the formation
and transmission of the Earth’s magnetic field, the
propagation of seismic waves, and the upwelling and
downwelling of mass through the mantle. The prop-
erties of deep-Earth materials are not readily familiar
to us, owing to their distance, both physically and
conceptually, from the near-surface environment of
the planet. Over the range of pressures encountered
with the Earth, rock-forming oxides and silicates
compress by factors of 2–3. Even the many incom-
pressible materials are compressed by 50%. Volatiles
such as rare gases and molecular species can be
compressed by over an order of magnitude. With
the large reduction in interatomic distances produced
by these conditions, dramatic alterations of elect-
ronic and magnetic properties give rise to myriad
transformations. Discrete electronic and magnetic
transformations can occur, such as metallization
of insulators and magnetic collapse. More commonly,
these changes are associated with, and drive, other
transformations such as structural phase transitions,
as well as controlling chemical reactions. Materials
considered volatiles under near-surface conditions
can be structurally bound in dense, high-pressure
phases (e.g., hydrogen in ice, mantle silicates, and
ferrous alloys). Gases and H2O become refractory
(high melting point) materials at high pressures
(Lin et al., 2005a). The heavy rare gases metallize
(Goettel et al., 1989; Reichlin et al., 1989; Eremets
et al., 2000). Ions such as Fe2þ and Mg2þ, which
almost always can substitute completely for each
other at low pressures, partition into separate phases
at depth (Mao et al., 1997), whereas incompatible
elements such as Fe and K may form alloys (Parker
and Badding, 1996). Noble gases form new classes
of compounds (Vos et al., 1992; Sanloup et al.,
2002b).

This chapter constitutes an overview of measure-
ments of high-pressure electronic and magnetic
properties of Earth materials. The chapter draws
largely on a pedagogical review written in 1998
(Hemley et al., 1998b), including numerous updates
as a result of considerable advances in the field,
particularly in the area of synchrotron techniques
(see Chapter 2.01). The article focuses on in situ

high P–T techniques and selected applications in
geophysics. We begin with a short review of funda-
mental properties, with emphasis on how these are
altered under very high pressures and temperatures
of the Earth’s deep interior. This is followed by a
discussion of different classes of electronic and mag-
netic excitations. We then provide a short description
of various techniques that are currently used for
high-pressure studies. We then provide selected
examples, showing how the use of a combination of
different techniques reveals insight into high P–T

phenomena.

2.11.2 Overview of Fundamentals

2.11.2.1 Bonding in Deep-Earth Materials

2.11.2.1.1 Conventional bonding

classification

The binding forces that hold the atoms together are
generally electrostatic in origin. The forces that keep
the atoms from collapsing into each other arise from
increased kinetic energy as atoms are brought closer
together, the Pauli exclusion principle that keeps
electrons apart, the electrostatic repulsion between
electrons, and ultimately (as the atoms are brought
closer and closer together) the electrostatic repulsion
of the nuclei. Crystals can be characterized by the
primary source of their binding energy. Following
the conventional classifications set out by Pauling
(1960), we describe for the purposes of the present
chapter the following bonding types – ionic, covalent,
metallic, van der Waals, and hydrogen bonding. As

X-ray emission spectroscopy (XES) – Technique

in which core electrons are excited by x-ray and then

the core-holes decay through a radiative processe.

X-ray inelastic near-edge spectroscopy

(XINES) – Technique in which an incident x-ray is

scattered at a lower energy of a core excitation

(e.g., K-edge) of a material; typically used to probe

structure containing information on bonding states.

X-ray magnetic circular dichroism (XMCD) –

Technique to measure the spin polarization of an

electronic excitation of materials by the use of cir-

cularly polarized x-rays.
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pressures increase, the problem changes from under-
standing the cohesion of crystals, to understanding
how electrons and nuclei rearrange in order to mini-
mize repulsive forces.

In ionic crystals, the primary source of binding is
from the electrostatic attraction among ions.
Prototypical examples are NaCl (NaþCl�) and
MgO (Mg2þO2�). This ionicity is driven by the
increased stability of an ion when it has a filled
shell of electrons. For example, oxygen has a nuclear
charge Z¼ 8, which means that it would have two 1s-,
two 2s-, and four 2p-electrons, but a filled p-shell
has six electrons. In a covalent bond, charge concen-
trates in the bonding region, increasing the potential
and kinetic energy of interaction between electrons,
but reducing the energy through the electron–
nuclear interactions (since each electron is now on
average close to both nuclei). Covalent bonds tend to
be directional since they are formed from linear
combinations of directional orbitals on the two
atoms. It is straightforward to develop models for
such covalent materials, and such models have ran-
ged from models with empirical parameters to those
with parameters obtained from first principles. The
high-pressure behavior of metals, and in particular
iron and iron alloys, is of paramount importance for
understanding the nature of the Earth’s core (see
Chapter 2.05). The bonding in metals is often thought
of as a positive ion core embedded in a sea of elec-
trons, the negative electrons holding the ions
together. Under pressure, the conductivity may
increase, or decrease: in some cases (e.g., carbon)
pressure may drive a transition from a metallic
phase (graphite) to an insulator (diamond).

One must also consider weaker bonding interac-
tions. Dispersion, or van der Waals forces, arises from
fluctuating dipoles on separated atoms or molecules.
Separated, nonoverlapping charge densities have
such an attractive force between them, and it varies
as 1/r6 and higher-order terms at large distances.
Even at low pressures, van der Waals forces are
largely quenched in solids, and become completely
insignificant at high pressures. Hydrogen bonds are
essentially ionic bonds involving H and O; a hydro-
gen atom is covalently bonded to an oxygen atom and
attracted electrostatically to a neighboring oxygen
ion. As such, the three atoms form a linear linkage
with a hydrogen atom asymmetrically disposed
between the oxygens, a configuration that is ubiqui-
tous in hydrous materials. A range of degrees of
hydrogen bonding at ambient pressure is evident in
dense hydrous silicates that are candidate mantle

phases. In such structures the application of moderate
pressures causes a reduction in oxygen–oxygen dis-
tances, which generally enhances bonding between
the hydrogen and the more distant oxygen atom. At
deep mantle and core pressures, conventional hydro-
gen bonding is lost, and hydrogens might be
symmetrically situated between oxygens.

Many high-pressure minerals exhibit combina-
tions of the types of interactions outlined above.
Most common are ionic and covalent bonding, both
within the same bond and different degrees of each in
different bonds present in the material. Silicates are
considered about half-ionic and half-covalent.
Transition metals such as Fe are both metallic and
covalent. A molecular group that contains strong
covalent bonds can also be ionically bound to other
ions in the crystal. An example is CaCO3, where the
C–O bonds are strong and directional, forming a
planar triangle in the CO3

2– carbonate group, which
is bound ionically to Ca2þ ions.

2.11.2.1.2 Bonding under high P–T

conditions

The bonding in Earth materials characterized under
ambient conditions typically does not reflect their
state under conditions of the deep Earth. The con-
tributions from each type are in general strongly
pressure dependent. High pressure favors high den-
sity and high temperatures favor phases with higher
entropy S. At lower-mantle and core conditions the
density terms dominate, with generally small
Claperyon slopes, dP/dT, found for solid-phase tran-
sitions. Structures tend to adopt more close-packed
configurations with increasing compression. At high
pressures, the attractive terms in molecular solids
become less and less important, and one could rather
think of the atoms as soft spheres. Much of the chem-
istry and phase diagrams of such materials can be
understood as the packing of spheres of various
sizes. However, as pressure is increased, the electro-
nic structure also changes (see Chapter 2.06). This
happens first in the crystals of heavier rare gases
such as Xe, which transforms from the f.c.c. to the
h.c.p. structure ( Jephcoat et al., 1987) prior to metal-
lization (Goettel et al., 1989; Reichlin et al., 1989;
Eremets et al., 2000). On the other hand, the tendency
toward close packing is not observed in all cases.
There have been a few theoretical treatments of
these phenomena (Neaton and Ashcroft, 2001,
1999). In fact, surprisingly complex structures can
be adopted, as has been seen in some pure elements
(McMahon and Nelmes, 2004). Oxides can also adopt
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complex structures, driven by subtle pressure-
induced changes in orbital hybridization. This is
particularly evident in some ferroelectric materials
(Wu and Cohen, 2005). In addition, there can be
effects of magnetism, or the tendency of electron
spins to align: theory and experiment indicate that
magnetism tends to decrease and disappear with
increasing pressure (Pasternak et al., 1997b; Cohen
et al., 2002; Cohen and Mukherjee, 2004; Pasternak
and Taylor, 2001; Steinle-Neumann et al., 2004a,
2004b; Steinle-Neumann et al., 2003; Stixrude, 2001).

Changes in bonding also apply to liquids. For the
deep Earth, the important systems are silicate and
oxide melts as well as liquid iron alloys of the outer
core. There is evidence that silicate melts undergo
similar structural transformations such as coordina-
tion changes, although not abrupt, and spread out
over a range of pressures. Detailed information on
the electronic properties of geophysically relevant
liquids under extreme conditions is lacking.

2.11.2.2 Electronic Structure

Insight into these phenomena must come from exam-
ination of the changes in electronic structure induced
by materials subjected to extreme P–T conditions.
Because of the presence of long-range interactions
in condensed phases, the bonding must in general be
viewed from an extended point of view, although a
local picture is often employed to simplify the
problem. For crystals, the eigenstates can be charac-
terized by the wave number k (Kittel, 1996). The
interaction between orbitals on different atoms
gives rise to energy bands, which are dispersive as
functions of k, and the band energies versus k form
the band structure. The core states, or deep levels for
each atom, remain sharp delta function-like states,
which may be raised or lowered in energy relative to
their positions in isolated atoms. These core-level
shifts are due largely to the screened Coulomb
potential from the rest of the atoms in the crystal.
The occupied valence and empty conduction states
no longer look like atomic states, but are broadened
into energy bands. There are often intermediate
states between the core levels and the valence states
called semi-core states which are slightly broadened
at low pressures, but which become broader and
more different from atomic states with increasing
pressure. The formation of ions is driven by the
increased stability of an ion when it has a filled
shell of electrons. The strong attractive electrostatic,

or Madelung, interaction between the ions greatly
enhances the crystal stability.

This picture now becomes a means for classifying
different materials. Metals have partially occupied
states at the Fermi level, the highest occupied energy
level in a crystal. One can understand the insulating
behavior of materials with fully filled bands by con-
sidering what happens when one applies an electric
field. An electric field raises the potential at one part
of the sample relative to another, and one would
think that electrons would then flow down that
potential gradient. However, in an insulator, the
bands are filled, and due to the Pauli exclusion prin-
ciple nothing can happen without exciting electrons
to states above the gap. This requires a large energy,
so there is no current flow for small fields, and thus
the materials has a finite susceptibility and the mate-
rial is insulating. In a metal, the partially filled states
at the Fermi level mean that current will flow for any
applied field, and the susceptibility is infinite.
Actually, the distinction between metallic and insu-
lating systems involves some subtle physics (Resta,
2002), but in general the band picture suffices to
understand metals and insulators well within their
stability fields. Insulator-to-metal transitions, how-
ever, are expected to show complex behavior in
some materials (Huscroft et al., 1999). Most transi-
tions found to date seem to involve structural
transitions at the same pressure as the metal–insula-
tor transition (e.g., FeO from the rhombohedrally
strained rock salt structure to the anti-B8 (inverse
NiAs) structure) (Fei, 1996; Mazin et al., 1998;
Gramsch et al., 2003; Murakami et al., 2004a), but an
isostructural transition has been claimed in MnO
(Yoo et al., 2005).

In an insulator, the energy of the highest occupied
levels is the valence band, designated Ev and that at
the bottom of the conduction band Ec. The difference
is the band gap, Eg¼ Ec – Ev. Crystals with band gaps
between occupied and unoccupied states should be
insulators, and those with partially filled bands
should be metals. Localized states may exist at ener-
gies between the valence and conduction bands, and
these can have major effects on optical and transport
properties. If the gap is small or if the material has
such intermediate states (e.g., by chemical doping
such that electrons can be excited into the conduc-
tion bands or holes in the valence bands), the crystal
is considered a semiconductor. In a nonmagnetic
system, each band holds two electrons, and thus a
crystal with an odd number of electrons in the unit
cell should be a metal since it will have at least one
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partially filled band. Magnetic crystals that are insu-
lators by virtue of local magnetic moments are known
as Mott insulators (Mott, 1990). These materials
include transition metal-containing oxides present
in the mantle (and considered core components);
such materials exhibit intriguing behavior as a func-
tion of pressure and temperature.

We should also consider the electronic structure
of noncrystalline materials, including liquids. The
existence of a band gap in crystals can be described
in terms of the Brillouin zone and Bragg-like reflec-
tion of electrons. But a gap does not depend upon the
periodicity of the atoms on a lattice. The electrons in
the lowest energy states in the conduction band of a
noncrystalline material (or disordered crystal) can be
localized (Anderson, 1958; Mott, 1990). The differ-
ence between the localized and delocalized states is
called the mobility edge. These may be important in
describing the electronic properties of liquids and
amorphous materials formed from deep-Earth crys-
talline materials (e.g., metastably compressed
crystalline minerals and dense melts).

2.11.2.3 Magnetic Properties

Magnetism arises from the presence of unpaired
electrons. Electrons have magnetic moments, but if
they are paired up in states as up and down pairs,
there will be no net magnetism in the absence of a
magnetic field. However, in open-shelled atoms,
there may be a net moment. According to Hund’s
rules, atoms (or isolated ions) will maximize their net
magnetic moment, which lowers their total energy
due to a decrease in electrostatic energy. In a crystal,
interactions with other atoms and formation of
energy bands (hybrid crystalline electronic states)
may lead to intermediate- or low-spin magnetic
structures.

The behavior of iron (Fe3þ, Fe2þ, and Fe0) at high
pressure is of central importance. Fe2þ has six
d-electrons, and two end-member situations can be
considered. In a site with octahedral symmetry and
limited ligand–field interactions, the six d-electrons
can be paired to fill three t2g states, forming low-spin,
ferrous iron, and there is no net magnetic moment. In
high-spin ferrous iron, five up d-states are split in
energy from five down d-states by the exchange
energy, and five d-electrons go into the three t2g

and two eg lower-energy, majority spin states, and
one electron into a high-energy t2g state. This gives
a net magnetic moment component of 4mB (Bohr
magnetons). The fully spin-polarized magnetic

moment component of Fe3þ is 5mB. In crystals, the
4s-states usually dip down in energy with respect to k

and are partially occupied, leading to a smaller
d-occupation and smaller net moment.

Such open-shell systems have often been dis-
cussed in terms of crystal field theory, which has
been very successful in rationalizing optical spectra,
crystal chemistry, and thermodynamic and mag-
netic properties of minerals, including their
pressure dependencies. The principal assumption
of crystal field theory is the existence of localized
atomic-like d-orbitals. It has provided a way to
rationalize the changes in energy levels in terms
of local interactions of the transition metal cations
with the coordinating atoms. The symmetry of the
coordination polyhedron results in a lifting of the
otherwise degenerate d-orbitals. The primary suc-
cess of crystal field theory arose from symmetry
analysis of the splitting of the atomic-like states.
These symmetry arguments are rigorous, but the
origin of the splitting may not arise from a poten-
tial field represented as a point charge lattice, but
rather to bonding hybridization. Furthermore,
d-states are not pure atomic-like states but are
dispersed across the Brillouin zone (energy varies
with k).

As shown by Mattheiss (1972), the origin of the
crystal field splitting is due largely to hybridization.
In the language of quantum mechanics, the eg–t2g

splitting is due to off-diagonal interactions, not shifts
in the diagonal elements, as would be the case for the
conventional electrostatic crystal–field interaction.
The splitting can be considered a ligand–field effect,
and does not arise from changes in the electrostatic
field at an atomic site. Rather, the splitting is due to
d–d-interactions between next-nearest neighbors and
due to p–d- and s–d-interactions between neighbor-
ing oxygen ions. The d–d-interactions lead to
splittings that vary as 1/r5; although the p–d- and
s–d-interactions follow a 1/r7 dependence (Harrison,
1980), the metal–metal d–d-splittings dominate.
Thus, the same 1/r5 dependence of the observed
splittings is predicted by electrostatic crystal field
model (Drickamer and Frank, 1973) and by hybridi-
zation (Mattheiss, 1972).

In the low-temperature ground states, moments
on individual ions or atoms can be oriented, giving
rise to ferromagnetism if they are lined up in the
same direction, or antiferromagnetism if they are
oppositely aligned, which depends on the sign of
the magnetic coupling J (which depends on hybridi-
zation with other atoms in the crystal). At high
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temperatures, the moments will disorder, but there

are still local moments present. This paramagnetic

state is distinguished from the paramagnetic state

that arises from loss of local moments (magnetic

collapse, or a high-to-low spin transition), although

the two states merge continuously into each other

with increasing pressure. Ferrimagnetism results

when the magnetic moments are unequally distribu-

ted over different sublattices. A net spontaneous

magnetic moment arises from the incomplete cancel-

lation of aligned spins. An example is magnetite,

Fe3O4, which consists of a sublattice of Fe2þ and

one of Fe2þ and Fe3þ. In some materials, such as

f.c.c. and possibly iron (Cohen and Mukherjee,

2004), the moments are non-collinear. For ferromag-

netic (FM) and antiferromagnetic (AFM) phases, the

magnetic moments are aligned below the Curie and

Néel temperatures, respectively. The decrease in

magnetism with pressure can be understood qualita-
tively from the increase in electronic band widths,

which eventually become greater than the exchange

splitting. This can be understood more quantitatively

with the Stoner and extended Stoner models (Cohen

et al., 1997).

2.11.3 Electronic and Magnetic
Excitations

Excitations in a system are induced by external (e.g.,

electronic or magnetic) or internal (e.g., temperature)

fields. The coupling of the response to the field is

given by the frequency-dependent susceptibility.

This can be characterized as the dielectric function

"(!,k), where ! is the frequency and k is the wave

vector (the dielectric function is also known as the

relative permittivity). The dielectric function is com-

plex, "¼ "2þ i"2 where "2 contains the contribution

from absorption. In general, the response of a crystal
to an electric field is dependent on its orientation

relative to the crystal axes (which gives rise to prop-

erties such as birefringence and optical activity), that

is, the dielectric function is a tensorial function. The

dielectric tensor is also a function of applied electric

field, giving rise to nonlinear optical response (e.g.,

multiphoton excitations) as described below.

Electrons can be excited into extended, or itinerant,

states (i.e., across the band gap), or the excitations

may be local (i.e., forming a localized electron–hole

pair, or exciton).

2.11.3.1 Dielectric Functions

The index of refraction is related to the dielectric
function ", as n2¼ ", which can strongly depend on
pressure. In general, there are several different con-
tributions to the dielectric function. In materials that
contain polar molecules, the molecules can align.
There are three main contributions to the dielectric
response in insulators: ionic polarization (displace-
ment of ions) in crystals containing nonpolar atoms
or ions, electronic polarization (from the deformation
of atomic charge distributions), and charge transfer
from atom to atom. The electronic contribution to
the dielectric function of a material is formally deter-
mined by the sum of its electronic excitations
(Ashcroft and Mermin, 1976). Hence, measurement
of the index of refraction of transparent minerals (i.e.,
below band gap or absorption edge) can be used to
constrain the frequency of higher-energy electronic
excitations (e.g., in the ultraviolet (UV) spectrum),
(e.g., Eremets, 1996). Optical spectra of oxides and
silicates from the near-infrared (IR) to the vacuum
UV are determined by electronic transitions invol-
ving the valence (bonding) band, the conduction
(antibonding) band, and d-electron levels.
Piezoelectric crystals become polarized when sub-
jected to a mechanical stress (compressive or
tensile). Quartz is a common example. In ferroelec-
tric phases, the crystals are spontaneously polarized
and have very high dielectric constants.

This approach has been useful in high-pressure
studies when the window of the high-pressure cell
precludes measurements above a critical photon
energy (Hemley et al., 1991). For example, diamond
anvils at zero pressure have an intrinsic absorption
threshold of 5.2 eV (i.e., for pure type IIa diamonds).
Moreover, type I diamonds contain nitrogen impu-
rities that lower the effective threshold at zero
pressure to below 4 eV (depending on the impuri-
ties). Although the band gap of diamond increases
under pressure, the absorption threshold of diamond
(and most likely the gap) decreases in energy under
the stresses due to loading in the cell. Full quantita-
tive information on the dielectric function in the
diamond transparency window is hard to obtain,
although there exist few applications facilitating
data analysis. Two mostly used approaches are oscil-
lator model and Kramers–Kronig (KK) analysis of the
reflectivity data. Several experimental setups have
been reported for reflectivity measurements
(Syassen and Sonneschein, 1982; Goncharov et al.,
2000); however, only relatively few studies have
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been performed which yield full dielectric function
information under pressure (e.g., Goncharov et al.,
1996).

2.11.3.1.1 Oscillator fits

Classical oscillator fits are based on the following
expression for the dielectric constant

�ð!Þ ¼ �1ð!Þ þ i�2ð!Þ ¼ �1 þ
Xm

j¼1

!2
pj

!2
j –!

2 – i!�j

½1�

where !j and �j is the frequency and line width,
respectively, of oscillator j. The real and imaginary
part of the refractive index (omitting the ! depen-
dence) N¼ nþ ik are related to the dielectric
constant by

n ¼ ð�2
1 þ �2

2Þ
1
2 – �1

2

 !1
2

½2�

k ¼ ð�2
1 þ �2

2Þ
1
2 þ �1

2

 !1
2

½3�

The following discussion is restricted to analysis
of the normal incidence of light at a sample-diamond
interface, which is a good approximation to many
experimental conditions. The reflectivity from the
sample between diamond anvils having a thickness
D is given in this case by the following equation,
which is equivalent to the formula from (Born and
Wolf, 1980), the only difference being that it is writ-
ten in complex numbers:

R ¼ ðN –NDÞ2ð1 –�Þ
ðN þ NDÞ2 –�ðN –NDÞ2

�����
�����
2

½4�

Here, ND is the refractive index of diamond, and

� ¼ expði2N!DÞ ¼ expði2n!D – 2k!DÞ ½5�

For the case of a strong absorption of the sample
when the reflectivity from the second sample-dia-
mond interface is negligible, one obtains well-
known expression

R ¼ jr j2 ¼ ðN –NDÞ
ðN þ NDÞ

���� ����2¼ ðn –NDÞ2 þ k2

ðnþ NDÞ2 þ k2
½6�

2.11.3.1.2 KK analysis

In general, the response function r (eqn [6]) can be
determined from the reflectivity R using the KK
procedure (Bassani and Altarelli, 1983). One defines

�ð!Þ ¼ –
2!

�
P

Z 1
0

d!9
lnjrð!9Þj
!92 –!2

½7�

where P is the principal part of the integral. From
eqns [7] and [5], it is straightforward to calculate

n ¼ NDð1 –RÞ
1þ R – 2

ffiffiffi
R
p

cosð�Þ
½8�

k ¼ 2NDð1 – RÞ sinð�Þ
1þ R – 2

ffiffiffi
R
p

cosð�Þ
½9�

The dielectric constants are given then by

�1 ¼ n2 – k2 ½10�

�2 ¼ 2nk ½11�

This procedure works only in the region of strong
absorption, where we can use eqn [4] instead of eqn
[3]. Although, all weak IR bands can often be
observed in absorption, it is much more convenient
to use Fourier transform techniques to carry out the
KK transformation, instead of directly using eqn [7].
The following discussion is based on technique out-
lined in Titchmarsh (1937). The KK transformation
is a transformation between the functions connected
in the following way:

f ðxÞ ¼ –
1

�
P

Z 1
–1

gðtÞ
t – x

dt ; gðxÞ ¼ 1

�
P

Z 1
–1

f ðtÞ
t – x

dt ½12�

For the present case, g(x) and f(x) can correspond
to dielectric functions "1(1) – "1 and "2(!).When
calculating the phase of the reflectivity, the matching
pair would be lnjr(!)j and �(!). Functions g(x) and
f(x) are called Hilbert transforms, and their Fourier
transforms F(t) and G(t) are coupled by the following
relation (Titchmarsh, 1937):

GðtÞ ¼ – iFðtÞsgnðtÞ ½13�

where sgn(x)¼ 0 when x < 0, and sgn(x)¼ 1, when
x � 0. Thus, taking the Fourier transform of g (x)
(G(t)), we can find the transform of f (x) (F(t)) using
eqn [13]; the inverse transform of F(t) gives f (x),
thereby giving the KK transform of the function
g(x). Fast Fourier transform (FFT) techniques permit
the calculation of KK transforms easily and much
faster than direct integration of eqn [7]. Formally,
the transform should be performed over the fre-
quency range 0 < ! <1, but experimental data are
always limited to a specific frequency range.
Procedures are therefore needed to account for miss-
ing data, as discussed later in the experimental
section. When calculating the KK transform of
lnjr(!)j at sample–diamond interface, there may be
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an additional contribution to the calculated phase
shift, which is known as Blashke product (Stern,
1963). The phase shift is given by

�ð!Þ ¼ �cð!Þ þ �ð!Þ ½14�

where

�ð!Þ ¼ – ilnBð!Þ ¼ 2
X

n

tan – 1 ð! –�r
nÞ=�i

n

� �
½15�

Here the summation runs over all n; r and i stand
for the real and imaginary parts of �n, and �n

r and �n
i

are determined from the condition,

rð�nÞ ¼ 0; ð�r
n þ i�i

n ¼ �nÞ ½16�

�c(!) is a canonical phase shift that results from the KK
procedure. The physical reason for occurrence of the
Blashke product �(!) is a zero in reflectivity r(!) in the
upper half of the complex !-plane (eqn [16]), which
introduces a singular point in lnjr(!)jand makes the
application of the KK relation unjustified in that case.
However, one can define the canonical reflectivity,

rcð!Þ ¼ rð!Þ=½ð! –�nÞð –!þ ��nÞ� ½17�

which does not have zeros in the upper half of the
complex !-plane. Moreover, on the real !r axis,
r(!r ) ¼ rc(!r). Thus, the KK relation can be applied
to the canonical reflectivity, and the resulting for-
mula for the phase shift will be given exactly by eqn
[14]. The Blashke root �n is pure imaginary in this
case (�n

r ¼ 0), because eqn [16] is satisfied when n(!)
þ ik(!) – ND¼ 0 is fulfilled (which requires k¼ 0).
The refractive index N(!) is a complex number
everywhere except on the imaginary !i axis. On
that axis, we have

nði!iÞ ¼ ð�ði!iÞÞ1=2 ¼ 1þ 2

�

Z 1
0

x�2ðxÞdx

x2

� �1=2

½18�

n(i!i) decreases monotonically from n(0) to 1 when !i

increases from 0 to infinity (Landau and Lifshitz,
1977). The condition n(i!i) – ND¼ 0 will be satisfied
somewhere on the imaginary axis, if n(0) > ND. As
shown later in the experimental section, this condi-
tion is satisfied for ices at high pressures.
Modifications needed to apply the KK procedure
correctly will be discussed below. It is useful to
point out here that a very simple way to account for
the Blashke product is to solve for the condition
n(i�n) – ND¼ 0 numerically (using eqn [18]), and
dielectric function from the oscillator fit (eqn [1]).
Another possibility is to apply the KK procedure
self-consistently, by iteratively adjusting the
Blashke root �n.

2.11.3.2 Electronic Excitations

2.11.3.2.1 Extended excitations

Interband transitions are electronic excitations
between bands, whereas intraband transitions are
those within a band. An example of the latter is the
damped frequency dependence of electronic excita-
tions associated with itinerant electrons in a metal
(which by definition has a partially filled band). The
collective longitudinal excitations of the conducting
electrons are known as plasma oscillations. Plasma
oscillations (plasmons) can be excited by inelastic
scattering techniques at high pressures. Plasmons
can also be excited in materials with a band gap
(i.e., dielectrics), typically at higher energies. In oli-
vines, the band gap varies from 7.8 eV in forsterite to
8.8 eV in fayalite (Nitsan and Shankland, 1976).

2.11.3.2.2 Excitons

Electronic excitations may occur within the band gap
due to the creation of a bound electron-hole pair,
called an exciton. The pair is characterized by a
binding energy Eb, which is given by the Eg – Eex,
where Eex is the excitation energy. In some respects,
these excitations are the equivalent of localized tran-
sitions in molecular spectroscopy, but they can
propagate in a crystal and are characterized by a
wave vector k. Continuing with the example of oli-
vines at zero pressure, a prominent excitonic
absorption is observed near the band gap (Nitsan
and Shankland, 1976). The absorption characteristics
in this region in dense ferromagnesian silicates and
oxides are important for assessing the heat transfer in
the Earth, which is predominantly radiative at deep-
mantle temperatures.

2.11.3.2.3 Crystal field transitions

The color of many minerals arises from substitution
of transition metals in the crystal structure. The sub-
stitution of transition metals in olivines at zero
pressure results in a strong absorption beginning
1–2 eV below the band gap, which is ascribed to
transitions between wide bands and the d-levels in
the system (Nitsan and Shankland, 1976). The devel-
opment and application of crystal field theory for
understanding behavior of open-shell system ions,
such as partially filled d-shell of transition elements,
in minerals has a long history. As discussed above, a
more fundamental quantum mechanical picture
shows that orbital hybridization of the central ion
and its neighbors (e.g., oxygen atoms) is significant
and that the orbital splitting is not a purely
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electrostatic effect, but has a similar dependence on
interatomic distances.

2.11.3.2.4 Charge transfer

Charge transfer represents another important class of
excitations in these materials. Many of these transi-
tions in minerals occur in the UV region (Burns,
1993). Intervalence charge transfer (e.g., metal–
metal charge transfer) may occur between ions of
different valence state, such as Feþ2–Fe3þ or Fe2þ

and Ti4þ. These transitions often give rise to bands in
the visible spectrum which show marked shifts with
pressure (Mao, 1976).

2.11.3.2.5 Excitations from defects

Many defects are also associated with electronic
properties or are electronic in origin. Electron–hole
centers or defects can be produced by deformation or
radiation, either naturally or in the laboratory.
Examples of naturally occurring systems at ambient
pressure that exhibit these properties are smoky
quartz and numerous colored diamonds (see
Rossman, 1988). Defect luminescence has been
observed to be associated with pressure-induced,
and it may be connected with emission features
observed in shock-wave experiments (see Hemley
et al., 1998b).

2.11.3.2.6 Electrical conductivity

Electrical conductivity is another measure of the
response of the system to an applied electric field
(static or frequency dependent). Electrical conduc-
tivity may be electronic or ionic, and can be intrinsic
or extrinsic. If there is a gap between the valence and
conduction bands, the electronic conductivity can be
thermally activated at finite temperature. This can
also give rise to coupled distortions of the lattice as
the electrons move through it, called small polarons
(see Kittel, 1996). Naturally, electrical conductivity
measurements provide a means for the direct identi-
fication of the insulator–metal transitions, induced by
either pressure or temperature.

In general, electrical properties are also very sen-
sitive to minor chemical impurities and defects in a
given specimen (Tyburczy and Fisler, 1995), such as
Fe content and volatile content. The conductivity
can be written as a complex quantity, giving real
and an imaginary part (loss factor); this complex
function is measured by impedance spectroscopy.
Grain boundary conduction, for example, is observed
to decrease under pressure as grain–grain contacts
increase. Ionic conductivity may be especially

noticeable at higher temperatures (e.g., premelting
or sublattice melting). Such behavior has been pro-
posed for silicate perovskites by analogy to other
perovskites as well as theoretical calculations
(Hemley and Cohen, 1992).

2.11.3.3 Magnetic Excitations

Magnons are excited magnetic states which can be
excited in light scattering via direct magnetic dipole
coupling or an indirect, electric dipole coupling
together with spin orbit interaction (Fleury and
Loudon, 1968). High-pressure measurements on
mineral analogs have been performed to determine
the metal–anion distance dependence of the super-
exchange interaction J (Struzhkin et al., 1993b). This
interaction parameter is a measure of the coupling of
metal anions through a (normally) diamagnetic
anion, such as the O between two Fe atoms.
Magnon excitations may also be observed by IR
absorption.

2.11.4 Overview of Experimental
Techniques

An array of ambient-pressure techniques can now be
used to probe electronic and magnetic excitations in
minerals. Band structure can be probed by photo-
emission, which involves interaction of electrons
with the sample. Other such spectroscopies involving
electron interactions include electron energy loss and
auger (Cox, 1987), each of which have been used for
studying high-pressure phases quenched to ambient
conditions. Here, we focus on techniques that have
been applied to deep-Earth materials in situ at high
pressure. Pressure generation techniques will not be
discussed. A review of these methods, and specifically
diamond-anvil cells, is given elsewhere in this trea-
tise. It is useful to point out briefly that new
techniques, such as those based on chemical vapor-
deposited diamond, are helping to advance these
measurements (Mao et al., 2003b; Yan et al., 2002;
Hemley et al., 2005). Cubic zirconia (Xu et al., 1996),
moissanite (Xu and Mao, 2000; Xu et al., 2004), and
other materials can be used as high P–T anvils.
Variations on a number of these techniques can also
be used for in situ measurements on dynamic com-
pression (e.g., shock-wave) experiments (Ahrens,
1987).
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2.11.4.1 Optical Spectroscopies

2.11.4.1.1 Optical absorption and

reflectivity

Optical spectroscopies have been one of the principle
techniques used for in situ high-pressure investiga-
tions of minerals with high-pressure devices having
optical access (e.g., diamond cells). A number of dif-
ferent types of absorption spectrometer systems,
including double-beam instruments, have been
designed and built for high-pressure mineral studies.
In optical experiments on samples in high-pressure
cells using refractive optics (lenses), there is a need in
general to correct for the index of refraction of the
diamond because of chromatic aberrations (wave-
length dependence of the focusing). This problem

can also be overcome by the use of reflecting optics

(e.g., mirror objectives). Versatile UV–visible–near-

IR absorption and reflectivity systems using conven-

tional continuum light sources have been designed

for high-pressure applications (Syassen and

Sonneschein, 1982; Hemley et al., 1998a) (Figure 1).

Standard continuum sources and wide variety of laser

sources that span the UV–visible and much of the IR

regions are now available. An example of a series of

optical absorption measurements on magnesiowüstite

is shown in Figure 2(a).
The most straightforward is the measurement of

the real part of the dielectric function (i.e., off-reso-

nance), corresponding to the refractive index in the

visible spectrum of minerals that are transparent
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Figure 1 Example of a high-pressure UV–visible–near-IR optical setup. (a) Double-beam instrument for reflectivity

measurements. Reflecting microscope optics are used to remove chromatic aberrations along with a grating spectrometer.
(b) Modification of the double-beam system for absorption measurements. One of the reflecting objects is replaced by an

achromatic lens. The system is capable of measurements from 0.5 to 5 eV; similar systems are in use in a number of high-

pressure laboratories. Adapted from Syassen K and Sonneschein R (1982) Microoptical double beam system for reflectance

and absorption measurements at high pressure. Review of Scientific Instruments 53: 644–650.
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wide band-gap insulators. Absorption (transmission)
or reflectivity measurements with broadband light of
thin samples of comparable thickness to the wave-
length of light give rise to patterns of constructive

and destructive interference in the spectrum. These
fringes are straightforward to measure in a diamond
cell as shown in the recent measurements for H2O ice
(Zha et al., 2007) (Figure 2(b)). The spacing is
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determined from the dispersion of the refractive index of H2O ice. The band gap for H2O ice at room pressure is close that

determined by the fitted data. Inset: comparison of results for the single oscillator model H2O and H2 at higher compression.
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determined by the refractive index and the thickness
of the plate-like sample; each may be determined
independently if the order of the fringe is known,
and this can be found in several ways. Moreover, the
wavelength dependence gives the dispersion of the
index, which can be related to the higher-energy
electronic excitations, as described above.

Results for ice are shown in Figure 2(c), along with
a comparison of the density dependence of the calcu-
lated oscillator frequency of H2O and H2 (Zha et al.,
2007; Hemley et al., 1991; Loubeyre et al., 2002). The
results for H2 are broadly compatible with direct
observation of optical absorption of H2 at pressures
of >250 GPa (Mao and Hemley, 1989, 1994; Loubeyre
et al., 2002). MgO and diamond both show a decrease
in refractive index with pressure. From this, we infer
that the band gap of MgO increases with pressure, in
agreement with theory (Mehl et al., 1988). Similar
behavior is observed for hydrostatically compressed
diamond (Eremets et al., 1992; Surh et al., 1992). In
contrast, the band gaps of many other materials
decrease under pressure (Hemley and Mao, 1997).
Also, both theory and experiment indicate that the
diamond index can increase with nonhydrostatic
stress. Brillouin scattering provides an independent
measurements of the refractive index; results for
MgO are in good agreement with the interference
fringe measurements (Zha et al., 1997).

2.11.4.1.2 Luminescence

High-pressure luminescence measurements give in
principle the same information as does absorption
and reflectivity. Luminescence includes fluorescence
and phosphorescence, which correspond to shorter-
and longer-lived excited states (generally defined as
less than or greater than a nanosecond, respectively).
The transitions are typically governed by dipole
selection rules. For the case of atomic-like transi-
tions, such as localized excitations of ions in crystal
fields, this can be understood in terms of the Laporte
selection rules (i.e., �l¼�1, where l is the angular
momentum quantum number). An early and particu-
larly important application in mineralogy is the use
of this technique in constraining the proportion of
Fe2þ and Fe3þ in various sites in silicates from
d-orbital excitations (Rossman, 1988). Charge trans-
fer applications are described above. Other
applications include excitations near and across
band gaps, and excitations associated with defects.

Luminescence measurements are of obvious
importance in the calibration of pressure. This
includes excitation of Cr3þ in ruby by UV–visible

lasers (e.g., He–Cd, Arþ ion, doubled Nd-YAG) and
measurement of the calibrated shift of the R1 line in
luminescence, currently calibrated to 180 GPa (Mao
et al., 1978, 1986; Bell et al., 1986). The recent use of
tunable lasers (e.g., titanium-sapphire) and pulsed
excitation techniques have allowed the extension of
the measurements of ruby luminescence to above
250 GPa (Goncharov et al., 1998). Other luminescent
materials, such as Sm-doped yttrium aluminum gar-
net (Sm-YAG), have been calibrated for this pressure
range (Liu and Vohra, 1996) as well as for high
temperatures at lower pressures (Hess and Schiferl,
1992). Other applications include the study of
vibronic spectra, which are combined (coupled) to
electronic and vibrational excitations. Measurements
at high pressure reveal the pressure dependence of
both the electronic and vibrational levels in the
system, which can be used to determine acoustic
velocities, (iven assumptions about the dispersion of
the modes and correct assignment of typically com-
plex spectra (e.g., Zhang and Chopelas, 1994). There
has been continued work on pressure calibration with
optical spectroscopic methods (Goncharov et al.,
2005b).

2.11.4.1.3 IR spectroscopy

IR spectroscopy is an extension of optical spectro-
scopy that typically involves different techniques
(e.g., Fourier transform spectroscopy). In addition,
the use of synchrotron radiation for IR spectroscopy
has been shown to be particularly useful for small
samples such as those in high-pressure cells
(Figure 3(a)). The technique can be used to study
electronic and magnetic excitations, insulator–metal
transitions, crystal field and charge transfer transi-
tions, and, for metals, interband and intraband
transitions (Hemley et al., 1998a). Optical studies
under pressure, especially reflectivity and absor-
bance, provide unique information important for
understanding fundamental changes in the electronic
structure of these systems close to the insulator–
metal transition because of the broad spectral range
that extends to long wavelengths (low wave num-
bers). It can also provide unique information on
magnetic excitations (Struzhkin et al., 2000). This
study showed how the pressure dependence of the
IR and Raman modes can be used to distinguish
between magnon and electronic excitations. In addi-
tion, IR vibrational spectral profiles contain
information on the electronic properties, that is,
through the KK transformation. An example of

306 Measuring High-Pressure Electronic and Magnetic Properties



Vacuum
pipe

(a)

Sample

Sample

Notch filters

CCD detector

Sample

Detector

Vacuum
bench

M2
M1

Vacuum box

Visible
spectrograph

Eyepiece

Laser
FS

FS

FS

KBr window

MCT detector
DAC

MCT detector

Bolometer

Bolometer

MCT 2

MCT 1

Bruker IFS66v/s
FTIR spectrometer

Microscope 1
N2 purged

Bruker IRscope II

N2 purged low-T
Far/mid-IR microscope

Microscope 3

Diamond cell
in the cryostat

Diamond lens

Vacuum
microscope

Microscope 2

NSLS
VUV

∅10 mm
diamond
window

∅10 mm
diamond
window

0.25

69.7

60.6

55.0

42.5

30.4

13.7

1000

R
ef

le
ct

an
ce

2000

(b)

Wave number (cm–1)

3000 4000

80.0 GPa

Figure 3 (Continued )

Measuring High-Pressure Electronic and Magnetic Properties 307



reflectivity spectra and the transformed data is shown
in Figures 3(b) and 3(c).

2.11.4.1.4 Raman scattering

Although most commonly used to study vibrational
dynamics, laser light scattering spectroscopies can
also be used to investigate high-pressure electronic
and magnetic properties (Figure 4). Raman and
Brillouin are inelastic light-scattering techniques
that measure transitions to an excited state from the
ground state (Stokes scattering) and to the ground
state from a thermally excited state (anti-Stokes scat-
tering). Low-frequency crystal field excitations of the
appropriate symmetry can be probed, and the pres-
sure dependence of such transitions has been studied
in a few cases (Goncharov et al., 1994). The conduc-
tion electrons in metals can also be probed by Raman
scattering, which in general gives rise to weaker
broader features in the light-scattering spectrum.
High-pressure studies are complicated by the need
the discriminate between the spurious background
contaminations from the true electronic contribution.
Superconductivity in metals gives rise to structure in

the electronic Raman spectrum, such as gap-like
features at low frequency (Zhou et al., 1996).

Such studies include magnetic transitions in AFM
materials such as transition metal oxides predicted to
undergo high-pressure insulator–metal transitions.
These materials have magnetic anomalies that may
be difficult to study directly at high pressure, but
these anomalies may be associated with pronounced
changes in magnetic light-scattering spectra. These
excitations have a strong temperature dependence
because of the large temperature dependence of mag-
netic ordering (Struzhkin et al., 1993a). A large
number of excitations are observed, including several
very strong bands, all of which can be described by
the appropriate Hamiltonian. Measurements of the
two-magnon excitations in Fe2O3 and NiO by high-
pressure Raman scattering constrain the magnetic
properties of these materials at high density
(Massey et al., 1990a, 1990b). The pressure depen-
dence of higher-order effects such as the coupling of
the phonons with electron spin-pair excitations and
the electronic structure of the material can also be
probed (Massey et al., 1992). Although the higher-
temperature behavior of such materials is of direct
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Figure 3 (a) Schematic of the high-pressure synchrotron IR spectroscopy facility at the National Synchrotron Light Source

(Beamline U2A). Three different microscopes are optically interfaced with the spectrometers. The sample is located within the

high-pressure cell designated by diamond cell or DAC. (b) Representative reflectivity spectra: points, experimental data; lines,

oscillator model. Spectra are shifted with 0.25-unit increments in the vertical direction. There are no data in the range of the
strong diamond absorption (1800–2400 cm–1). Spurious oscillations at high frequencies originate from Fabry–Perot

interference between the diamond anvils. The spectral region around 2600 cm cm–1 is complicated by the absorption of

diamonds. Peculiarities in the spectra are due to incomplete cancellations of sharp features in reference and sample spectra.

(c). Imaginary part of the dielectric constant "2 of H2O obtained from a KK analysis of reflectivity spectra: points, KK
transformation of esperimental data; dashed lines, oscillator fit. The curves are offset in the vertical direction for clarity. (d) "2

spectra of the H2O (295 K) showing the positive pressure shift of the stretching mode to us 210 GPa. (b-d) Modified from

Goncharov AF, Struzhkin VV, Somayazulu M, Hemley RJ, and Mao HK (1996) Compression of ice to 210 gigapascals: Infrared
evidence for a symmetric hydrogen-bonded phase. Science 273: 218–220.
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concern for the deep Earth (i.e., along the geotherm),

detailed characterization of the low-temperature

ground state is essential for understanding higher-

temperature properties. The extremely low back-

ground signal in light-scattering experiments using

ultrapure synthetic single-crystal diamond anvils

(Goncharov et al., 1998) is enabling the extension of

these light-scattering studies of electronic and mag-

netic excitations to a wider class of materials,

including opaque minerals and metals. This is illu-
strated by recent measurements on FeO (Figure 5;
Goncharov and Struzhkin).

2.11.4.1.5 Brillouin and Rayleigh

scattering

In principle, other optical light-scattering techniques
can be used to investigate electronic and magnetic
phenomena at high pressure. Brillouin involves the

Light source

Band pass

Lase

Diamond

Beam splitter

CCD

CCD

Spectrograph

Notch filters

Figure 4 Schematic of a high-pressure Raman scattering system. The excitation wavelength can be easily tuned without

changing the holographic optics and consequent realignment of the whole system; use of holographic transmission gratings

(notch filters and band-pass filters) at wavelengths other than nominal does not typically result in a deterioration of the
system’s performance. Rapid changes in both the excitation wavelength and the spectral range are essential for high-

pressure spectroscopy. The second important distinction of the system is that it allows rapid modifications of the scattering

geometry to be made. In the case of a transparent sample, or if the sample is heterogeneous or very small (e.g., at
multimegabar pressures), the backscattering geometry in combination with a confocal spatial filter is probably the best

choice. For nontransparent and highly reflective samples, a quasi-backscattering (or angular) geometry may be employed.

This arrangement has the advantage that the specular reflection (or direct laser beam in the case of forward scattering) is

directed away from the spectrometer. Compared with the backscattering geometry, this expedient reduces the overall
background, and allows the observation of lower-frequency excitations. In case of metals, use of the angular excitation

geometry can be crucial. To be compatible with this geometry, it was necessary to modify the DAC to allow off-axis entry of

the incident light. Specially designed tungsten carbide seats having angular conical holes have been used for this purpose.

Use of double spatial filtering (one for the laser and one for the signal) effectively suppresses laser plasma lines and unwanted
Raman/fluorescence signals. In this configuration, the laser spot can be made very small (e.g., 2 mm), and the depth of focus

substantially reduced. Thus, the Raman signal from the diamond anvil is suppressed. Also, the effects of pressure

inhomogeneity can also be substantially obviated. Use of synthetic ultrapure anvils can further reduce diamond fluorescence.
This is crucial for studies of very weak scatters and/or materials at very high pressures (above 200 GPa), where strong stress-

induced fluorescence of the diamond anvils can be a major obstacle to the acquisition of Raman or fluorescence spectra.
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measurement of acoustic phonons; in metals, the mea-
surements correspond to surface modes or plasmons.
Brillouin scattering can also be used to determine the
pressure dependence of the refractive index (dielectric
function), usually in transparent materials. Rayleigh
scattering is a quasi-elastic scattering spectroscopy; it
has been used little in high-pressure studies of materi-
als because of the difficulty of obtaining accurate
measurements due to typically strong background
scattering near the excitation wavelength (laser line)
by the anvils in the high-pressure cell.

2.11.4.1.6 Nonlinear optical methods

One of the limitations of conventional one-photon
absorption, reflectivity, and luminescence measure-
ments is the fact that the absorption threshold of the

anvils of the high-pressure cell precludes measure-
ments on samples at higher energies (e.g., in the UV

range), as mentioned above. Nonlinear optical tech-
niques can be used to access this region, however. For

example, one can perform three-photon excitation of
valence electrons to the conduction band or excitonic
states in the vicinity of the conduction band, which is

above the one-photon threshold of the anvil; this has
been achieved in compressed salts in sapphire anvil
cells (Lipp and Daniels, 1991). It is now possible to

apply and extend these techniques to study high-
pressure minerals. Another category of techniques
in this class are four-wave mixing experiments, such

as coherent anti-Stokes Raman scattering. These rely
on the third-order susceptibility and are enhanced
when there are two-photon electronic resonances.
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Figure 5 Raman spectra of magnetic excitations of iron oxide under pressure. (a) Temperature dependence; (b) pressure

variation of the Raman spectra at low temperature. (c) Energy levels of magnetic excitations in iron oxide; the effect of
exchange-driven splitting is not shown. Modified from Goncharov AF and Struzhkin VV (2003) Raman spectroscopy of metals,

high-temperature superconductors and related materials under high pressure. Journal of Raman Spectroscopy 34: 532–548.
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Coherent anti-Stokes Raman scattering (CARS)
is a nonlinear optical technique whereby a pump
beam !p and a Stokes beam !S are mixed via
third-order susceptibility to generate enhanced
anti-Stokes emission. Enhanced anti-Stokes emis-
sion is observed when the narrowband pump and
Stokes beams are detuned such that their differ-
ence frequency (!V¼!P- !S) corresponds to
vibrational sideband. A resonantly enhanced signal
is emitted in the presence of the second pump
photon at the frequency !CARS¼ 2!P�!S, subject
to momentum conservation (phase matching) of the
four-wave mixing process. Signal generation in
CARS is coherent, with an intensity that grows
quadratically with interaction length, unlike inco-
herent spontaneous Raman, where intensity grows
linearly with interaction length. In order to achieve
this enhancement, the pump and Stokes pulses
must spatially and temporally overlap at the sam-
ple. Moreover, anti-Stokes emission is directional
due to phase matching. The Stokes beam may be
narrowband, which gives an anti-Stokes response at
the difference between the pump and Stokes beams
(which may be scanned), or broadband, where a
broadband anti-Stokes spectrum may be detected
in a spectrometer. The above considerations are
important for choosing a correct experimental
strategy in the case of the DAC. CARS spectro-
scopy has been used to study molecular materials
under extreme conditions generated by shock
waves. High-quality spectra have been obtained
using a single (combined) laser pulse of several
nanoseconds duration. As described above, in this
experiment, the entire CARS spectrum is measured
simultaneously using a broadband Stokes pulse.
Similar techniques have been used in DAC studies.
The overall CARS cross section is determined by
the �(3) susceptibility, a nonlinear electronic
property.

2.11.4.2 Mössbauer Spectroscopy

Mössbauer spectroscopy probes the recoilless emis-
sion and resonant absorption of �-rays by nuclei
(Mössbauer, 1958). The energy levels of the nuclei
are sensitive to the electrostatic and magnetic fields
present at the nuclei, and thus to changes in chemical
bounding, valence (i.e., the oxidation state of an atom,
ferrous vs ferric), and magnetic ordering. Mössbauer
spectroscopy reveals information on the hyperfine
interactions and the local electronic and magnetic
field at a nucleus. Only a few nuclei exhibit the

Mössbauer effect (e.g., 57Fe, 119Sn, 121Sb, 153Eu,
197Au), and the great majority of applications in

Earth science (and in general) are with 57Fe. The

natural abundance of 57Fe is 2.1%, so some studies

require enrichment of 57Fe to obtain a stronger signal.

The technique has been used extensively in the

mineralogy of deep-Earth materials, including

in situ high-pressure measurements. A typical probe

for mineral systems is based on the reaction,
57Coþ 0	57!Feþ �. In a conventional Mössbauer

experiment, one modulates the energy of the �-rays

by continuously vibrating the parent source to intro-

duce a Doppler shift of the radiation; see Dickson and

Berry (1986) for an introduction to Mössbauer spec-

troscopy, and McCammon (1995) for a review of

applications to minerals.
The isomer shift (IS) is the shift in the nuclear

energy level, and corresponds to the source velocity

at which maximum absorption appears. The electric

quadrupole splitting (QS) arises from the interaction

between the nuclear and quadrupolar moment and

the local electric field gradient at the nucleus. This

occurs for nuclei with spin quantum number I > 1

(i.e., for 57Fe, I¼ 3/2). The hyperfine field is due

primarily to the contact interaction between elec-

trons at the nucleus and the nucleus, rather than to

the macroscopic magnetic field in a material. A

hyperfine field arises from different densities of spin

up and down electrons at the nucleus.
Applications include determination of Curie and

Neél transition temperatures, valence state, site

occupancy, and local order. In studies of deep-

Earth materials at high pressure, each of these can

be probed as a function of pressure (and tempera-

ture), including the measurement of changes across

various transformations (crystallographic, electro-

nic, and magnetic). Instrumentation consists of a

radioactive source, vibrating drive, and detector

(scintillator or proportional counter). Examples of

high-pressure studies include measurements on a

series of pyroxenes to 10 GPa (Zhang and Hafner,

1992), a phase transition associated with a change in

spin state. The Mössbauer technique has been

extended into the megabar pressure range as dis-

cussed below for FeO (Pasternak et al., 1997b).

Mössbauer studies on FeO along with acoustic

sound velocity measurements reveal the interplay

between magnetic ordering and elasticity (Kantor

et al., 2004b). Recent technique developments

include the use of perforated anvils to maximize

signal (Figure 6).
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2.11.4.3 X-Ray and Neutron Diffraction

2.11.4.3.1 X-ray diffraction
Crystal structures are determined by the system opti-

mizing the interactions of electrons and nuclei, and

thus by details of bonding interactions between

atoms; thus, crystallography is an essential means

for studying bonding and evolution of atomic inter-

actions with pressure (Wyckoff, 1923). X-ray

diffraction relies on the interaction between X-rays

and electron distributions in materials; so, in princi-

ple, it can give the real space charge density, but this

requires very high quality crystals, corrections for

absorption, and measurements to high q. The charge

density includes smearing from atomic motions,

which must be modeled and subtracted to obtain

useful information. Very few experimental charge

densities have thus been obtained; one successful

study was on stishovite (Spackman et al., 1987).

Changes in electron density associated with crossing

insulator–metal transition can be identified (Fujii,

1996). Recent work has included studies of oxides

by Yamanaka et al. (to be published).
The advent of third-generation synchrotron radia-

tion sources and modern area detectors are potentially

important for extending these measurements to deep-

Earth materials at very high pressures. As discussed

above, pressure can induce complex crystal structures

in simple elements, in principle yielding detailed
information about atomic interactions. Because this

structural complexity is driven in part by bonding

and electronic structure, detailed understanding of

this real space atomic structure of these phases pro-

vides insight into the electronic structure.

Complementary to real-space distribution of the elec-

trons is the momentum distribution which can be

obtained by high-pressure Compton scattering, as
described below. The coupling of phonons with the

high-spin/low-spin transitions can be observed by

X-ray techniques (Schwoerer-Bohning et al., 1996).

2.11.4.3.2 Neutron diffraction

Neutron scattering is complementary to X-ray scat-

tering, and it has the advantages relative to X-ray

scattering by virtue of its sensitivity to low-Z ele-

ments, angle-independent form factor, high
penetrating power, and sensitivity to magnetic order.

Because the scattering amplitude of neutrons by an

atom depends on the direction of its magnetic

moment, neutron diffraction can be used to map out

the orientation of the magnetic moments in the unit

cell of a crystal. There has been growing number of

in situ high-pressure measurements on minerals

(Parise, 2006). Advances have been made possible by

the development of new classes of high-pressure
devices, notably the Paris–Edinburgh cell and various

types of gem anvil cells (Figure 7). An example is the

high-pressure polymorphism of FeS in which the

transformation to FeS-II at 3.4 GPa was found to be

associated with a spin reorientation transition

(Marshal et al., 2000). A second example is Fe2O3, for

which the AFM ordering can be tuned by pressure

(Goncharenko et al., 1995; Parise et al., 2006). High-
pressure neutron scattering of FeO carried out with

gem anvil cells revealed a surprising absence of long-

range magnetic order to 20 GPa (Ding et al., 2005).
The coupling of phonons with the high-spin/low-

spin transitions can be observed by X-ray techniques

(Schwoerer-Bohning et al., 1996). Inelastic neutron

scattering can also be used to excite magnetic transi-

tions; it requires high energies and the measurement

of low momentum transfer. Measurements of crystal
field transitions at zero pressure have been reported

(Winkler et al., 1997). Given the intensity of current

neutron sources, large samples are required.
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Figure 6 A sketch depicting the setup for high-pressure
Mössbauer studies using perforated diamond anvils,

Modified from Dadashev A, Pasternak MP, Rozenberg GK,

and Taylor RD (2001) Prediction of a new phase transition in
Al2O3 at high pressures. Review of Scientific Instruments 72:

2633–2637.
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2.11.4.4 Inelastic X-Ray Scattering and
Spectroscopy

Advances in synchrotron radiation techniques have

resulted in significant developments in X-ray spec-
troscopy, as well as diffraction, of minerals and
related materials under pressure. X-ray spectrosco-
pies can be used as a probe of electronic structure;
these techniques thus constitute an alternative to
methods requiring use or measurement of charged
particles interacting with a sample (e.g., electrons in
photoemission). As such, X-ray spectroscopies can be
used for in situ study of properties such as band

structures and local electronic structure.
Applications to mineralogy and geochemistry of

Earth materials in the near-surface environment have

been described previously (Brown et al., 1988). The
applications at high pressure through 1998 have been
reviewed (Hemley et al., 1998b). Prior to this, very
little X-ray spectroscopy had been conducted under
pressure, and most of it has been limited to X-ray
absorption spectroscopy. With new developments,
the following methods are being used and/or devel-
oped for high-pressure studies of geophysically
important materials: X-ray emission spectroscopy
(XES); X-ray absorption spectroscopy (XAS); X-ray
magnetic circular dichroism (XMCD); X-ray inelas-
tic near-edge spectroscopy (XINES); electronic
inelastic X-ray scattering (EIXS); resonant inelastic
X-ray scattering (RIXS); Compton scattering (CS);
nuclear resonant forward scattering (NRFS); nuclear
resonant inelastic X-ray scattering (NRXS); and pho-
non inelastic X-ray scattering (PIXS).

These X-ray intensity-limited techniques have
become practical with the arrival of the third-gen-
eration high-energy synchrotron sources. Since
higher pressures are reached at the expense of dimin-
ishing sample volume, the pressure limit of these
experiments depends upon the ability of passing the
maximum number of photons into a microscopic
sample volume. The development of high-pressure
X-ray spectroscopy has also been hindered by the
opaqueness of high-pressure vessels. Recently, third-
generation sources have greatly boosted the intensi-
ties, and new high-pressure techniques such as the
development of high-strength, but X-ray-transparent
Be gaskets have extended the window for measure-
ments from 12 keV down to 4 keV. This extended
X-ray energy range allows the study of pressure-
induced effects on atomic coordination, crystal
structures, and electronic properties of a wider class
of minerals using a variety of X-ray spectroscopies.
The region below 4 keV (e.g., soft X-ray and vacuum
UV) is still opaque in all kinds of high-pressure
devices; however, inelastic scattering techniques pro-
vide a means to access states that cannot be probed by
direct (one-photon) processes due to the opaqueness
of the anvil and gasket (e.g., in the soft X-ray region).

2.11.4.4.1 X-ray absorption spectroscopy

In XAS, incident X-ray is absorbed when its energy
exceeds the excitation energy of deep-core electrons
of a specific element in the sample, causing an atomic
edge-like absorption spectrum. Near-edge X-ray
absorption fine structure (XANES) (Ablett et al.,
2003) provides information on symmetry-projected
conduction band density of states (DOS), while the
extended X-ray absorption fine structure (EXAFS)
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Figure 7 A variation of the ‘gem cell’. Modified from

Ivanov AS, Goncharenko IN, Somenkov VA, and Braden M
(1995) Phonon dispersion in graphite under hydrostatic

pressure up to 60 kbar using a sapphire-anvil technique.

Physica B 213: 1031–1033.
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(Buontempo et al., 1998; Pascarelli et al., 2002) pro-
vides local structure information. XAS is typically
monitored by broadband fluorescence. Different
spectral regions in the vicinity of a core-level absorp-
tion edge are typically defined on the basis of the
different information they contain. EXAFS arises
from multiple scattering of electrons in the environ-
ment of an atom, from which local structural
information (interatomic distances and coordination)
is obtained. Spin-dependent X-ray absorption spec-
troscopy can reveal magnetic properties even in the
absence of long-range magnetic order (Hämäläinen
et al., 1992).

These element-specific probes reveal electronic
and structural changes at high pressure (Itie et al.,
1992). XAS was one of the first X-ray spectroscopy
techniques applied at high pressure, but was pre-
viously limited to higher energies due to the
absorption of diamond anvils. Both techniques extend
XAS down to 4 keV that covers K edges of first-row
transition elements and L edges of rare earth ele-
ments. XAS instrumentation is among the simplest in
high-pressure X-ray experiments. Only the mono-
chromator needs to be scanned across the specific
energy edge of the element of interest. The mono-
chromatic X-rays are focused by mirrors (e.g., meter-
long K–B type) upon the sample in the cell. The
absorption is measured by monitoring the intensity
change of either the transmission or the fluorescence
signals due to the absorption/re-emission process,
and is normalized relative to a reference intensity
measured before the sample. The large, high-demag-
nification, K–B mirrors provide sufficient intensity,
with the beam diameter matching the small sample
size at ultrahigh pressure.

High-pressure XAS has been used successfully for
transition elements at moderate pressures with BC
anvils (Wang et al., 1998), and for higher-Z materials
(Itie et al., 1992; Pasternak et al., 1997a). EXAFS is
now well developed for high-pressure studies (Itie
et al., 1997), and can be measured by absorption or
fluorescence. In addition, Laue diffraction of single-
crystal diamonds causes sharp absorption peaks that
are detrimental to the EXAFS spectroscopy. To
greatly reduce the diamond in the beam path, holes
can be drilled in diamond anvils, as used in Bassett-
type hydrothermal diamond cell for studying ions in
aqueous solutions at moderate P–T conditions
(Bassett et al., 2000; Anderson et al., 2002), and an
alternative beam path through high-strength beryl-
lium and boron gaskets is used in megabar panoramic
diamond cells (Mao et al., 2003a). Early high-pressure

work with diamond anvils was limited by the Bragg
diffraction from the diamond and by the absorption
edge of the diamond and the gasket. Because of the
low energy of the Si edge, high-pressure studies of
germanate analogs have been carried out (Itié et al.,
1989). The development of more transparent gaskets
has helped to overcome these problems. EXAFS is
particularly useful for study of pressure effects on the
structures of liquids (Katayama et al., 1998) and amor-
phous solids (Mobilio and Meneghini, 1998). A
notable example is the observation of the coordina-
tion change in crystalline and amorphous GeO2 (Itie
et al., 1989). Mobilio and Meneghini (1998) provide a
review of the variety of synchrotron-based X-ray
techniques for studying amorphous materials, includ-
ing techniques such as anomalous scattering that can
be used in conjunction with EXAFS.

2.11.4.4.2 X-ray emission spectroscopy
In this technique, deep-core electrons in the sample
are excited by X-rays. The core-holes then decay
through either radiative or nonradiative processes.
For deep-core holes, the dominant decay channels
are radiative processes, producing fluorescence,
which is analyzed to provide information on the
filled electronic states of the sample. The information
provided by XES is complementary to that provided
by XAS. Moreover, the final state of the fluorescent
process is a one-hole state, similar to the final state of
a photoemission process. Thus, the most important
information provided by photoelectron spectroscopy,
namely large chemical shifts in the core-level binding
energies and the valence band density of states, is also
available in XES.

The energies of the fluorescent photons are ana-
lyzed with sub-electronvolt energy resolution of the
emission spectral line shape to provide information
on the filled electronic states of the sample. As for
XAS, the development of panoramic diamond cells
has extended the low end of the high-pressure energy
window down to 4 keV (Mao et al., 1998b; Lin et al.,
2003a). Deep-core electrons of all elements above Ca
can now be studied at high pressure by a suitable
choice of analyzer crystals. For instance, transition
element ions, with their variable valence and mag-
netic states, control major geochemical processes and
geophysical behaviors, such as oxidation, reduction,
chemical differentiation, elasticity, geomagnetism,
conductivity, and radiation heat transfer.

In XES experiments, the incident beam energy is
fixed, the emission X-radiation can be collected at
any direction, and high-resolution emission spectra
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are obtained by a synchronized �–2� scan of the

analyzer and the detector. The excitation X-ray

source only needs to have higher energy than that

of the fluorescent photons; energy band width (reso-

lution) of the X-ray source is inconsequential. In

principle, white (a broad, smooth continuum of

energy), pink (an unfiltered undulator beam with

energy band path of hundreds of electronvolts), and

monochromatic (a narrow, electronvolt band path of

photon) X-rays can all be used as the source.
Examples of high-pressure XES include study of

predicted high-spin/low-spin transitions in iron oxi-

des and sulfides. A high-resolution Rowland circle

spectrometer with a double-crystal monochromator

is used. A schematic of the K	 emission process in

Fe2þ is shown in Figures 8 and 9 (Struzhkin et al.,

2004) In an atomic picture, the final state of the K	 is

a whole state with 1s23p53d5. The measurement also

reveals the XANES portion of the spectra, that is,

including the pre-edge peak associated with transi-

tions to unoccupied d-states (i.e., 3d in Fe). By

measuring the absorption through selective monitor-

ing of the fluorescence peaks, information on the

contribution of different spins to the spectrum can

be obtained.
XES of the Fe K	 emission was first measured

with a white X-ray source at a second generation

facility (NSLS); the high-spin–low-spin transition

in troilite (FeS), coinciding with its I–II structural

transition, was observed (Rueff et al., 1999).

Subsequently, with higher source intensity, the tech-

nique has been applied at APS and ESRF for studies

of high-spin–low-spin transitions in wüstite (Badro

et al., 1999), hematite (Badro et al., 2002), magnesio-

wüstite (Badro et al., 2003), and perovskite (Li et al.,

2004) to 100 GPa pressures. Recently, the technique
has been extended to high P–T conditions in con-
tribution with laser heating techniques (Figure 10).

There have been significant developments in the
ab initio treatment of such spectra, in particular, the
electron–hole attraction, which requires going
beyond a simple mean- field approach such as the
local density approximation (LDA) (Shirley, 1998).
This is needed for XAS and RIXS. Recent measure-
ments of the effect of pressure on plasmon excitations
in metals (e.g., the high-pressure phase of Ge) suggest
the potential for investigating the electronic structure
of core materials at megabar pressures.

2.11.4.4.3 X-ray inelastic near-edge

spectroscopy

Near core-electron absorption edge features measured
by soft x-ray absorption (XANES) or electron energy
loss spectroscopy (EELS) reveal information on che-
mical bonding. Such information is particularly
pronounced and important for light elements, but has
been inaccessible for high-pressure studies as the pres-
sure vessel completely blocks the soft X-ray and
electron beams. With XINES, the high-energy inci-
dent X-ray penetrates the pressure vessel and reaches
the sample. The scattered photon loses a portion of
energy corresponding to the K-edge of the low-Z sam-
ple, but can still exit the vessel to be registered on the
analyzer–detector system. Inelastic K-edge scattering
spectra of second-row elements from Li (56 eV) to O
(543 eV) at high pressures opened a wide new field of
near-K-edge spectroscopy of the second-row elements,
as in carbon in graphite (Mao et al., 2003a).

In XINES experiments, spherically bent single-
crystal analyzers collect scattered X-radiation, and
focus it to the detector at nearly backscattering geo-
metry, thus fixing the energy at the elastic line. The
incident X-ray energy is scanned relative to the elas-
tic line to determine the inelastic (Raman) shift.
Since XINES probes the core-electron energy level
at hundreds of electronvolts, the undulator gap needs
be changed to follow the energy scan of the double
monochromator. For most high-pressure XINES
measurements, the intrinsic peak width is of the
order of electronvolts, and the direct beam without
a high-resolution monochromator and 1 m analyzer-
to-detector distance would usually suffice. The angle
2� between the incident beam and the scattered X-
radiation defines the momentum transfer (q¼ 4�Esin �,
where E is the scattered X-ray energy). XINES features
are relatively insensitive to q, except for the extremely
large and small q (Krisch et al., 1997). The 2� angle for
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Figure 8 The schematic diagram of the K	 emission

process.
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high-pressure XINES study can thus be set at an
angle (e.g., 30�) to optimize the intensity, and multiple
analyzers used to increase the count rate without
discriminating q. Data collection efficiency can be
increased by the use of an array of analyzers devel-
oped; such techniques were used for measurements
for graphite (Mao et al., 2003a) and boron nitride
(Meng et al., 2004), and H2O (Cai et al., 2005).
Recently, the bonding changes associated with
increasing Si coordination from 4 to 6 in silica glass,
first measured by X-ray diffraction (1), has been mea-
sured using this technique (Lin et al., 2007).

2.11.4.4.4 X-ray magnetic circular

dichroism

This technique measures the spin polarization of an
electronic excitation on FM materials by the use of
circularly polarized X-rays. It is therefore in

principle identical to conventional optical MDC
with visible light (magneto-optical Kerr effect). In
synchrotron radiation experiments, an X-ray phase
plate changes the X-rays from linearly to circularly
polarized. XMCD can be observed in both XANES
and EXAFS. XMCD in XANES can measure spin-
resolved conduction band densities of states, whereas
XMCD in EXAFS provides local magnetic structural
information. The sign of the dichroism gives the FM
coupling between atoms in a metal. High-pressure
MCD measurements have been performed (Baudelet
et al., 1997). For magnetic samples, magnetic circular
dichroism is also observable in XES by exciting core
holes with circularly polarized X-rays. With the low
end of the high-energy window extended down to
4 keV by the high-strength Be gasket, all elements
above Ca (Z¼ 20) in principle can be studied at high
pressure with a suitable choice of analyzer crystals.
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Crystal analyzers have been developed for inelastic
X-ray scattering (IXS) with sub-electronvolt energy
resolution of emission spectral line shapes for studies
of oxidation states, electronic energy level, spin
states, and trace element analysis. In particular, the
important 3d and 4f emission bands can be studied to
very high pressures.

2.11.4.4.5 Electronic inelastic X-ray

scattering
Pressure has dramatic effects on the energy and dis-
persion of all electronic bands. Many electronic
levels, including some of the most intriguing pres-
sure-induced changes, occur above the intrinsic,
5 eV, band gap of the diamond window, and are
thus inaccessible by the standard vacuum techniques
such as electron and UV spectroscopy probes. Using
10 keV X-ray beam for excitation and 0.3–1 eV
resolution, IXS can in principle probe the full range
of high-energy electronic levels, that is, the electro-
nic band structure (Caliebe et al., 2000), Fermi surface
(Huotari et al., 2000), excitons (Arms et al., 2001),
plasmons (Hill et al., 1996), and their dispersion at
high pressure. The instrumentation of EIXS is similar
to that of XINES, except that both energy and q need
to be scanned to obtain the dielectric function "(E, q)
and the dynamic structure factor S(E, q). EIXS probes

valence and conduction electronic structures at low
energies up to a few tens of electronvolts from the
elastic line. Many high-pressure EIXS can use the
same 1 eV resolution setup as high-pressure XINES.

2.11.4.4.6 Resonant inelastic X-ray

spectroscopy

Shallow core excitations are the same excitations
probed by soft XAS, and are rich in multiplet struc-
tures for these highly correlated electronic systems.
There have been a growing number of RIXS studies
of core excitations (Krisch et al., 1995; Kao et al.,
1996a; Bartolome et al., 1997; Hill et al., 1998; Kotani
and Shin, 2001), that is, the final states of the inelastic
scattering process in these studies are localized shal-
low core excitations. For magnetic samples,
excitation with circularly polarized X-rays can also
provide information on spin-resolved electronic
structure (Krisch et al., 1996; de Groot et al., 1997).

In RIXS experiments, both incident and scattered
X-ray energies are scanned. The incident X-ray
energy is scanned across the core absorption similar
to the procedures for XAS. For each monochromatic
incident X-ray energy, fluorescence spectra are col-
lected by scanning analyzers similar to the
procedures of XES spectroscopy. One can obtain
selected information connected directly with a
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Figure 10 Schematic of the X-ray emission spectroscopy technique with laser-heated diamond anvil cells. The YLF

laser beam is focused to 25mm onto both sides of the sample. The diameter of the focused X-ray beam at 14 keV is less than

10 mm (FWHM); the small beam size insures that the X-ray emission signal from the sample is measured only within the laser-
heated spot. The technique has been used to study single-crystal magnesiowüstite ((Mg0.76,Fe0.24)O) loaded in a cell with

diamonds having culet sizes of 300mm. The Fe-K	 fluorescence lines were collected through the Be gasket by a 1 m Rowland

circle spectrometer in the vertical scattering geometry. An image plate (MAR345) was used to collect diffracted X-ray in the
forward direction.
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specific intermediate state to which the incident
photon energy is tuned. RIXS in transition metal
and rare earth systems gives us important informa-
tion on the electronic states, such as the intra-atomic
multiplet coupling, electron correlation, and intera-
tomic hybridization. Unusual phase transitions
driven by electron correlation effects occur in many
transition metals and transition metal compounds at
high pressures, some accompanied with large volume
collapses (e.g., 5–17% in rare earth metals and 10–
15% in magnetic 3d transition metal oxides). The
nature of these transitions, including the relation-
ships between the crystal and electronic structures
and the role of magnetic moment and order, is an
area of active study.

2.11.4.4.7 Inelastic X-ray scattering

spectroscopy

IXSS measures the dynamical structure factor, and, as
such, it is similar to inelastic neutron scattering
(Ghose, 1988). Formally, S(q, !) is related to the
space–time Fourier transform of the density correla-
tion function, which provides information on the
electronic band structure and elementary excitations
(such as phonons and plasmons) and in turn thermal,
optical, magnetic, and transport properties of the
material (Hill et al., 1996). IXSS has a number of
advantages in comparison with other scattering
probes, such as those that use (optical) light, elec-
trons, and neutrons (Kao et al., 1996b; Krisch et al.,
1995). For example, light scattering can only probe
zero-momentum transfer transitions; electron scat-
tering suffers from multiple scattering effects and
can only be used in high vacuum conditions.
Neutron scattering needs very large samples. On
the other hand, IXSS covers wide length (momen-
tum) as well as temporal (energy) scales that are
potentially important in high-pressure mineral stu-
dies. Low-energy excitations have been studied with
ultra-high-resolution (	1.5 meV or 12 cm–1) IXSS
techniques (Ruocco et al., 1996; Sampoli et al., 1997).
The resolution that can be achieved is as good as or
better than what has been achieved by the best angle-
resolved photoemission spectrometer.

Another variation on these techniques is high-
resolution resonant X-ray Raman scattering, which
is in principle like the more familiar Raman scatter-
ing at optical wavelengths. It can be viewed as an
instantaneous absorption and emission process where
the initial and final states are electronic or magnetic
(rather than vibrational) states. Using such resonant
IXS, one detects electronic excitations of !¼!1 – !2

and monitor momentum transfer q¼ q1� q2.
Examples include the study of the metal–AFM insu-
lator transitions (Isaacs et al., 1996), but the technique
has not yet been used for high-pressure minerals.
Studies at ambient pressure have shown that it is
possible to measuring EXAFS-like spectra for K-
edges of low-Z elements by X-ray Raman scattering;
similar studies in high-pressure cells could provide
probes of local structure (e.g., Si) which cannot be
studied by direct EXAFS techniques.

2.11.4.4.8 Compton scattering

CS is an inelastic scattering at high momentum trans-
fer that probes electron momentum distributions.
The details of the momentum distribution reveal
information about bonding type (e.g., covalency)
and band structure, particularly in combination with
electronic structure theory (Isaacs et al., 1999). The
availability of intense synchrotron radiation sources,
particularly the high brightness at very high energies
(	50 keV), together with the development of high-
resolution spectrometers, are opening up new classes
of CS experiments on small samples and at high
pressures. The method has been applied to elemental
solids such as Na and Si in Paris–Edinburgh cells, but
not yet to geophysical materials (Tse et al., 2005).

2.11.4.4.9 Nuclear resonance forward

scattering

As described above, Mössbauer spectroscopy has
been used extensively in high-pressure mineralogy
in laboratory studies with a radioactive parent source.
Despite recent advances, high-pressure studies using
a conventional Mössbauer source suffer from limited
intensity for measurements on small samples, absorp-
tion by anvils, and background scattering. The
temporal structure of synchrotron radiation can be
exploited to perform nuclear resonance spectroscopy
in the time domain (Hastings et al., 1991). With this
technique, highly monochromatized X-rays from the
synchrotron are used to excite narrow nuclear reso-
nances, and the delayed photons are detected
(Figure 11). Hyperfine splittings are reconstructed
from the time-dependent intensity. The phonon den-
sities of states associated with the resonant nuclei can
also be measured. The technique has been used suc-
cessfully to study Fe and Eu at second-generation
synchrotron sources (Takano et al., 1991; Nasu, 1996;
Chefki et al., 1998). The nuclear resonance forward
scattering (NRFS) technique has been extended to
probe magnetism up to megabar pressures
(Figure 12).
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2.11.4.4.10 Nuclear resonant inelastic

X-ray scattering

Nuclear resonant scattering also yields information on

the phonon DOS through an inelastic scattering pro-
cess (Figure 11). In principle, the DOS provides

constraints on dynamic, thermodynamic, and elastic
information of a material, including vibrational kinetic

energy, zero-point vibrational energy, vibrational
entropy, vibrational heat capacity, Debye temperature,

Grüneisen parameter, thermal expansivity, longitudi-
nal velocity, shear velocities, bulk modulus, and shear
modulus. Measurements were first carried out on 57Fe

in its b.c.c. metallic iron at ambient conditions (Seto
et al., 1995; Sturhahn et al., 1995). The nuclear resonant

inelastic X-ray scattering (NRIXS) technique has been
extended to high pressure and obtained the DOS of "-

Fe up to 153 GPa (Mao et al., 2001) and as a function of
pressure and temperature with laser-heating

techniques (Lin et al., 2005b). High-pressure studies
have been carried out on FeO (Struzhkin et al., 2001),
Fe–Ni, and Fe–Si alloys (Lin et al., 2003b).

2.11.4.4.11 Phonon inelastic X-ray

scattering

For completeness, we also mention phonon scattering,
which is useful for understanding vibrational thermo-
dynamic properties, elasticity, and phase transition
mechanisms. Because nonresonant PIXS requires high
energy resolution (millielectronvolts), and the double
differential scattering cross section of phonon IXS is
very small, such an experiment is very demanding even
with the brilliance of third-generation synchrotron
undulator sources. Additional challenges posed by
high-pressure studies are limitations in sample size. Ar
(Occelli et al., 2001) to 20 GPa and "-Fe to 120 GPa
(Fiquet et al., 2001; Antonangeli et al., 2004) have been
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examined. Novel designs of in-line high-resolution

monochromators have been adopted for high-pressure

geophysics studies. Nonresonant PIXS has been applied

to studying the high-pressure elasticity anisotropy of "-

Fe and of d- and f-electron metals can now be studied

(Wong et al., 2003; Manley et al., 2003).

2.11.4.5 Transport Measurements

2.11.4.5.1 Electrical conductivity

Electrical conductivity has been measured under pres-

sure in a wide variety of apparatus since the

pioneering work of Bridgman (1949). The principal

technique is the four-probe method. The method has

1.2

1.0

0.8

0.6

1.2

1.4
(a) (b)

1.0

0.8

0.6

Q
S

 (
m

m
 s

–1
)

IS
 (

m
m

 s
–1

, w
.r.

t. 
S

S
)

0.4
(Mg0.75Fe0.25)O

(Mg0.75Fe0.25)O

0.2

0.0

0 20 40 60 80 100 0 20 40
Pressure (GPa)Pressure (GPa)

60 80 100

~ 5 μm

~ 1 μm

0

(a)
(b)

(Mg0.75Fe0.25)O (Mg0.75Fe0.25)O+SS

20 40 60
Time (ns)

C
ou

nt
s 

(a
.u

.)

C
ou

nt
s 

(a
.u

.)

Time (ns)
80 100 120 140 0 20 40 60 80 100 120 140

92 GPa

79 GPa

70 GPa

63 GPa

45 GPa

13 GPa

0 GPa

92 GPa

79 GPa

70 GPa

63 GPa

45 GPa

13 GPa

0 GPa

Figure 12 Representative NRFS spectra. Top: (Mg0.75,Fe0.25)O (a) and (Mg0.75,Fe0.25,)O with stainless steel (b) as a function
of pressure at room temperature. Black line, modeled spectrum with the MOTIF [25] program. The sample thickness was

approximately 1mm, and the stainless steel foil of	0.5mm was used outside the diamond cell to generate quantum beats in the

spectra for IS measurements. Evolution of the NRFS spectra of (Mg0.75,Fe0.25)O with the stainless steel as a reference enables

derivation of the IS of the sample as a function of pressure. The quantum beats at 0, 13, and 45 GPa generated from the QS of
the high-spin state of iron in the sample, whereas the flat features in the spectra at 70, 79, and 92 GPa indicate disappearance

of the QS. The spectrum at 63 GPa is modeled with two states, a state with a QS and a state with zero QS, which may be

explained the pressure gradient in the sample chamber. Lower: pressure dependence of (a) QS and in Mg0.75Fe0.25O as
revealed from the modeling of the NRFS spectra. The disappearance of the QS and the significant drop of the IS at above

63 GPa are consistent with the high-spin–low-spin electronic transition of iron in the sample between 51 and 70 GPa. A least-

squares fit to the IS (short dash lines) gives d(IS)/dP of –0.0037 (�0.0007) mm s–1 GPa–1 for the high-spin state and d(IS)/dP of –

0.0021 (�0.0010) mm s–1 GPa–1 for the low-spin state, respectively. Modeling of the NRFS spectrum at 63 GPa indicates
coexistence of two states, high-spin state and low-spin state of Fe2þ. (a-d) Modified from Lin JF, Gavriliuk AG, Struzhkin VV et
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been used in multianvil presses for studies of upper-
and lower-mantle minerals, including studies of the
(Mg, Fe)SiO4 polymorphs of the upper mantle (Xu
et al., 1998a) and (Mg,Fe)SiO3 perovskite (Xu et al.,
1998b). The method has been also been extensively
applied in diamond cells, which provides the oppor-
tunity to access higher pressures (Mao and Bell, 1981).
A modified, pseudo-four-probe technique has been
applied at megabar pressures (see Hemley et al.,
2001). The technique has been extended to above
200 GPa at room temperature down to 0.05 K)
(Eremets et al., 1998, 2000, 2001) The technique was
used early on in conjunction with high P–T laser
heating (e.g., Li and Jeanloz, 1987) and resistive heat-
ing (e.g., Peyronneau and Poirier, 1989). With the
development of new laser-heating techniques, such
as double-sided heating which provide reduced tem-
perature gradients and large heating zones (Mao et al.,
1998a), the accuracy of very high P–T electrical con-
ductivity measurements is expected to be improved.

Microlithographic techniques are allowing still
smaller leads to be attached to or actually built into
the surface of the anvils for achieving both higher
pressure and higher accuracy. The technique can also
be coupled with a radiation field for carrying out
photoconductivity measurements under pressure.
Extensions of these techniques are benefiting from
the development of designer anvil methods
(Patterson et al., 2000, 2004).

The multianvil experiments mentioned above
used a complex impedance method commonly used
at ambient pressure (Poe et al., 1998). In this techni-
que, the frequency of the current is varied over a
wide range (from 0.01 Hz to 1 MHz); measurements
on (Mg, Fe)2SiO4 polymorphs to 20 GPa as a func-
tion of temperature indicate that the conductivity in
the high-pressure phases (wadsleyite and ringwoo-
dite) is a factor of 102 higher than in olivine (Poe et al.,
1998), consistent with previous low-pressure studies.
Another useful example is conductivity measured
along the Hugoniot in shock-wave experiments
(Knittle et al., 1986), including reverberation
approaches (Weir et al., 1996).

2.11.4.5.2 Magnetic susceptibility

The magnetic susceptibility � describes the response
of a system to an applied magnetic field. Diamagnetic
materials have negative �. Paramagnetic and FM
materials have positive �. For paramagnetic materi-
als � 	 10–6–10�5 m3 G�1, and for FM materials � is
several orders of magnitude higher. Typically, one
reports the differential magnetic susceptibility, �
¼

d�/dH. For example, �
¼ 1100 for Fe at external
magnetic field H¼ 0. Several classes of high-pressure

techniques have been developed. One involves

measurement with superconducting quantum inter-
ference devices (SQUIDs; Webb et al., 1976). A

second is an inductive technique developed by

Tissen and Ponyatosvkii (1987) and later extended
by Timofeev (1992). Originally applied to study

superconductivity under pressure, it has been
extended to investigate other pressure-induced mag-

netic transitions, including those in Fe (Timofeev

et al., 2002) (Figure 13). A recently developed
designer anvil technique has been used to study FM

rare earth materials ( Jackson et al., 2005). We com-

pared the quality factor (signal/noise) of the designer
anvils and conventional coil technique in Figure 14.
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The major issues associated with the use of designer
anvils remains their low signal/noise ratio due to
high resistance of the coils.

2.11.4.6 Resonance Methods

2.11.4.6.1 Electron paramagnetic and

electron spin resonance

Various techniques have been developed for electron
paramagnetic and electron spin resonance (EPR and
ESR), which involves resonant microwave absorption
between spin levels split in a magnetic field (Zeeman
effect). This requires coupling of the microwave field
with the sample, which can be challenging at high
pressure because of the small sample size (dimensions
less than the wavelength of the radiation)
(Figure 15). Studies to 	8 GPa have been reported.
Measurements on mantle silicates have been carried
out at ambient pressures (e.g., Sur and Cooney, 1989).

2.11.4.6.2 Nuclear magnetic resonance
Nuclear magnetic resonance (NMR) is similar to
EPR in that it too involves splitting of magnetic
levels (Kirkpatrick, 1988; Stebbins, 1988). Because
the magnetic moments of the nuclei are 3 orders of
magnitude smaller than that of the electron, the level
splitting is much lower in energy (radio frequency
range, or 	100 MHz) at typical laboratory magnetic
fields (H 	5–10 T). NMR studies of high-pressure
phases recovered at zero pressure include 1H and 29Si

NMR studies of quenched high-pressure hydrous

phase (Phillips et al., 1997) and magic angle spinning
29Si relaxation techniques for characterizing natu-

rally shocked samples (e.g., silica phases from

Coconino sandstone) (Meyers et al., 1998). The tech-

nique has been applied to investigate glasses under

pressure (Poe et al., 1993; Yarger et al., 1995). Most

recently, two-dimensional NMR experiments

applied to pressure quenched glasses reveal details

of the changes in bonding associated with pressure

densification (Lee et al., 2004, 2005).
There has been important progress in high-pres-

sure NMR techniques (Figure 16). Proton NMR

measurements have been carried out to 17 GPa

(Ulug et al., 1991; Pravica and Silvera, 1998a, 1998b).

In situ high-pressure NMR measurements on H2,

H2O, and H2O clathrates reveal information on the

effect of compression on local bonding properties (e.g.,

H-bonding) (Okuchi et al., 2005a, 2005b, 2005c). A

related measurement is nuclear quadrupolar reso-

nance, which is similar to NMR but consists of

measuring nuclear resonances in zero field.

Measurements of the quadrupolar resonance 63Cu in

Cu2O have been performed to 6 GPa (Reyes et al.,

1992). The numerous double-resonance techniques

employed for years in condensed matter and chemical

physics generally require larger sample volumes but

potentially can be employed at high pressure with

continued increases in sample size under pressure.

120 Ω1500 Ω

~5/0.15 = 33 mm–1 ~300/3 = 100 mm–1

D = 4 mm

D = 300 μm

N = 300

R = p(L/S )

N = 5

~12 nV

~5.3 nV ~1.4 nV

~36 nVSignal = 2πf(n /D) VsχB

Noise = 2√kTR

~2.5~2.3

n /D

Signal/noise ~ n /D/sqrt (TR)

Figure 14 Comparison of signal/noise ratio for designer anvil and standard coil system.
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2.11.4.6.3 de Haas–van Alphen
This is a now standard technique for measuring Fermi

surfaces of metals under ambient pressures but it gen-

erally requires large, perfect single crystals. The

advent of high-field magnets used in conjunction

with new classes of diamond cells offers the possibility
of extending these measurements to high pressures.
Again, such studies of iron alloys under pressure could

provide important constraints on the evolution of fun-
damental electronic properties of core materials with
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pressures. Other extensions of magnetic susceptibility
methods are described above.

2.11.5 Selected Examples

We now discuss selected examples, focusing on sys-
tems where the combination of techniques discussed
above have been key to uncovering information on
the electronic and magnetic properties of geophysi-
cally important materials.

2.11.5.1 Olivine

The electronic properties of (Mg, Fe)SiO4 olivine
and its polymorphs can be considered a textbook
problem in high-pressure mineral physics. In oli-
vines, the band gap varies from 7.8 eV in forsterite
to 8.8 eV in fayalite (Nitsan and Shankland, 1976). A
prominent excitonic absorption is observed near the
band gap (Nitsan and Shankland, 1976). Large
changes in the optical absorption spectra under pres-
sure were documented in the first in situ visible
spectroscopy of minerals under pressure (Mao and
Bell, 1972). As described above, high-temperature
measurements to 20 GPa indicate that the conductiv-
ity in the high-pressure phases (wadsleyite and
ringwoodite) is a factor of 102 higher than in olivine
(Xu et al., 1998a; Poe et al., 1998).

More recent work on olivine has included high
P–T shock compression studies of olivine in which
the optical absorption and emission spectra of the
material have been used to constrain the emissivity
and temperature on shock compression (Luo et al.,
2004). The electrical conductivity of olivine contain-
ing 0.01–0.08 wt.% water up to 1273 K and 4 GPa
indicates that the conductivity is strongly dependent
on water content and only modestly dependent on
pressure, and can be explained by the motion of free
protons (Wang et al., 2006). Recent single crystal
measurements of electrical conductivity under pres-
sure reveal a strong dependence on oxygen fugacity
(Dai et al., 2006), and the mechanism of hydrogen
incorporation and diffusion has been examined
(Demouchy and Mackwell, 2006). The radiative
heat transfer under pressure has been modeled
based on high-pressure vibrational spectra
(Hofmeister, 2005). These results have been comple-
mented by subsequent laser flash measurements on
olivine at zero pressure (Pertermann and Hofmeister,
2006).

The zero-pressure absorption edge of fayalite
(Nitsan and Shankland, 1976) shifts from the UV to
the near IR with pressure, such that samples became
opaque to visible light above 15–18 GPa; concomi-
tantly, the electrical resistivity decreases by 5 orders
of magnitude over this range (Mao and Bell, 1972;
Smith and Langer, 1982; Lacam, 1983). A similar
decrease in resistivity is also observed on shock-wave
compression (Mashimo et al., 1980). The low-tem-
perature antiferromagnetic–paramagnetic transition
has been tracked to at least 16 GPa by Mössbauer
spectroscopy (Hayashi et al., 1987). First-principles
calculations of the electronic structure, and optical
and magnetic properties of fayalite are consistent
with the redshift of the absorption edge and decrease
in electrical resistivity on compression ( Jiang and
Guo, 2004). Optical, electrical, and X-ray measure-
ments extended to much higher pressures provided
evidence that fayalite undergoes amorphization near
40 GPa with a further decrease in the band gap
(Williams et al., 1990).

2.11.5.2 Magnesiowüstite

We consider the high-pressure behavior of magne-
siowüstite (Mg, Fe)O as well as its end-member
phases MgO and FeO. Several examples of the
changes in electronic and magnetic properties of
these materials have been discussed already.
Periclase (MgO) remains in the rock salt (B1) struc-
ture and remains electronically simple to at least
227 GPa (Duffy et al., 1995a), whereas wüstite (Fe1 –

xO) exhibits complex polymorphism under pressure.
Wüstite is nonstoichiometric, and contains some fer-
ric iron even in equilibrium with iron metal. The
vacancies in wüstite form complex defect clusters
(Hazen and Jeanloz, 1984). With increasing pressure,
more stoichiometric wüstite can be stabilized. At
room temperature and pressure, wüstite has the
cubic rock salt (B1) structure. As temperature is low-
ered, it passes the Néel temperature TN and becomes
antiferromagnetically ordered, and simultaneously
assumes a distorted rhombohedral structure. As pres-
sure is increased, TN increases (Zou et al., 1980), so
that pressure promotes the rhombohedral phase.
Isaak et al. (1993) showed that pressure promotes
the rhombohedral distortion even in the absence of
magnetism. Theory reveals the origin of the rhom-
bohedral distortion with pressure. Visualization of
the charge density as a function of rhombohedral
angle (Hemley and Cohen, 1996; Isaak et al., 1993)
indicated that Fe–Fe bonding causes the
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rhombohedral strain, and the increase in Fe–Fe

bonding with pressure is associated with the

increased angle with pressure.
First-principles density functional theory (DFT)

computations predicted that FeO and other transi-

tion metal monoxides would undergo magnetic

collapse at high pressures (Cohen et al., 1998, 1997).

Both LDA and the generalized gradient approxima-

tion (GGA) give 100 GPa for a first-order high-spin–

low-spin transition in AFM FeO for a cubic lattice

with a 7–9% volume collapse, and a continuous

transition for FM cubic FeO (Cohen et al., 1998)

and for rhombohedrally strained FeO (Cohen et al.,

1997). Mössbauer experiments show evidence for a

transition at about 90 GPa to a low-spin phase, and

also a transition to a nonmagnetic phase with increas-

ing temperature (Pasternak et al., 1997b), consistent

with the DFT computations. On the other hand, XES

shows no magnetic collapse up to 143 GPa, and rein-

terprets the 90 GPa transition observed by

Mössbauer as a Néel transition (spin disordering) as

opposed to magnetic collapse (Badro et al., 1999).

LDAþU computations, which model local

Coulomb repulsions not included in normal DFT

calculations, predict high-spin behavior for AFM

FeO to very high pressures (over 300 GPa), consis-

tent with the XES measurements, but show

metallization at lower pressures, depending on the

value of U (Gramsch et al., 2003). A U of 4.6 eV, found

by a self-consistent method (Pickett et al., 1998) and

close to another recent estimate of 4.3 eV

(Cococcioni and de Gironcoli, 2005), gives a pressure

of only 60 GPa for metallization. (Gramsch et al.,

2003); the lowest energy structure is predicted to be

monoclinic (Gramsch et al., 2003), and was rediscov-

ered by Cococcioni and de Gironcoli (2005).

Neutron diffraction shows a monoclinic ground

state at 10 K and zero pressure (Fjellvag et al., 2002),

but single-crystal X-ray diffraction at high pressures

has not resolved the monoclinic distortion ( Jacobsen

et al., 2005), perhaps because of the lack of high-angle

data and/or twinning. LDAþU computations have

now been performed for magnesiowüstite (Tsuchiya

et al., 2006; Persson et al., 2006), which show reason-

able agreement with experiments. An analysis of

high-spin–low-spin transitions from a crystal field

perspective predicts a continuous magnetic collapse

at high temperatures as a function of pressure
(Tsuchiya et al., 2006; Sturhahn et al., 2005).

However, when the PV term is included in the free

energy, it is possible to obtain different behavior

(Persson et al., 2006), including possibly a first-order

transition.
At high temperature, the transition originally

identified by shock-wave experiments ( Jeanloz and

Ahrens, 1980) was found to be to a metallic phase

(Knittle and Jeanloz, 1986), which was identified as

the NiAs (B8) structure by in situ diffraction (Fei and

Mao, 1994). The phase diagram indicates that it

should occur at low temperatures as well.

Subsequent analysis of the diffraction data suggested

the formation of a polytype or superlattice between

B8 and anti-B8, with Fe in the As-site and O in the

Ni-site (Mazin et al., 1998). These B8 and anti-B8

structures can be joined together smoothly, and the

boundary between them is the rhombohedrally dis-

torted B1 structure. This phase could form either due

to lack of equilibrium, or could even form a unique

continuous structure transition between the different

phases. This interpretation of the behavior of FeO

has been confirmed by recent experiments

(Murakami et al., 2004; Kantor et al., 2004a). The

phase diagram is shown in Figure 17.
Recent studies of (Mg, Fe)O illustrate the impor-

tance of using multiple techniques. Theoretical

studies indicate that the high-spin–low-spin transi-

tions in a number of structures are dominated by the

size of the local coordination polyhedron (Cohen
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et al., 1997). Thus, a transition metal ion in a smaller
site will transform at lower pressures than one in a
larger site. Thus, ferric iron in solid solution substi-
tuting for Mg2þ, which is a smaller ion than Fe2þ,
transforms at lower pressures than in the pure ferrous
iron compound. After being predicted theoretically,
this has now been seen in a series of studies. XES
shows a high-spin transition at 54–67 GPa in
(Mg0.75Fe0.25)O and 84–102 GPa in (Mg0.40Fe0.60)O,
again suggesting that the transition in pure FeO
is much greater than 100 GPa. Optical absorption
spectra have been measured up to 80 GPa for the
lower-mantle oxide, (Mg, Fe)O. Upon reaching the
high-spin–low-spin transition of Fe2þ at about
60 GPa, there is enhanced absorption in the mid-
and near-IR spectral range, whereas absorption in
the visible–UV is reduced. The observed changes in
absorption are attributed to d–d-orbital charge trans-
fer transitions in the Fe2þ ion (Figure 2). The results
indicate that low-spin (Mg, Fe)O will exhibit con-
siderably lower radiative thermal conductivity than
the lower-pressure high-spin (Mg, Fe)O (Goncharov
et al., 2006). A schematic phase diagram is shown in
Figure 18.

The Mössbauer data for high-pressure magnesio-
wüstite are less clear; they show hyperfine field split
spectra coexisting with a paramagnetic peak over
large pressure ranges (Speziale et al., 2005). The
authors interpret the first appearance of a paramag-
netic peak at the transition, but the data seem more
consistent with coexisting high-spin and low-spin
iron, perhaps in difference local environments. In
any case, these data are consistent with solid solution
in which Mg2þ decreases the transition pressure,
consistent with earlier predictions. Theory suggests
that ferrous iron in the B8 or anti-B8 structures will
remain high spin to much higher pressures. This also
makes clear the distinction between magnetic col-
lapse and metal–insulator transitions, since normal
B8 FeO is predicted to be a high-spin metal, and
anti-B8 is predicted to be a high-spin insulator.

2.11.5.3 Silicate Perovskite and Post-
Perovskite

The electronic properties of the silicate perovskite
(Mg, Fe)SiO3 have been the focus of considerable
study. UV–visible spectra indicate the presence of
crystal field splitting (Shen et al., 1994), although
subsequent measurements showed similar results for
perovskite and magnesiowüstite (Keppler et al., 1994).
A broad feature in the optical spectrum near

14 900 cm�1 has been assigned to the Fe2þ ! Fe3þ

charge transfer transition (Keppler et al., 1994). Zhang
(1997) measured the Lamb–Mössbauer factor on
(Mg, Fe)SiO3 perovskites and clinoenstatite. The
thermally activated electron delocalization found
earlier in quenched samples in Mössbauer measure-
ments with a conventional radioactive source (Fei
et al., 1994) was suppressed at high pressure. Li and
Jeanloz (1987) measured the electrical conductivity
of (Mg, Fe)SiO3 perovskite at high pressures and
temperatures by laser heating; subsequent measure-
ments were carried out at lower maximum
temperatures by Peyronneau and Poirier (1989)
using a resistively heated cell. The latter results fit
a hopping conductivity model. Katsura et al. (1998)
reported that the temperature dependence of the
conductivity differed significantly between samples
measured at high pressure in its stability field and
quenched to ambient pressure.
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The strong partitioning of Fe2þ in magnesiowüs-
tite relative to ferromagnesium silicate perovskite has
been attributed to crystal field stabilization; that is, it
arises from the stabilization of Fe2þ in the octahedral
site of the oxide as compared to the (pseudo) dode-
cahedral site of the perovskite (Yagi et al., 1979;
Burns, 1993). The apparent crystal field stabilization
has been used to estimate (or rationalize) partitioning
between the two phases. Malavergne et al. (1997) find
that partitioning results are consistent with observa-
tions for inclusions thought to have originated in the
lower mantle and proposed to be representative of a
pyrolite composition (Kesson and FitzGerald, 1992).
McCammon used Mössbauer measurements to show
that a significant fraction of the iron in
(Mg, Fe, Al)SiO3 perovskite produced in multianvil
experiments is Fe3þ (McCammon, 1997). The incor-
poration of Fe3þ is strongly coupled to the Al3þ; this
result does not, however, mean that that the lower
mantle is oxidized as pressure stabilized the Fe3þ ion
(Frost et al., 2004; McCammon, 2005).

Both crystallographic and Mössbauer studies indi-
cate that Fe2þ in silicate perovskite resides in the
octahedral site (see Hemley and Cohen, 1992).
Attempts have been made to determine the site occu-
pancy of Fe2þ and Fe3þ from Mössbauer
spectroscopy (McCammon, 1998). Spectra of
(Mg0.95Fe0.95)SiO3 reportedly synthesized at low fO2

indicates that the Fe3þ goes in the octahedral site,
whereas higher fO2 conditions result in Fe3þ on both
sites. First-principles theoretical computations show
that ferrous iron remains high spin in perovskite and
is on the A-site (Caracas and Cohen, 2005a), but
ferric iron undergoes a high-spin–low-spin transition
in the pressure range of 100–125 GPa (Li et al., 2005).

A revolution in our understanding of the deepest
mantle and high-pressure mineral physics was the
discovery of the post-perovskite phase in MgSiO3

(Oganov and Ono, 2004; Murakami, et al., 2004;
Tsuchiya, 2004), which appears to be stable for a
wide range of compositions at pressures in the mega-
bar range (Caracas and Cohen, 2005a, 2005b).
Application of the above electronic and magnetic
techniques to silicate post-perovskite is challenging
because of the need to carry out the experimental
in situ at very high pressures (e.g., 	100 GPa and
above), and much input on the properties of post-
perovskite have come from theoretical computations.
Nevertheless, a number of measurements are being
carried out, including NRIXS and XES, which are
providing acoustic velocities and identification of the
iron as low spin (Figure 19). A growing number of

experimental studies are being performed in spite of
the challenges (Mao et al., 2006b). Experiments show
that most iron in Al-bearing post-perovskite is ferric
iron (Sinmyo et al., 2006), consistent with first-prin-
ciples theory (Li et al., 2005). First-principles DFT
calculations show ferrous iron to be unstable to dis-
proportionation to ferric iron (in post-perovskite)
and metallic iron in an h.c.p. Fe phase (Zhang and
Oganov, 2006), consistent with experiment
(McCammon, 2005). Theory predicts ferrous iron
to be high spin to pressures well above the highest
pressures in the mantle in both perovskite and post-
perovskite (Caracas and Cohen, 2005a; Stackhouse
et al., 2006).

2.11.5.4 Volatiles

Volatile uptake and recycling in high-pressure
phases provides important constraints on Earth his-
tory (Kerrick and Connolly, 2001; Sanloup et al.,
2002b, 2002c; Bercovici and Karato, 2003; Brooker
et al., 2003). Under pressure, volatiles can become
structurally bound components, either as stoichio-
metric compounds or as soluble components in
nominally anhydrous phases (Williams and Hemley,
2001). Dense hydrous silicates present different
degrees of hydrogen bonding under ambient condi-
tions. The prototype system is H2O, which is
discussed further below.

Pressure-induced disordering of crystals may be
intimately associated with the behavior of the hydro-
gen through sublattice amorphization or melting
(e.g., Duffy et al., 1995b; Parise et al., 1998; Nguyen
et al.). The pressure dependence of the OH stretching
modes show a tendency toward increased hydrogen
bonding, but decreased hydrogen bonding is also
observed (Faust and Williams, 1996; Hemley et al.,
1998a). These results, together with the evidence for
disordering, point toward the importance of hydro-
gen–hydrogen repulsions. Finally, an example of the
change in bonding affinities is the formation of iron
hydride at high pressure. It produces a d.h.c.p. struc-
ture at 3.5 GPa, which is stable to at least 60 GPa
(Badding et al., 1992).

There is growing evidence for pressure-induced
chemical interactions in rare gases. The low abun-
dance of xenon in the atmosphere (relative to
cosmochemical abundances) is a long-standing pro-
blem in geochemistry and has given rise to the
proposal that the element may be sequestered at
depth within the Earth. Near-IR spectroscopy and
electrical conductivity measurements show that solid
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Xe becomes metallic at 130–150 GPa (Goettel et al.,
1989; Reichlin et al., 1989; Eremets et al., 2000). Prior

to metallization, the material transforms from the
f.c.c. to the h.c.p. structure ( Jephcoat et al., 1987).

Recent studies have shown that the equilibrium tran-
sition pressure is as low as 21 GPa (Caldwell et al.,

1997). Experiments to 30 GPa and theoretical calcu-
lations to inner-core pressures reported in this study

show (surprisingly) no evidence for chemical affinity
for Xe and Fe (Caldwell et al., 1997). The melting

points of Xe and Ar increase initially with pressure
( Jephcoat, 1998) but then flatten out; this has been

interpreted as arising from s–p–d-hybridization
(Ross et al., 2005).

We also briefly mention planetary gases and ices
at high pressure. Dense hydrogen is the most abun-

dant element in the solar system. Accurate
determinations of its electronic and magnetic proper-

ties to multimegabar pressures (>300 GPa) over a
wide temperature range, and ultimately to the high-

density plasma, is crucial for planetary geophysics.
Both optical spectra and direct measurements of the

electrical conductivity show that solid hydrogen
remains insulating to at least 230 GPa at low tem-

peratures (<200 K) (Hemley et al., 2002). On the
other hand, the dense hot fluid exhibits metallic

conductivity at 140–200 GPa (Collins et al., 2001;
Nellis et al., 1996). Recent developments have made

it possible to contain hydrogen at 1000 K at static
megabar pressures, allowing measurements to be per-

formed on the dense hot fluid over this P–T range
(Gregoryanz et al., 2003).

The changes in bonding and electronic structure
of various ices are particularly important for plane-
tary science. The symmetric hydrogen-bond state of
ice at 60 GPa reveal intriguing quantum mechanical
tunneling effects associated with the transition
(Goncharov et al., 1996). There is a steep increase in
melting temperature of the ionic symmetric ice phase
(Lin et al., 2005a; Goncharov et al., 2005a). Sublattice
melting has also been explored (Cavazzoni et al.,
1999; Katoh et al., 2002). There are predictions to
other high-pressure forms above 0.3 TPa (Benoit
et al., 1996; Cavazzoni et al., 1999). Most recently, it
has been found that the combination of X-ray irra-
diation and high pressure can break down H2O to
form an alloy H2 and O2 at pressures up to at least
	50 GPa and stable relative to H2O to 	500 K (Mao
et al., 2006a).

2.11.5.5 Iron and Iron Alloys

The Earth’s core plays a central role in the evolution
and dynamic processes within the planet. As the
major constituents of the core, iron and its alloys
hold the key to understanding the nature of this
most enigmatic region of the planet (Hemley and
Mao, 2001). Geophysical observations have uncov-
ered surprising inner-core properties, such as seismic
anisotropy, super-rotation, and magnetism (Song and
Richards, 1996; Glatzmaier and Roberts, 1996;
Romanowicz et al., 1996; Su et al., 1996; Song and
Helmberger, 1998; Tromp, 2001; Niu and Wen,
2001). These observations are supplemented by
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geodynamic simulations (Karato, 1999; Olson and
Aurnou, 1999; Buffett, 2000, 2003; Buffett and
Wenk, 2001). Ab initio theoretical calculations have
been applied to examine and predict melting, phase
stabilities, elastic anisotropy, and magnetism of iron
beyond experimental capabilities (Stixrude and
Cohen, 1995; Alfé et al., 1999, 2000; Laio et al., 2000;
Steinle-Neumann et al., 2001; Belonoshko et al., 2003;
Vocadlo et al., 2003; see Chapter 2.13). Theory shows
that the b.c.c. phase is stabilized by magnetism. There
had been much discussion of b.c.c. as the possible
structure for iron in the Earth’s inner core, but cal-
culations showed that b.c.c. iron is mechanically
unstable at high pressures due to the loss of magnet-
ism with pressure (Stixrude and Cohen, 1995). On
the other hand, the hexagonal phase ("-Fe) is non-
magnetic. The reflectivity of iron decreases markedly
across the b.c.c.–h.c.p. transition; measurements to
300 GPa showed that this low reflectivity continues
to much higher pressure (Reichlin, Hemley, and
Mao, unpublished).

Pressure effects on the valence band densities of
states and magnetic properties of Fe are being mea-
sured with the new synchrotron X-ray techniques
described above. Large differences in density of states
are predicted between b.c.c. Fe and the two closed-
packed phases (h.c.p. and f.c.c.). Spin-dependent K	
emission fine structure can be used to probe localized
magnetic properties with XMCD. The element-spe-
cific nature of XES and XMCD will be particularly
important in the study of transition metal and rare
earth alloys. High P–T XAS and XRD are providing
electronic and structure information for iron melt as
well as crystals ( Jackson et al., 1993; Sanloup et al.,
2002a). High P–T NRFS provides information on
Mössbauer effect and magnetism (Jackson et al., to
be published), and high P–T NRIXS coupled with
hydrostatic equation of state data yields phonon den-
sities of state, bulk longitudinal- and shear-wave
velocities, heat capacity, entropy, Debye tempera-
ture, and Grüneisen parameter (Lübbers et al., 2000;
Mao et al., 2001; Struzhkin et al., 2001).

2.11.6 Conclusions

A range of high-pressure techniques are now avail-
able to investigate changes in bonding, electronic,
and magnetic structure induced by pressure in
Earth and planetary materials. In general, recent
work has shown that a variety of techniques are
required to understand the evolution of these

complex systems under pressure. This includes the
use of newly developed theoretical methods, which
are providing increasingly accurate predictions for
energetic properties of these materials under extreme
conditions. There is much to be learned about the
origin of the behavior of transition metal compounds
and solid solutions at high pressures. The study of
transitions in Mott insulators is a particularly impor-
tant current problem, with implications for
condensed-matter theory as well. Future work
should also focus on both defect properties and poly-
phase aggregates at high P–T conditions: rocks are
composite material, yet most mineral physics studies
assume that the electronic and magnetic properties of
the rock can be determined by adding up the con-
tributions from the component mineral phases. An
important question is the extent to which the elec-
tronic properties of the composite need to be
considered (i.e., from interfacial, nanophase proper-
ties (Maxwell-Garnet, 1904)). Effects of such large
changes in pressure on chemical properties are estab-
lished. In general, the large perturbation of pressure
on the electronic structure of materials suggests that
the partitioning among different phases may be diffi-
cult to predict from ambient pressure measurements.
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Alfé D, Gillan MJ, and Price GD (2000) Constraints on the
composition of the Earth9s core from ab initio calculations.
Nature 405: 172–175.

Anderson AJ, Jayanetti S, Mayanovic RA, Bassett WA, and
Chou I-M (2002) X-ray spectroscopic investigations of fluids
in the hydrothermal diamond anvil cell: The hydration struc-
ture of aqueous La3þ up to 300�C and 1600 bars. American
Mineralogist 87: 262–268.

Measuring High-Pressure Electronic and Magnetic Properties 329



Anderson PW (1958) Absence of diffusion in certain random
lattices. Physical Review 109: 1492–1505.

Antonangeli D, Occelli F, Requardt H, Badro J, Fiquet G, and
Krisch M (2004) Elastic anisotropy in textured hcp-iron to
112 GPa from sound wave propagation measurements.
Earth and Planetary Science Letters 225: 243–251.

Arms DA, Simmons RO, Schwoerer-Bohning M,
Macrander AT, and Graber TJ (2001) Exciton dispersion
and electronic excitations in hcp 4He. Physical Review
Letters 87: 156402.

Ashcroft NW and Mermin ND (1976) Solid State Physics. New
York: Holt Rinehart and Winston.

Badding JV, Mao HK, and Hemley RJ (1992) High-pressure
crystal structure and equation of state of iron hydride:
Implications for the Earth’s Core. In: Syono Y and
Manghnani MH (eds.) High Pressure Research in Mineral
Physics: Application to Earth and Planetary Sciences,
pp. 363–372. Washington, DC: Terra Scientific Publishing Co
(TERRAPUB).

Badro J, Fiquet G, Guyot F, et al. (2003) Iron partitioning in
Earth9s mantle: Toward a deep lower mantle discontinuity.
Science 300: 789–791.

Badro J, Fiquet G, Struzhkin VV, et al. (2002) Nature of the high-
pressure transition in Fe2O3 hematite. Physical Review
Letters 89: 205504.

Badro J, Struzhkin VV, Shu J, et al. (1999) Magnetism in FeO at
megabar pressures from X-ray emission spectroscopy.
Physical Review Letters 83: 4101–4104.

Bartolome F, Tonnerre JM, Seve L, et al. (1997) Identification of
quadrupolar excitation channels at the L3 edge of rare-earth
compounds. Physical Review Letters 79: 3775–3778.

Bassani F and Altarelli M (1983) Interaction of radiation with
condensed matter. In: Koch EE (ed.) Handbook on
Synchrotron Radiation, vol. 1, pp. 463–605. Amsterdam:
North-Holland Publishing Company.

Bassett WA, Anderson AJ, Mayanovic RA, and Chou IM (2000)
Hydrothermal diamond anvil cell for XAFS studies of first-row
transition elements in aqueous solution up to supercritical
conditions. Chemical Geology 167: 3–10.

Baudelet F, Odin S, Itie JP, et al. (1997) In: Crystallography at
High Pressure Using Synchrotron Radiation: The Next Steps.
Grenoble, France: ESRF.

Baudelet F, Pascarelli S, Mathon O, et al. (2005) X-ray absorp-
tion spectroscopy and X-ray magnetic circular dichroism
simultaneous measurements under high pressure: The iron
bcc–hcp transition case. Journal of Physics: Condensed
Matter 17: S957–S966.

Bell PM, Xu J, and Mao HK (1986) Static compression of
gold and copper and calibration of the ruby pressure
scale to pressures to 1.8 megabars. In: Gupta Y (ed.) Shock
Waves in Condensed Matter, pp. 125–130. New York:
Plenum.

Belonoshko AB, Ahuja R, and Johansson B (2003) Stability of
the body-centred-cubic phase of iron in the Earth9s inner
core. Nature 424: 1032–1034.

Benoit M, Bernasconi M, Focher P, and Parrinello M (1996) New
high-pressure phase of ice. Physical Review Letters
76: 2934–2936.

Bercovici D and Karato S-I (2003) Whole mantle convection and
the transition-zone water filter. Nature 425: 39–44.

Born M and Wolf E (1980) Principles of Optics. Oxford:
Pergamon Press.

Bridgman PW (1949) The Physics of High Pressure. London:
G. Bell and Sons.

Brooker RA, Du Z, Blundy JD, et al. (2003) The 9zero charge9

partitioning behaviour of noble gases during mantle melting.
Nature 423: 738–741.

Brown GE, Calas G, Waychunas GA, and Petiau J (1988) X-ray
absorption spectroscopy and its applications in mineralogy

and geochemistry. In: Hawthorne FC (ed.) Spectroscopic
Methods in Mineralogy and Geology, Reviews in Mineralogy,
vol. 18, pp. 431–512. Washington, DC: Mineralogical Society
of America.

Buffett BA (2000) Earth9s core and the geodynamo. Science
288: 2007–2012.

Buffett BA (2003) The thermal state of Earth9s core. Science
299: 1675–1677.

Buffett BA and Wenk H-R (2001) Texturing of the Earth’s inner
core by Maxwell stresses. Nature 413: 60–62.

Buontempo U, Filipponi A, Martinez-Garcia D, Postorino P,
Mezouar M, and Itie JP (1998) Anomalous bond length
expansion in liquid iodine at high pressure. Physical Review
Letters 80: 1912–1915.

Burns RG (1993) Mineralogical Applications of Crystal Field
Theory. Cambridge, UK: Cambridge University Press.

Cai YQ, Mao HK, Chow PC, et al. (2005) Ordering of hydrogen
bonds in high-pressure low-temperature H2O. Physical
Review Letters 94: 025502.

Caldwell WA, Nguyen JH, Pfrommer BG, Mauri F, Louie SG, and
Jeanloz R (1997) Structure, bonding, and geochemistry of
xenon at high pressures. Science 277: 930–933.

Caliebe WA, Soininen JA, Shirley E, Kao C-C, and Hämäläinen K
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nearly stoichiometric wüstite at low temperatures. American
Mineralogist 87: 347–349.

Fleury PA and Loudon R (1968) Scattering of light by one- and
two-magnon excitations. Physical Review 166: 514–530.

Frost DJ, Liebske C, Langenhorst F, McCammon CA,
Trønnes RG, and Rubie DC (2004) Experimental evidence for
the existence of iron-rich metal in the Earth’s lower mantle.
Nature 428(6981): 409.

Fujii Y (1996) International Union of Crystallography. XVII
Congress and General Assembly, Seattle, Washington, C-1.

Ghose S (1988) In: Hawthorne FC (ed.) Spectroscopic Methods
in Mineralogy and Geology, Reviews in Mineralogy, vol 18,
pp. 161–192. Washington, DC: Mineralogical Society of
America.

Gilder S and Glen J (1998) Magnetic properties of hexagonal
closed-packed iron deduced from direct observations in a
diamond anvil cell. Science 279: 72–74.

Glatzmaier GA and Roberts PH (1996) Rotation and magnetism
of Earth9s inner core. Science 274: 1887–1891.

Goettel KA, Eggert JH, Silvera IF, and Moss WC (1989) Optical
evidence for the metallization of xenon at 132(5) GPa.
Physical Review B 62: 665–668.

Goncharenko IN, Mignot JM, Andre G, Larova OA, Mirebeau I,
and Somenkov VA (1995) Neutron diffraction studies of
magnetic structure and phase transitions at very high
pressures. High Pressure Research 14: 41–53.

Goncharov AF, Goldman N, Fried LE, et al. (2005a) Dynamic
ionization of water under extreme conditions. Physical
Review Letters 94: 125508.

Goncharov AF, Hemley RJ, Mao HK, and Shu J (1998) New
high-pressure excitations in para-hydrogen. Physical Review
Letters 80: 101–104.

Goncharov AF and Struzhkin VV (2003) Raman spectroscopy of
metals, high-temperature superconductors and related
materials under high pressure. Journal of Raman
Spectroscopy 34: 532–548.

Goncharov AF, Struzhkin VV, Hemley RJ, Mao HK, and Liu Z
(2000) New techniques for optical spectroscopy at ultrahigh
pressures. In: Manghnani MH, Nellis WJ, and Nicol M (eds.)
Science and Technology of High Pressure, pp. 90–95.
Hyderabad, India: Universities Press.

Goncharov AF, Struzhkin VV, and Jacobsen SD (2006) Reduced
radiative conductivity of low-spin (Mg,Fe)O in the lower
mantle. Science 312: 1205–1208.

Goncharov AF, Struzhkin VV, Ruf T, and Syassen K (1994) High-
pressure Raman study of the coupling of crystal-field
excitations to phonons in Nd-containing cuprates. Physical
Review B 50: 13841–13844.

Goncharov AF, Struzhkin VV, Somayazulu M, Hemley RJ, and
Mao HK (1996) Compression of ice to 210 gigapascals:
Infrared evidence for a symmetric hydrogen-bonded phase.
Science 273: 218–220.

Goncharov AF, Zaug JM, Crowhurst JC, and Gregoryanz E
(2005b) Optical calibration of pressure sensors for high
pressure and temperatures. Journal of Applied Physics
97: 094917.

Gramsch SA, Cohen RE, and Savrasov SY (2003) Structure,
metal-insulator transitions, and magnetic properties of FeO
at high pressures. American Mineralogist 88: 257–261.

Gregoryanz E, Goncharov AF, Matsuishi K, Mao HK, and
Hemley RJ (2003) Raman spectroscopy of hot dense
hydrogen. Physical Review Letters 90: 175701.
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siowüstite at lower-mantle pressures. Journal of Synchroton
Radiation 12: 577.

Jeanloz R and Ahrens TJ (1980) Equations of state of FeO and
CaO. Geophysical Journal of the Royal Astronomical Society
62: 505–528.

Jephcoat AP (1998) Rare-gas solids in the Earth9s deep interior.
Nature 393: 355–358.

Jephcoat AP, Mao HK, Finger LW, Cox DE, Hemley RJ, and
Zha CS (1987) Pressure-induced structural phase transitions
in solid xenon. Physical Review Letters 59: 2670–2673.

Jiang X and Guo GY (2004) Electronic structure, magnetism,
and optical properties of Fe2SiO4 fayalite at ambient and
high pressures: A GGAþU study. Physical Review B
69: 155108.

Kantor AP, Jacobsen SD, Kantor IY, et al. (2004a) Pressure-
induced magnetization in FeO: Evidence from elasticity and
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2.12.1 Introduction

This section is devoted to recent studies that work to
define rheological properties of Earth materials at
high pressure and high temperature. The frontier
has been defined by the bringing together of exciting
new tools for studying these properties. Multianvil
high-pressure apparatus, which are capable of reach-
ing into the lower mantle with hydrostatic pressure,
are being altered to provide a deformation environ-
ment. Samples recovered from these systems deliver
information about the deformation process.
Synchrotron X-rays have opened new vistas by
their ability to see into the pressure chamber and
yield stress and strain of the sample in situ. Around
these metrics, new tools are being developed that can
control sample environment. The next phase of these
studies will probably see us creating conditions of
the deep lower mantle with well-characterized sam-
ple environments and precise measures of the
quantitative flow process. Along the way, we will
gain insights into aggregates and how stress is dis-
tributed among the grains. Information on texture,
elastic anisotropy, and stress as a function of pressure,
temperature, and environment will be derivable from
this information.

The dynamic nature of the Earth, including phe-
nomena from earthquakes and volcanic eruptions, to
plate tectonics and mantle convection are responding
to the plastic nature of the materials of the Earth’s
mantle. An improved understanding of these dynamic
features of the Earth will follow insights of the flow
properties of the rocks that make up the Earth. This
fundamental principle has defined a field within the
Earth sciences that we call ‘rheological studies’.

Rheological studies are among the most challen-
ging of the experimental fields that strive to inform
us about the Earth. Plastic properties are not state
variables. That is, this property does not depend
solely on the classical thermodynamic state of the
material. In addition to pressure, temperature, and
chemical potentials, the plastic properties depend on
the history of the sample. History produces the sam-
ple with a dislocation density, a grain size, and a
texture. History adds the dimension of time. In the
Earth, timescales span millions if not billions of years,
with strain rates slower than 10�15 s�1, while in the
lab, experiments that last for a week are considered
long and strain rates slower than 10�7 s�1 impercept-
ibly slow. If we wish to work in the laboratory, at
geological strain rates, then a 1-m-long sample will
change its length by 30 mm in 100 years.
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Plastic flow belongs in the realm of irreversible
thermodynamics, where the concept of steady state

replaces that of equilibrium in reversible thermody-

namics. Steady state is then governed by an extreme

in the rate of entropy production rather than an

extreme in the entropy. So too in rheological studies,

steady state becomes a goal of experimental probing.

Steady state on a macroscopic scale is indicated by

the time independence of both stress and strain rate.

On a microscopic scale, the defect structure and the

grain size must become time independent. Here at

least, the role of history is minimized in that history is

no longer altering the properties of the sample, and,

hopefully, the history prior to the experiment has

been removed by the lab-induced flow process. Yet,

while steady state is a necessary condition for a well-

defined experiment, it is not a sufficient condition.

For example, a difference in grain size between two

samples can lead to very different flow characteris-

tics. Furthermore, the confirmation of steady state is

virtually impossible to do. In this manner, again,

steady state is quite similar to the state of equilibrium

which is also difficult to verify.
Indeed, natural processes are not restricted to

steady-state flow. Phenomena including earthquakes,

formation of ductile shear zones, and even glacial

rebound occur outside of the steady-state regime.

To provide the necessary information to describe

these non-steady-state process, an even more

complex description is required.
Another complicating feature of rheological pro-

cesses is their dependence on small amounts of some

atomic species. The flow process generally involves

movement of atoms. This movement is often greatly

influenced by point defects in the solid, indeed by

participants that may have a very small concentration

in the material. In geological systems, water has

extreme effects on the rheological properties of

some minerals (quartz and olivine are good exam-

ples). Thus, a well-characterized rheological

experiment will demonstrate steady state and will

characterize the sample and sample environment in

terms of grain size, texture, dislocation type, and

density, as well as define the chemical potentials of

all active species.
With all of these support characterizations in

place, the quantitative flow law is then defined as

the relation between the stress, �, and strain rate, _",
where stress is a measure of the deviatoric stress,

often a differential stress, and strain rate indicates

the rate of deformation. A typical high-temperature

semi-empirical steady-state relation between stress
and strain rate is given by

_" ¼ Að�=�Þnðb=dÞmexp –
E� þ PV �

RT

� �� �
½1�

where b and � are the Burger’s vector for the active
dislocation and the shear modulus of the material,
both intrinsic properties of the material. d is the grain
size, R is the rare gas constant, P is pressure, and T is
temperature. The other parameters A, n, m, E �, and
V � are flow parameters that are specific to the parti-
cular flow mechanism and generally need to be
determined empirically. The variables are arranged
so that the values within parentheses are dimension-
less. Flow by diffusion is generally associated with
n¼ 1 and m in the range of 2–5, while dislocation-
controlled flow obtains with m¼ 0 (no grain size
dependence) and n in the range of 2–5. In order to
define all of the parameters in this relation, the
experimental protocol needs to be defined to mea-
sure strain rate as a function of stress (to define n),
grain size (to define m), temperature (to define E �),
and pressure (to define V �). These measurements
should be made on a sample that has achieved
steady-state flow (unless one wishes to characterize
transient creep) in a well-defined environment.

2.12.1.1 Importance of High-Pressure
Rheology Measurements

Laboratory data do not give us a simple estimate of
viscosity in the Earth. First of all, viscosity, the ratio
of stress to strain rate, depends on the level of stress
as seen in eqn [1]. Thus, to estimate viscosity, we
must know the amount of stress. Second, extrapola-
tion over several orders of magnitude of strain rate
can lead to large errors. Rheological properties of the
Earth’s mantle can be inferred from analyses of geo-
dynamic data such as postglacial crustal movement
and gravity anomalies (Mitrovica and Forte, 1997;
Peltier, 1998). The measurements are enabled by
both a large length scale and a long timescale.
However, even these data are limited in their ability
to define Earth rheology. The depth resolution of
postglacial rebound data is limited to �1000 km
(Mitrovica and Peltier, 1991). Furthermore, amount
of strain required for postglacial rebound is much
smaller than strain encountered in convection. In so
much as the rheology maintains a memory of
previous deformation, small strain rheology may be
different than large strain rheology (Karato, 1998).
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Gravity data (e.g., the geoid) have better sensitivity to
radial variation in viscosity in the deep mantle
(Hager, 1984), but they suffer from nonuniqueness
(King, 1995; Thoraval and Richards, 1997).
Laboratory studies of rheology can provide informa-
tion about mechanism, stress and strain dependence,
and other variables such as chemical or phase depen-
dence. Therefore, experimental studies on mineral
rheology remain a vital component in inferring man-
tle rheology.

2.12.1.1.1 Lateral variation of

asthenosphere viscosity

As an example, here we illustrate how the activation
volume helps constrain the lateral variations in
asthenosphere viscosity. We define the astheno-
sphere viscosity as the lowest viscosity in the upper
mantle in a specific region. Generally, the tempera-
ture profile is the dominant variable to define
regional viscosity. We approximate the mantle tem-
perature profile as adiabatic with a thermal boundary
layer at the top. The details of the thermal boundary
layer depends on the age of the crust in the region.
Older regions have deeper cooling. Figure 1 illus-
trates three temperature profiles that could be
representative of 20-million-year-old oceans, 80-
million-year-old oceans, and very old continental
cratons. The geotherm reaches the adiabat at differ-
ent depths in these models owing to the time that
conductive cooling is operating from the surface. The
lowest viscosity will not occur at least until the depth

that the temperature is on the adiabat. Since pressure
increases with depth, the variation in magnitude of
the lowest viscosity from region to region will
depend on the activation volume of the flow process.
Estimates of olivine’s activation volume for power-
law creep range from 0 to 30 cm3 mol�1. Figure 2
illustrates the depth dependence of viscosity as a
function of activation volume for a fixed stress
along these model geotherms. An activation volume
of 20 cm3 mol�1 would render the minimum viscosity
under the Canadian Shields 6–7 orders of magnitude
greater than the minimum viscosity under 20-
million-year-old oceans for the same shear stress,
while a 0 activation volume would have no difference
in minimum viscosity.

These conclusions are based on maintaining the
same dominant slip system as pressure is increased.
Karato and Wu (1993) argue that this large pressure-
dependent process will force a change in the
deformation mechanism to diffusion by the middle of
the upper mantle. While diffusion flow is much slower
than dislocation flow at atmospheric pressure, the
presumed low activation volume for diffusion suggests
that pressure will not significantly slow down diffusion
flow. Nonetheless, we see the manner that laboratory
studies enters the Earth dynamic issues.

The main experimental challenge is to measure
the stress and strain rate at mantle pressure and
temperature conditions of a specimen that has
reached steady-state flow. Low-pressure tools have
been applied to precisely apply a force or a strain rate
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to define the flow of olivine (Chopra, 1997; Durham
and Goetze, 1977; Green and Borch, 1987; Hirth and
Kohlstedt, 1995; Karato et al., 1986; Kohlstedt et al.,
1984; Mei and Kohlstedt, 2000; Paterson, 1990),
although at pressure lower than 0.3 GPa (compared
to 13 GPa at the olivine stability limit). Torsion
apparatus has been applied in studying the high
shear strain deformation with pressure up to
0.3 GPa (Bystricky et al., 2000). The force–displace-
ment tools have been pushed to higher pressure using
the Griggs-type solid-medium apparatus (up to
2.5 GPa) (Green and Borch, 1987; Karato and Jung,
2003; Ross et al., 1979). Molten salt cell assemblies
help to maintain a quantitative measure of the stress
at pressures up to 2.2 GPa (Borch and Green, 1989;
Green and Borch, 1989). Development of the large
volume multianvil press (e.g., (Bussod et al., 1993))
allowed the synthesis of deformed samples at upper-
mantle pressure for microstructure examination
(Ando et al., 1997; Cordier et al., 2002; Karato, 1989;
Karato et al., 1993; Rubie et al., 1993). Results from
these higher-pressure experiments have generally
been accepted as qualitative.

2.12.1.1.2 Earthquakes

A second example of the importance of laboratory
data concerns the origin of deep-focus earthquakes.
The standard friction-mitigated processes should not
be operative at depths greater than about 20 km, yet
earthquakes persist to depths of 700 km. The process
that is responsible for the space–time localization of
the stress drop is still unclear. Several alternative

mechanisms for the stress release instability have
been suggested over the years, including a thermally
induced plastic instability (Hobbs and Ord, 1988;
Ogawa, 1987), instabilities accompanying recrystalli-
zation (Post, 1977), dehydration embrittlement ( Jiao
et al., 2000), and instabilities associated with poly-
morphic phase transformations (Green and Borch,
1989; Kirby et al., 1991; see also reviews by Green
and Houston (1995) and Kirby et al. (1996)). Again,
the main reason uncertainty still exists is the poor
knowledge of material properties at high pressures.
The rheological properties of deep-Earth materials
have been missing so far (Hobbs and Ord, 1988;
Karato et al., 2001) and thus impede modeling of the
processes. Similarly, greater understanding of possi-
ble shearing instabilities and kinetics associated with
the phase transformations of olivine to wadsleyite
and ringwoodite (Burnley et al., 1991; Green et al.,
1990) and the possibility of faulting associated with
dehydration of the dense hydrous magnesium sili-
cates ( Jung and Green, 2004) need well-controlled
deformation experiments under deep-mantle
conditions.

2.12.2 High-Pressure Tools

2.12.2.1 Stress Measurement

Measurement of deviatoric stress is key to quantify-
ing the rheological properties of a material. Stress
provides information about strength relative to the
laboratory timescale. Stress, measured in conjunction
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with ductile strain, can yield flow laws within the
context of the state of the sample. The crucial ingre-
dient to facilitate such studies is the development of a
stress meter.

Experiments operating below 5 GPa apply the
deforming force directly to the sample and design
various strategies to measure the magnitude of this
deforming force. Stress is the ratio of force to sample
area. Typically, a load cell placed in series with the
deforming piston defines this force along the deform-
ing column. For systems operating above 1 GPa,
confining pressure, combinations of friction between
the force gauge and the sample, and forces that sup-
port the piston, such as in the multianvil system,
continually degrade the ability to relate a measured
force to sample stress. These problems become pro-
gressively more acute as the pressure of the sample is
higher.

A revolutionary technique for stress and strain
measurements under high-pressure (and -tempera-
ture) conditions in situ has now become feasible using
high-energy X-rays generated by a synchrotron
radiation facility. These new tools are just now
being explored and their limitations defined. The
exceptional quality of these tools rests in the fact
that they are directly monitoring the sample.
Stresses are measured in the sample. Different posi-
tions in the sample can be isolated to test for stress
uniformity. Measurements of stress and strain can be
time-resolved with a precision of about 1 min. Strain
is also obtained by images of the sample. Distribution
of strain with position and time can be defined – all of
this done with a current accuracy of a few tens of
megapascals in differential stress and 10�4 in strain.

A uniaxial stress will introduce elastic strains in
the sample. The strain parallel to the axis of compres-
sion will generally be larger than the strain
perpendicular. The material’s elastic moduli, through
Hooke’s law, quantitatively define the relationship
between these strains and the imposed stresses.
X-rays sample the distance between lattice planes
(called d-spacing) whose normals are parallel to the
diffraction vector, which is the bisector between the
incident X-ray and the detector. The lattice spacings
reflect elastic strain and are insensitive to plastic
strain. Figure 3 illustrates a Debye ring that would
be observed from a powder sample in a stress field
using a monochromatic X-ray beam and an area
detector. The lattice spacing is related to the distance
from the center of the image to the Debye ring
through Bragg’s law. For the angle � of 0, the lattice
spacing reflects that measured parallel to the x1-

direction. For � of 90�, the X-rays are sampling
grains aligned to parallel to the x2-direction. The

strains deduced from these measurements, compared

with ambient conditions, are related to the stresses by

"ij ¼
X3

k¼1

X3

l¼1

sijkl�kl ½2�

where s is the elastic compliance tensor.
A strategy for measuring stress comes from map-

ping out the d-spacing as a function of �. The values of

the elastic moduli are still required, but the details of

anisotropy are less critical to yielding precise
measurements. With a precision of 10�4 for the lattice

spacing and a typical elastic modulus of 200 GPa, it

should be possible to resolve differential stresses of
�20 MPa. Singh has reduced the elasticity equations

to a closed form solution for several crystal symmetries

and a concise summary is presented in Singh et al.

(1998).
In the actual case, more than one set of diffraction

planes will produce Debye rings similar to the one

illustrated here. Each will be circular in shape for a
hydrostatic stress, but distorted by nonhydrostatic

stress. The amount of distortion may be different if

the elastic compliance tensor is not isotropic. To
evaluate this in detail, we need to be careful to

account for the crystal orientation when defining

the compliance tensor. Thus, in a nonhydrostatic
stress field, crystallographic planes with different

orientations change their spacing by different

amounts. For cubic crystals, the relationship between
the � dependence of strain and the differential stress,

��, is given by (Singh, 1993)

"hkl ð�Þ ¼��=3 f1 – 3cos2ð�Þg fðS11 – S12Þ ð1 –�ðhklÞÞ
þ S44 �ðhklÞ=2g ½3�

Sample
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σ1

σ2

σ3

Ψ

Figure 3 X-ray diffraction geometry. The stress field of the

sample is illustrated by �. In the DDIA configuration, �2¼�3.
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Each diffraction peak corresponds to a set of lat-
tice planes defined by the Miller index, hkl. In an

anisotropic crystal, the elastic moduli will depend on

the particular set of planes that are considered. The

function, �(hkl ), varies from 0 to 1, and reflects the

elastic moduli for the orientation of the particular

diffraction peak. Thus, for a particular diffraction

plane, hkl, the right-hand bracket contains a constant

value. Then "hkl varies in a fixed manner with the

angle, �. "hkl is the deviatoric strain and is defined as

the strain relative to the hydrostatic state. Measuring

the lattice spacing for a particular hkl at �¼ 0� and

�¼ 90� is enough to define the differential stress for.

This relation for cubic symmetry is generalized by

Singh et al. (1998) for all crystal symmetries. In the

case where the stress field is not uniaxial, but more

complicated, this analysis yields the stress field in the

plane perpendicular to the X-ray beam, but does not

recover the entire stress tensor.
This methodology was first applied in a diamond-

anvil cell by Kinsland and Bassett (1977) by passing

the X-ray beam through a Be gasket, perpendicular

to the axis of the diamonds. The multianvil system

has not been accessible by this technique since the

anvils themselves cast a shadow and limit the range of

� where the diffracted signal can be observed.

However, both cubic BN and sintered diamond

anvils are both hard and X-ray transparent. Thus,

using these anvils, it is now possible to observe dif-

fraction spectra in any plane relative to the incident

beam in a multianvil device.

This tool can be used with monochromatic
X-rays for angle-dispersive measurements and for

energy-dispersive methods with white X-rays, both

with specific advantageous and disadvantages. With

white X-rays, spectra need to be collected for

different values of � through collimators that fix

the 2� value. A conical slit system (Li et al., 2004a)

can be used for this purpose, as illustrated in

Figure 4. The slit itself is created by two concentric

cones, whose angle is the desired diffraction angle

for white, energy-dispersive diffraction. Solid-state

detectors with energy discrimination are placed at

specific values of � behind the slit system. Each

detector is calibrated independently. Lattice spa-

cings are used as illustrated above to define the

differential stress. The advantage of this system is

that the diffracted signal is collimated allowing dif-

fraction from the sample to be isolated from that of

the pressure medium. Monochromatic X-rays are

more versatile in defining the orientation of the

deformation ellipse and are quite useful when the

orientation of the stress field is not well defined by

the experimental geometry.
Each diffraction peak represents a different sub-

population of grains within the sample. Generally,

grains that are oriented so as to contribute to one

diffraction line are not oriented to contribute to

another. If all of the diffraction lines define the

same values of stress, then the stress field is fairly

homogeneous within the sample with no distinctions

on the basis of the orientation of the crystallites.

13-element SS detector

Conical slit
(outer cone

shown in outline)
Miniature 6–8
high-pressure

module (T-cup)

X-rays from
synchrotron

Paths of horizontally
and vertically

diffracted X-rays

Mirror and
YAG crystal

(inside conical slit)
2nd mirror

Long working distance
microscope (10×)

CCD camera

Figure 4 The conical slit shown with the T-cup device and a multielement energy-dispersive detector. The diffracted X-ray
from the sample is collimated by a conical slit system which allows diffraction at a fixed 2� angle. The multiple detector is

placed behind the slit system to capture the diffracted beam for several values of  .
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However, it is quite common for the different peaks
to provide different values of the differential stress.
This indicates that these different subpopulations of
grains experience different stresses. The average
stress in the sample, that is the average of force per
unit area, will simply be some average of the sub-
population stresses. Later, we will discuss the origin
of this stress heterogeneity.

2.12.2.2 Strain-Rate Measurement

Synchrotron X-rays can also be used to measure
sample length. Direct images of the sample can be
obtained using an incident beam whose dimensions
are larger than the sample. Platinum or gold foils
above and below the sample are easily viewed. The
X-ray image is obtained by projecting the X-ray onto
a fluorescent screen that is viewed with a charge-
coupled device (CCD) camera though a magnifying
system. A typical image is shown in Figure 5. The
horizontal lines in this image are gold disks placed at
the ends of the sample. The black edges are the
shadows of the opaque tungsten carbide anvils.
Cubic boron nitride anvils are transparent and can
be used in order to view the entire sample since they
do not cast such a shadow. Figure 4 illustrates the
position of the microscope for these measurements.
The fluorescent screen is located on-axis inside the
conical slit system. We determine that, by comparing

two images, strains of 10�4 can be measured. For
images taken 100 s apart, this allows resolution of
strain rates of 10�6 s�1.

With these tools of stress and strain rate, quanti-
tative flow laws defined by relations such as eqn [1]
can be defined. Inspired by the new insights into the
high-pressure apparatus, development was then
made in the high-pressure instrumentation that
could provide a steady-state flow for relatively
large strains in samples at high pressure and high
temperature.

2.12.2.3 New High-Pressure Deformation
Devices

The use of X-rays to measure both stress and strain
directly in the sample, without a proxy such as a force
gauge, frees the conceptual design of the deformation
equipment. When using a force gauge, one must
measure both the force and displacement of a piston
and that piston must only push on the sample.
Friction on the piston, deformation of the piston,
elastic and thermal responses of the piston all must
be quantified in order to define the force/displace-
ment of the sample. The piston must push on the
sample and only on the sample. With stress and strain
of the sample measured directly, these issues are no
longer important. The entire anvil can serve as the
deforming unit. Indeed, two new systems have
emerged that take advantage of the large-volume
high-pressure apparatus and use the loading anvils
as the instrument to create a deviatoric stress.

The first of these devices is called the DDIA
(deformation DIA; Durham et al., 2002; Wang et al.,
2003). This system is derived from the DIA apparatus
which has been extensively used on synchrotron
X-ray sources (Shimomura et al., 1985). This appara-
tus forces six anvils to synchronously advance on a
cubic pressure medium (Figure 6). The DDIA mod-
ification is to add hydraulic jacks to push on the
upper and lower anvils. This allows the application
of a nonhydrostatic stress to the entire cubic cell
assembly, while at the same time, the main ram can
be adjusted so as to maintain a constant pressure.
A typical assembly is illustrated in Figure 7. The
cylindrical geometry of the sample assembly includes
hard pistons above and below the sample chamber
that transmit the stress produced by the loading anvil
to the sample. The independent upper and lower
anvils can be driven to produce a constant strain
rate in the sample for very large values of strain
(in excess of 50%) as the side anvils are withdrawn

Figure 5 Shadowgraph image of a sample at high
pressure and temperature. The black boundary is defined

by tungsten carbide anvils; the dark lines are from metal foils

within the sample.

Methods for the Study of High P/T Deformation and Rheology 345



Differential
ram

Differential
ram

Guide block

P1
P2 P3

Guide block Guide block

Guide block

Wedge Wedge

Figure 6 Illustration of DDIA. Four of the six anvils are illustrated (the front and back are not illustrated). P1 is a hydraulic

pump that pushes the main jack in the directions of the arrows. This jack drives all six anvils into the sample. Pumps P2 and P3

drive the upper and lower anvils into (out of ) the sample independently from the main jack. Figure created by Sabrina Fletcher
of LLNL.
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Figure 7 Typical cell assembly. The alumina end plugs serve as deformation anvils at high pressure and temperature.
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to maintain a constant volume. The side anvils need
to be X-ray transparent in order to measure X-ray
diffraction in the horizontal plane. Cubic boron
nitride and sintered diamond have both been used
for this purpose. The final system allows most sam-
ples to achieve a steady-state condition in which
stress and strain rate can be measured in situ.

The second system that has been recently devel-
oped is called the rotational Drickamer cell
(Yamazaki and Karato, 2001). This system is pat-
terned after the Drickamer cell (Perez-Albuerne
et al., 1964) that has been used on synchrotron
sources. This cell is pressurized by two opposed
anvils with a containment ring (Figure 8). The defor-
mation is obtained by rotating one of the two
opposed anvils. This rotation must be done while
the anvils are being forced into the sample. A series
of hard pistons and furnace elements transmit the
rotation from the anvil into the sample (Figure 8).
The rotation produces a shear strain and stress that
varies from the center to the outer edge of the disk-
shaped sample. Strain markers that can be imaged
with the synchrotron X-ray source, used in conjunc-
tion with diffraction-derived stress, define the
pertinent variables for these experiments. The most
significant of rotational strain systems is their ability
to induce very large amounts of strain in the sample.
Strains of a few hundred percent are possible. These
systems are well suited for evaluating texture
development during deformation at high levels of
deformation.

2.12.2.4 The Instruments of Flow

Laboratory determinations of flow laws in the labora-

tory obtain relevance to flow in the Earth by

connecting the microscopic process that enables

flow in both arenas. Several types of mechanisms

that allow plastic flow are all operating when a solid

is experiencing a deviatoric stress. However, the most

successful mechanism will dominate the flow. As

categorized in Ashby (1972) and presented for many

materials in Frost and Ashby (1982), flow regimes are

mapped out for materials including minerals with

respect to stress and temperature. These maps,

much like phase diagrams, indicate the rate-control-

ling flow process for the given environment. Figure 9

illustrates a deformation map for MgO. Mechanisms

such as dislocation glide-controlled plasticity,

power-law creep, and diffusion creep govern differ-

ent regions. Each regime is enumerated by lines

representing strain rates ranging from 1 s�1 to

10�10 s�1. These lines indicate the strain rate for the

particular temperature–stress state. One also sees the

manner for the extrapolation of experimental high-

strain-rate data (10�6) to the Earth conditions (10�15)

as long as the deforming process remains the same. At

high stress the flow is controlled by glide where the

periodic atomic lattice forces resist dislocation

motion. This is often referred to as the Peierls stress

region. Here, stress is high enough to overcome

obstacles and the activation energy includes a term

involving the deviatoric stress. As stress decreases,
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Timing
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(for deformation)

Figure 8 Rotational Drickamer apparatus (RDA). The load is applied vertically and the top and bottom anvils rotate relative
to each other by virtue of the motor and the bearing assembly. The sample is sandwiched between two opposing anvils.

Reused from Yamazaki D and Karato S (2001) High-pressure rotational deformation apparatus to 15 GPa. Review of Scientific

Instruments 72: 4207.
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the obstacles begin to dominate, creating a region

where the flow stress is relatively insensitive to either

temperature or strain rate. Power-law dislocation

creep dominates where T is high enough for recovery

processes to overcome the obstacles. At low stress and

high temperature, diffusion comes into play. In the

diffusion creep region, plasticity is accomplished by

movement of atoms, either through the grain or along

grain boundaries.
Another mechanism, dynamic recrystallization,

appears at the high-temperature end of the map and

embedded in the dislocation creep regime. Here flow

is controlled by the growth of stress-free grains over

stressed grains. Dynamic recrystallization may occur

throughout the deformation map, but is not the

dominant process in most of this region. It can assist

other mechanisms by removing the high-stressed

grains or the dislocation-riddled grains. It has been

long thought as active in the Earth, based on the

observation from the natural rocks. Dynamic recrys-

tallization is unique in that it may alter the grain size

thus moving a stress–T point from a field dominated

by power-law creep to one dominated by diffusion.
de Bresser et al. (1998, 2001) postulate that dynamic
recrystallization will evolve the grain size, for a given
stress–temperature, so that the boundary between
diffusion creep and power-law creep lies on the
stress–temperature point.

2.12.2.5 Dislocations, Slip Systems, and
Texture

The flow mechanism is defined by the behavior
of the defects. It becomes expressed in the stress–
strain-rate relationship. A typical microscopic equa-
tion defining the steady-state flow process is: flow
rate¼ concentration of carrier� strength� velocity
(Poirier, 1985). Dislocations, defined by their slip
vectors, are controlled by the atomic-scale forces.
The manifestation of dislocation structures under
the transmission electron microscope (TEM) reveals
effects of the history of the mobile lattice defects. It
further reflects effects of the deforming conditions
such as the pressure and temperature. The similarity

–200
10–1

10–2

10–3

10–4

10–5

10–6

0 0.2

1 MN m–2

0.4 0.6

10–10s 10–9 10–8
10–7

10–6

10–10/s

–1/s

1/s

103

104

102

S
he

ar
 s

tr
es

s 
at

 2
0°

, M
N

 m
–2

N
or

m
al

iz
ed

 s
he

ar
 s

tr
es

s,
 σ

s /μ

10

1

Oxygen
boundary

Homologous temperature, T/TM

0.8 1.0

200 600 1000

Plasticity

Dynamic
Recrystallization

(Extrinsic)

1400

Temperature (°C)

1800 2200

Magnesium oxide

MgO d = 100 μm

2600

10–1

10–2

10–5

10–4

10–3

(Intrinsic)

(intrinsic)

Power-law
creep

Diffusional flow

Oxygen
lattice

(extrinsic)

Figure 9 Deformation map of MgO. Dominant deformation mechanisms define different fields in this stress-vs-temperature
space. The region labeled ‘plasticity’ is generally considered to be a region where dislocation glide is governed by the Peierls

stress. Lines are drawn to represent fixed strain rates. Reproduced from Frost HJ and Ashby MF (1982) Deformation-

Mechanism Maps, 166pp. Oxford: Pergamon, with permission from Elsevier.

348 Methods for the Study of High P/T Deformation and Rheology



between the dislocations of natural rocks and those of
the experimentally deformed minerals provide sound
arguments for the legitimacy of studying mantle
rheology in the laboratory.

The study of dislocations of minerals using the
TEM for samples that have been deformed at a
known condition provides insights into the
rheological behavior of the material (Cordier, 2002).
Attention on mantle minerals recovered from high-
pressure experiments have been a recent research
focus including olivine (Couvy et al., 2004a; Li et al.,
2006b), wadsleyite (Thurel et al., 2003), garnet
(Cordier et al., 1996; Li et al., 2006a; Voegele et al.,
1998, 2000, 1999), stishovite (Cordier and Sharp,
1998), quartz (Cordier and Doukhan, 1995), perovs-
kite (Cordier et al., 2004). The slip systems of these
minerals are characterized from the quenched sam-
ples which have been deformed at mantle pressure
and temperature. These studies have enabled differ-
ent views of the slip systems of minerals, for example,
the discovery of the change in dominant high-tem-
perature slip systems of olivine with pressure (Couvy
et al., 2004a; Li et al., 2006b)

Even though TEM has been widely used in ana-
lyzing the dislocation structure of the minerals, the
examination of high-pressure phases is often challen-
ging because some high-pressure phases are sensitive
to electron beam damage. Recently, a new approach
called large-angle convergent beam electron diffrac-
tion (LACBED) has been employed to overcome this
problem (Cordier, 2002). LACBED is a defocused
diffraction method; it is friendly for beam-sensitive
materials and more reliable for providing information
on Burgers vectors than conventional TEM.
LACBED has been applied in analyzing defects in
many of the rock-forming minerals (Cordier, 2002).

While many insights relevant to the Earth come
from the laboratory studies, at conditions far from
those in nature, confirmation and predictive quanti-
tative results await a theoretical basis. Theoretical
approaches based on quantum mechanical models
are being pioneered to simulate the dislocations in
the minerals (Cordier et al., 2005; Carrez et al., 2006;
Durinck et al., 2005a, 2005b). One application is to
calculate the energy of a crystal after a generalized
stacking fault has been introduced by a rigid shift of a
layer of atoms in the crystal along a shear plane. This
approach provides insights into the effect of pressure
on the plastic strain anisotropy which is difficult to
measure in the laboratory.

Dislocation flow can slowly cause the individual
grains to rotate with the result that the polycrystalline

sample attains a preferred orientation (Wenk, 2002).
When seismic waves travel through the regions of the
Earth with preferred orientations, velocity
anisotropies are often observed (Silver, 1996;
Tommasi, 1998) since minerals, such as olivine and
pyroxene, are elastically anisotropic crystals. The rela-
tion between the fastest direction of P wave and the
flow direction has gradually been unveiled as our
understanding of the slip systems of Earth minerals
progresses (Mainprice and Humbert, 1994). Indeed,
the pressure-induced transition of slip systems in
olivine noted above has been suggested as a cause
of depth-dependent seismic anisotropy (Mainprice
et al., 2005).

The preferred orientations (also called texture) of
most mantle minerals have been investigated in the
laboratory (Bascou et al., 2002; Couvy et al., 2004a,
2004b; Merkel et al., 2003, 2004, 2002; Schafer et al.,
1992; Wenk et al., 2005, 2004). Furthermore, a great
deal of information from the texture obtained from
samples which have experienced deformation under
high P–T have been used to infer the rheological
properties. A common method for analyzing the tex-
ture in a recovered sample is to collect electron
backscatter diffraction (EBSD) pattern for a sample
with low dislocation density (Wright and Adams,
1992) using scanning electron microscope (SEM).

In situ measurements using synchrotron X-ray and
neutron sources have great potential for revealing
time-dependent development of texture. Both neu-
tron and X-ray diffraction measure a bulk sample
rather than surfaces and the measurement is carried
out at high P–T and controlled strain rate.
Synchrotron X-ray diffraction yields the quickest
time resolution and also has the smallest scattering
volume. Neutron diffraction collects data for more
orientations and thus has more access to reciprocal
space. For both X-ray and neutron diffraction, a
density distribution of crystal orientations relative
to the sample coordinates is then mapped out for
samples which have been deformed under high
pressures.

In parallel with the experimental work, theoretical
approaches are also popular in modeling the texture
in polycrystals formed during plastic deformation
processes (Dawson and Wenk, 2000; Madi et al.,
2005; Mainprice et al., 2005; Tommasi et al., 2000;
Wenk et al., 1991, 2006). Models have been widely
used include viscoplastic self-consistent (VPSC)
models (Clausen et al., 1998), finite element model
(Dawson, 2002; Dawson et al., 2001), the Taylor
model (Taylor, 1938). All models are based on the
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knowledge of the slip systems and flow equation of
the crystals, as well as the link between each indivi-
dual crystal with the aggregate polycrystal.

2.12.3 New Insights

2.12.3.1 Polycrystalline Materials

Rocks are invariably polycrystalline and normally
polyphase. Understanding the rheological properties
of the constituents does not assure that one can pre-
dict the properties of the aggregate. Tullis (2002)
describes the complexity of the properties of crustal
rocks and features attributable to the polycrystalline
character. In general, the reported experimental data
at crustal conditions on two-phase rocks with
high-strength contrasts support the model in which
the strength of the mixture falls between that of the
end-member phases ( Ji et al., 2004, 2003, 2001). Such
models generally assume that the rheological proper-
ties of each phase in the mixture are the same as
when it is a single phase deformed at the same con-
dition (Takeda, 1998; Tullis et al., 1991). Bruhn et al.

(1999) reported a weaker mixture than the two-end
members (calcite and anhydrite) which have similar
strength, in which interphase boundary diffusion was
reported as an import agent. Ford and Wheeler
(2004) also demonstrated a theoretical model on
interface diffusion creep in which the behavior of a
two-phase composite is completely different from
that of the single-phase aggregates. Dresen et al.

(1998) reported a stronger mixture which consists of
80% marble and 20% quartz and supported the
model which predicts higher strength with lower
porosity.

Even with the experimental observations
described above, difficulties still remain in quantify-
ing the microstructure, stress, and strain within each
phase in the composites. Various analytical models (Ji
et al., 2004, 2003, 2001) and finite element models
(Bao et al., 1991; Madi et al., 2005; Tullis et al., 1991)
have been developed and successfully predict the
bulk strength of the composite from its end members
for different compositions and microstructures.
However, due to the difficulty of detecting the beha-
vior of the individual phases in the composite, these
models are somewhat unconstrained. Furthermore,
there are fewer experimental constraints on the
rheology of aggregates at mantle conditions.

Diffraction-based determinations of stress usually
yield multiple estimates of stress for each diffraction
pattern; one for each diffraction line. Each diffraction

line comes from a different population of grains
within the sample. If there is more than one material
that makes up the polycrystals, then each material
usually contributes diffraction lines and hence
measures of stress. Each subpopulation of grains
that make up a diffraction line share a common
orientation relationship within the sample, and thus
a relationship of orientation relative to the applied
stress field. This situation provides an unprecedented
opportunity to investigate the heterogeneity of stress
within the sample that is associated with these sub-
populations. Previous measurements of force applied
to an area of the polycrystalline sample yields only an
average of the stress supported by the constituents.
The relationship between these two types of mea-
surements follows from some simple principles:

Fi ¼
Z
�ij dAj ½4�

where Fi is the vector component of force, �ij is a
component of the stress tensor, and Aj is a properly
oriented area. Thus, the stress deduced from F/A may
not be the stress at any point in the solid. The stress
variation must satisfy the basic equilibrium equation,

X3

j¼1

q�ij

qxj

¼ 0 ½5�

and maintain continuity of displacement. If the stress
field within any grain is relatively constant, then eqn
[2] becomes a sum over grains,

Fi ¼
X

�ij Aj ½6�

where the sum is over grains that define a continuous
plane within the sample. In this view, the different
subpopulations of grains may take on independent,
and different, values of stress. The variation of stress
required by eqn [3] would be represented as a broad-
ening of the diffraction peaks, but the stress levels
would reflect the properties of the grain. Grain-to-
grain variation of stress may occur if the different
subpopulations have different strengths. Within the
deformation field, no grain will support a greater
stress than its strength. Thus, a composite of grains
with different strengths could be expected to have
subpopulations with different stresses. Here, we give
two examples of this effect. The first is for a two-
phase aggregate, as reported by (Weidner and Li,
2006).

A mixture of spinel (MgAl2O4) and MgO is
demonstrated. We focus on data obtained during
plastic flow of composites with volume distributions
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of 100% MgO (mgo100), 75% MgO/25% spinel
(mgo75sp25), 25% MgO/75% spinel (mgo25sp75),
and 100% spinel (sp100). The composites were stu-
died in two experimental deformation runs using a
DDIA, the first two samples in one run and the
second two samples in the other run. As illustrated
in Figure 10, two cylindrical samples are stacked
along the unique stress axis with metal foils separat-
ing the samples and also between the sample and the
corundum end piston.

Differential stress is measured from the energy-
dispersive diffraction patterns recorded at 0� and 90�

relative to the uniaxial compression direction (Li
et al., 2004a). Plastic strain as a function of time is
defined from sample images (Li et al., 2003; Vaughan
et al., 2000). Samples were initially compressed to
5 GPa, then annealed at 1000�C for tens of minutes,
then deformed at a strain rate of 10�5 s�1 for tens of
percent strain, temperature was then lowered to
800�C where deformation continued. Finally, the
direction of the deformation was reversed, the sample
being lengthened along the unique stress axis.
Figures 11 and 12 illustrate the stress versus strain
for the samples. The arrow labeled as 1 indicates the
point where the temperature was lowered to 800�C
and the arrow labeled as 2 indicates the reversal of
the piston loading direction. Stresses at 1000�C are
near the uncertainty level of the measurement. Here
we focus on the 800�C data as it is robust and well
resolved. Figure 13 summarizes the average loading
stress for each material. The error bars indicate the
spread of stress measurement based on different dif-
fraction peaks. For spinel, the [400], [311], and [110]
diffraction lines are used, while only the [200] could
be used for MgO due to the overlap of other lines
with some of the spinel lines. As seen in Figure 13,
the stress supported by spinel is nearly the same for

the 100% spinel and the 75% spinel sample but
much less for the 25% spinel sample. The stress in
the MgO portion of the sample is nearly the same in
all mixtures. Figure 11 illustrates that the 100%
spinel and the 75% spinel, which were run in the
same experiment, suffered a factor-of-2 difference in
strain even though the stress in the spinel was nearly
the same. Thus, the addition of 25% MgO enabled
considerable more deformation.

This combination of elastic stresses and strains can
guide us to an improved understanding of the range
of stress–strain properties that are likely. The large
difference in stress between the spinel grains and the
MgO grains serves to illustrate that strong and weak
grains can self-organize to allow the strong grains to
support more stress. Even in the case of 25% spinel,
we find that the stress in the spinel is about twice that
of the MgO on the loading cycle. For the 75% spinel,
the stress in the spinel is essentially the same as in the
100% spinel, thus equal to the strength of the spinel
sample. Sill, the small amount of MgO present in this
sample is responsible for the doubling of the plastic
strain. In the 75% spinel sample, the MgO stress
reversed sign during the extension portion of the
experiment while the spinel was still under compres-
sion. This illustrates that there would remain a
significant residual stress in the sample if the loading
force were simply removed at this time. However, on
further extension, the spinel stress continued to grow
to a similar magnitude, but reversed sign as on load-
ing. In the sample with only 25% spinel, the stress in
the spinel did not grow to its compressive magnitude
during the extension phase of the experiment.
Rather, it attained only the stress value of the MgO
portion of the sample. This indicates that upon load-
ing, a fabric developed that enabled the strong phase
to interact and support more of the stress. On the
reversal of stress sign, this fabric did not allow the
spinel to continue to support other spinel grains, and
the stress in all grains was limited by the strength of
the MgO network. Thus, significant fabric develops
during the long loading cycle.

A second example of stress variations among sub-
grain populations comes from a monomineralic
phase, MgO, in which different orientations have
radically different strengths owing to the orientations
of the weak slip planes (Li et al., 2004b; Uchida et al.,
2004). Li et al. (2004b) report measurements of stress
in an MgO sample at 500�C. Figure 14 illustrates the
measured stress using the [111] and [200] diffraction
lines with several diffraction patterns as the sample is
maintained at constant stress by the DDIA pressure

Al2O3 dense
Al2O3 porous

Al2O3 ring

Al2O3 sleeve
Carbon U5
Carbon UF4S

BN sleeve
Sample a
Sample b 
Pt foil
Mullite 

Figure 10 Illustration of sample cell for two samples
(a and b). This cell allows comparative studies of two

materials. The one with the larger strain rate is generally the

weakest, as the stresses will be quite similar for the two

samples.
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system. One sample that was stressed at about two-
thirds of the yield point exhibited a stress state that

was the same for all diffraction lines. The sample that
was stressed into yield experienced a 50% greater
stress measured by the [111] diffraction lines than

from the [200] diffraction lines. The difference in
stresses between [111] and [200] is explained by

plastic flow of MgO, for which the active slip systems
required different critical resolved shear stresses and

these systems are differently accessible to the
different orientations of grains. The plastic strength
parallel to [111] can be over an order of magnitude

larger than the strength parallel to [100] (Paterson
and Weaver, 1970). Thus, different populations of
grains, that depend on the orientation in the poly-
crystals, support quite different levels of stress.

Different elastic moduli may also be responsible
for generating different stresses in different subpopu-
lations. By the same token, such elastic heterogeneity
(or anisotropy for a monomineralic assemblage) may
generate different strains within the different sub-
populations. Such elastic strain anisotropy has been
used to predict elastic modulus anisotropy in many
studies using X-rays (Duffy et al., 1999; Kavner, 2003;
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Kavner and Duffy, 2001; Mao et al., 1998; Merkel
et al., 2002). However, care must be exercised in
these circumstances. As illustrated in the MgO exam-
ple, strain anisotropy in a plastically deforming
material likely reflects the plastic strength anisotropy
of MgO rather than the elastic anisotropy.

2.12.3.2 Activation Volume of Olivine

The quantification of the rheological properties of
mantle rocks at high pressure has been a task for
scientists for more than a half century. The purpose
is to provide physical basis for understanding the
dynamics of the mantle flow. Olivine, the major con-
stituent of the upper mantle for the pyrolite
composition, has remained the central focus because
of its abundance and in part due to the limitations of
the deformation apparatus and the measuring tools. It
is one of the most studied minerals, has been reported
with a vast amount of information, from single crystal
to polycrystal; from forstertite to fayalite; from super-
dry to superwet samples; from grain size less than
0.5 mm to that of a few millimeters. With such intense
attention, the results have converged. Yet, there are a
few key variables that remain illusive.

As an illustration, we explore the issue regarding
the activation volume (V�) for which values from
<5 cm3 mol�1 to larger than 27 cm3 mol�1 have

been reported from experimental work including
those measuring stress–strain-rate relationship
(Borch and Green, 1987; Green and Borch, 1987;
Karato and Jung, 2003) and those measuring diffusiv-
ity of individual cations (Béjina et al., 1999). A small
V� and large V� will lead to a different Earth dynamic
model as illustrated earlier, since a large V� will
magnify the effect of pressure on the strength of
mantle exponentially, with significant effects on
mantle flow as well as earthquakes (Brodholt and
Stein, 1988). A large activation volume for dislocation
flow in the presence of a small activation volume for
diffusion will lead to a change in flow mechanism
with depth (Karato and Wu, 1993), which may pro-
vide insight into why seismic anisotropy appears/
disappears in the middle of the upper mantle.

The key to defining the effect of pressure on the
flow of olivine is to determine the activation volume,
V�, by measuring the flow parameters over a large
pressure range. The most advanced tools, at present,
for measuring the stress–strain-rate relation at pres-
sure up to 15 GPa is the DDIA. Deforming olivine in
the DDIA, we can reach pressure and temperature
equivalent to the depth of 410 km in the Earth even
though we require a fast deforming process (strain
rate of 10�5 s�1), as a constant stress is applied. As
mentioned earlier, we must rely on a scaling law to
correct to Earth strain rates.

In defining the high-pressure flow of olivine, one
needs first to identify the flow process that is active at
the particular conditions. To map to mantle condi-
tions, power-law creep is the expected process.
Power-law creep is characterized by thermal activa-
tion of processes that overcome obstacles of
dislocation motion. The exponent, n, of eqn [1] is in
the range of 3–5 while m is 0. That is, there is no grain
size dependence. Competing processes include dis-
location glide at lower temperature and diffusion for
higher temperature and smaller grain size.
Dislocation glide produces a much stronger depen-
dence of strain rate on stress (an effective n would be
greater than 10). Dislocations will image as straight
lines in TEM images. Diffusion will exhibit a positive
value of m, thus expressing a grain size-sensitive flow
process.

In a series of papers, Li et al. (2003, 2004a, 2006b)
explore the high-pressure flow of olivine. In relaxa-
tion experiments, the flow strength of 0.5 and 5.0 mm
samples were found to be identical (Li et al., 2003) in
the temperature range of 700–1200�C, indicating that
diffusion was not a significant process even for such
small grains. Furthermore, the grain size of the two
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samples changed during the experiments and tended
to converge, indicating the presence of dynamic

recrystallization as a significant contributor to the

process. TEM revealed sinuous dislocations for sam-
ples deformed above 1000�C and quite straight

dislocation for samples from experiments below this

temperature. This indicates that power-law creep is
active at the higher temperature, but dislocation

glide is the dominant process below this temperature.
Li et al. (2006b) report stress with defined strain

rates for steady-state experiments using the DDIA.
Their results are illustrated in Figure 15. Here, flow

stress is plotted as a function of pressure for the

specified conditions of temperature and strain rate.
The original data are corrected to these conditions

using the inferred flow law. The conditions were
close enough to those of this plot that the adjustments

were fairly minor. The low-pressure data of Karato

and Jung (2003) and Mei and Kohlstedt (2000) are
also illustrated. Mei and Kohlstedt (2000) studied

both wet (water-saturated) and dry samples as indi-

cated here. The samples of Li et al. (2006b) were
reported to represent a range of water contents, but

none of them were dry. There was no correlation of

the stress with the water content for these samples.
They speculate that a small amount of water will

have a large effect, but the effect may not continue
to increase with increasing water solubility.

The data of Li et al. (2006b) are consistent with the
low-pressure data, further indicating that the con-
trolling process of the flow mechanism was similar
in the two cases. Plotted in Figure 15 are the values
of stress corresponding to different activation
volumes. The interpretation that is most consistent
with all of these observations is that the above
1000�C flow is dominated by a similar power-law
creep process throughout the pressure range.
Furthermore, this process has a very small pressure
dependence, that is V�¼ 0� 5 cm3 mol�1.

2.12.3.3 High-Pressure Phases

High-pressure deformation experiments enable
rheology measurements on high-pressure phases.
Many meaningful state variable experiments can be
carried out on metastable phases. Elasticity measure-
ments sample the free-energy function for small atom
displacements of a phase with little effect of whether
or not there is a more stable phase if the atoms are
allowed to move relatively large distances. Flow,
however, involves large displacements of the atoms,
and the high temperature required to overcome
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Mineralogy 18: 7–19.
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obstacles will generally increase the kinetics to
enable a phase transformation to the stable phase.
Thus, high-temperature flow for metastable phases
is virtually unexplored.

Pyrope garnet is not stable at pressure below
�2 GPa. As a result, there are very few constraints
on the flow properties of this material despite its
importance as a rock-forming mineral. Karato et al.

(1995) estimated garnet rheology based on analog
studies. Measurements of the flow of other materials
in the garnet structure, such as rare earth garnets,
taken with a scaling relation based on homologous
temperature, can provide a informed estimate of flow
properties. The primary assumption is that activation
energy scales as T/Tm, where Tm is the melting
temperature, among different compounds with the
same crystal structure. This scaling equation leads
to a picture of garnet that is significantly stronger
than olivine.

Li et al. (2006a) used the DDIA to investigate the
flow properties of pyrope garnet and a pyrope-rich
natural garnet. These measurements were made with
a comparison to an olivine that would be chemically
equilibrated with the garnet. Forsterite was found to
be stronger than pyrope at 1200�C, while San Carlos
olivine was weaker than the natural garnet with about
30% iron. Thus, iron is more significant in altering
the rheological properties of olivine than it is for
garnet. Furthermore, garnet is not significantly stron-
ger than olivine under mantle conditions.

2.12.4 Conclusion

Recent breakthroughs driven by in situ characteriza-
tion of high-pressure/high-temperature samples with
synchrotron X-rays are changing the laboratory con-
tribution to our understanding of the flow properties
of the Earth’s mantle. Right now, we are still on a
strong growth curve for these capabilities. These new
systems are now shedding light on a wide range of
issues. The support of deviatoric stress in a polycrys-
talline material can be investigated with a new
perception. The stress on subpopulations of grains
can be directly observed. Deformation at high pressure
is now observable. This leads to an understanding of
the depth-dependent flow process, both in terms of the
effect of pressure of individual phases, and also of the
flow process in high-pressure, deep phases.

Future work promises new technical develop-
ments accompanied with significant advances in the
field. Currently, the resolution of stress is about an

order of magnitude lower than for low-pressure
deformation experiments. Resolution can be
improved with new detector/slit designs. A target of
10 MPa stress resolution at high pressure and tem-
perature with data-gathering times of a few minutes
is realizable. Higher-pressure systems are surely
coming. The initial stages of DDIA and rotational
Drickamer apparatus (RDA) have been proved extre-
mely successful at generating stress and pressure.
Following the design criteria, it should be possible
to increase pressure to that of the top of the lower
mantle. Opposed anvil devices stimulate a new range
of possible systems that have the potential to gener-
ate conditions found in the middle of the lower
mantle. In addition to quantitative flow laws, studies
of flow-induced elastic anisotropy will be possible on
all of the mantle phases. The connection between
geodynamics and seismology will be placed on a
firm laboratory basis.
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2.13.1 Introduction

The purpose of this article is to provide some exam-
ples about recent developments in the calculation of
the high-pressure and -temperature properties of
materials using ab initio-based techniques, with the
description limited to minerals under the relatively
benign conditions of the center of the Earth. This
article is not intended to review comprehensively all
high pressure and temperature ab initio calculations on
minerals performed to date, nor has the presumption
to include the most significant ones. The few examples
provided will only serve the purpose of showing what
current ab initio techniques are capable of predicting.

With the words ab initio we refer here to those
calculations based on the very basic laws of nature,
in which no empirical adjustable parameter is used.
Only fundamental constants of physics are allowed.
Specifically, since we are interested in the properties
of matter, the relevant basic law of physics are
those describing the interactions between nuclei
and electrons, that is, those of quantum mechanics.
We shall see that approximations to exact quan-
tum mechanics are necessary to provide tools that
can be used in practice; however, as long as these
approximations do not involve the introduction of
empirical parameters, we still regard those techni-
ques as ab initio.
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We start the discussion by recalling the structure of
the Earth, which can be broadly described in terms of
three main shells. The outermost is the crust, with a
thickness of only a few tens of kilometers, mainly
formed by silicates. Below the crust we find the man-
tle, which is customarily divided into an upper mantle
and a lower mantle, separated by a transition zone.
The mantle makes up most of the volume of the Earth,
extending to a depth of 2891 km, almost half way
toward the center, and like the crust is also mainly
formed by silicates, and in particular by Mg(Fe)SiO3

with some significant fraction of Mg(Fe)O and SiO2.
Below the mantle we find the core, which is divided
into an outer liquid core extending from 2891 to
5150 km depths and an inner solid core below that,
down to the center of the Earth at 6371 km depth. It is
widely accepted that the core is mainly formed by
iron, possibly with some 5–10% of nickel, plus a frac-
tion of unknown light impurities which reduce the
density by 2–3% in the solid and 6–7% in the liquid
with respect to the density of pure iron under the same
pressure–temperature conditions.

Studying the high-pressure and -temperature
properties of core- and mantle-forming materials is
of fundamental importance to the understanding of
the formation and evolution of our planet. In parti-
cular, knowledge of the thermal structure of the
Earth and the thermoelastic properties of Earth-
forming minerals will help us to interpret and hope-
fully predict the behavior of the dynamical processes
that happen inside our planet, including the genera-
tion of the Earth’s magnetic field through the
geodynamo, and the convective processes in the
mantle which are ultimately responsible for plate
tectonics, earthquakes, and volcanic eruptions.

The development of theoretical methods based on
the very basic laws of nature of quantum mechanics
(developed 80 years ago), coupled with the recent
staggering increase of computer power (�500-fold in
the past 10 years), has made it possible to approach
the problem from a theoretical–computational point
of view. When high-level first-principles methods are
used, the results are often comparable in quality with
experiments, sometimes even providing informations
in regions of the pressure–temperature space inac-
cessible to experiments.

The exact quantum mechanical treatment of a
system containing a large number of atoms is a for-
midable task. The starting point of nearly every
quantum mechanical calculation available is the so-
called adiabatic approximation, which exploits the
large difference of mass between the nuclei and the

electrons. Since the electrons are much lighter, they
move so much faster that on the timescale of their
movement the nuclei can be considered as fixed.
Therefore, one solves only the electronic problem in
which the nuclei are fixed and act as an external
potential for the electrons. The energy of the elec-
trons, plus the Coulomb repulsion of the nuclei, is
therefore a function of the position of the nuclei, and
can act as a potential energy for the nuclei. This can be
mapped in configuration space to create a potential
energy surface, which can later be used to study the
motion of the nuclei. Alternatively, forces can be cal-
culated as the derivatives of the potential energy with
respect to the position of the nuclei, and these can be
used to move the atoms around, relax the system, solve
the Newton’s equations of motion and perform mole-
cular dynamics (MD) simulations, or calculate
harmonic vibrational properties like phonons. The
potential energy can also be differentiated with respect
to the simulation cell parameters, which provides
information on the stress tensor. The solution of the
electronic problem also provides insights into the
electronic structure of the system, which can be exam-
ined to study physical properties like bonding, charge
distributions, magnetic densities, polarizabilities, etc.

Most first-principles studies of the high-pressure
and -temperature properties of Earth’s forming mate-
rials are based on the implementation of quantum
mechanics known as density functional theory
(DFT). This is a technique that was introduced
about 40 years ago by Hohenberg and Kohn (HK)
(1964), and Kohn and Sham (KS) (1965) in an attempt
to simplify the calculation of the ground-state prop-
erties of materials (in fact, later shown to be useful
also for finite temperature properties (Mermin,
1965)). The basic HK idea was to substitute the
cumbersome many-body wavefunction of a system
containing N particles, which is a function of 3N

variables, with the particle density, which is only a
function of three variables. The price to pay for this
enormous simplification is a modification of the basic
equations of quantum mechanics with the introduc-
tion of new terms, one of which, called exchange
correlation (XC) energy, is unfortunately unknown.
However, KS proposed a simple form for the XC
functional, known as the local density approximation
(LDA) (Kohn and Sham, 1965), that would prove
later as the insight that has made DFT so successful
and so widespread today. More sophisticated XC
functionals were developed in the following decades,
and are still being developed today, making DFT
an evolving technique with increasingly higher
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accuracy. One additional attractive feature of DFT
is the favorable scaling of computational effort with
the size of the system. Traditional DFT techniques
scale as N3, where N is the number of electrons in
the system, but large effort is being put into so-called
o(N) techniques, which for some materials already
provide a scaling which is only directly proportional
to the size of the system (Bowler et al., 2002; Soler
et al., 2002).

A wide range of properties of minerals have been
predicted using DFT techniques, like structural and
electronic properties, phase diagrams, thermoelastic
properties, speed of sound, transport properties,
melting, solutions and partitioninig. In this chapter,
we will focus only on a very limited number of
applications.

The limitations in accuracy due to the current
state of the art of DFT are expected to be progres-
sively removed, either through the formulation of
new XC functionals, or with the development of
alternative techniques. Among these dynamical
mean field theory (Savrasov and Kotliar, 2003) and
quantum Monte Carlo (Foulkes et al., 2001) are prob-
ably the most promising on a timescale of 5–10 years.

This article is divided into two main sections. In
the first section, the main ideas behind first-princi-
ples simulations, and in particular DFT and the
pseudopotential (PP) approximation are briefly
reviewed. Quantum Monte Carlo techniques are
also mentioned as promising advances beyond
DFT. The second section deals with the properties
of materials, first at zero temperature and then at
finite temperature. Techniques for the calculation
of free energies will be presented, and this will be
done by separating the low-temperature regime,
where solids can be described within the quasi-har-
monic approximation, from the high-temperature
regime, where the technique of thermodynamics
integration is introduced to calculate free energies.
The calculation of melting curves and the thermo-
dynamics of solutions are presented as applications of
these techniques.

2.13.2 First-Principles Techniques

I begin this section by recalling the basic equation of
quantum mechanics, the Schrödinger equation,
which in the time independent form is

Ĥ� ¼ E� ½1�

where Ĥ is the Hamiltonian of the system, E the total
energy, and � the many-body wave function, which
is a function of the coordinates of the M nuclei {Ri}
and the N electrons {ri}: �¼�(R1, R2, . . . , RM;
r1, r2, . . . , rN). If the system is isolated, in the non-
relativistic approximation, the Hamiltonian is given
by

ĤðR1;R2; . . . ;RM; r1; r2; . . . ; rN Þ

¼ –
XM
i¼1

h2

2Mi

r2
Ri
–
XN

i¼1

h2

2m
r2

ri

þ 1

2

XM
i;j¼1;i 6¼j

Zi Zj e
2

4��0jRi –Rj j

þ 1

2

XN

i;j¼1;i 6¼j

e2

4��0jri – rj j
–
XM
i¼1

XN

j¼1

Zie
2

4��0jRi – rj j
½2�

where the first two terms are the kinetic energy
operators for the nuclei and the electrons, respec-
tively, with h the Planck’s constant h divided by 2�,
and Mi and m the masses of the nuclei and the
electrons, respectively. The third and the fourth
terms in the equation represent the Coulomb repul-
sive energy between the nuclei and between the
electrons, respectively, with Zi the charges of the
nuclei in units of e, the charge of the electron, and
�0 is the dielectric constant of the vacuum. The last
term of the equation represents the electrostatic
interaction between the electrons and the nuclei.

The only experimental input in the Schrödinger
equation in the nonrelativistic approximation are

four fundamental constants: the Plank’s constant h,

the charge of the electron e, the mass of the electron

m, and the dielectric constant of the vacuum �0, which

are the same for every system, plus the mass of the

nuclei.
As mentioned in section 2.13.1, solving the

Schrödinger equation is essentially impossible for

any real system more complicated than the hydrogen

atom, or more generally any system which contains

two or more electrons, and therefore approximations

are needed to make the problem manageable. The first

approximation that can be brought in is the Born–

Oppenheimer approximation, also called the adiabatic

approximation. Here, one recognizes that the masses

of the nuclei Mi are much larger than the mass of the

electron m (the lightest possible atom is the hydrogen

atom, which is almost 2000 times heavier than the

electron), which therefore move on a much faster

timescale. This means that, without much loss of

accuracy for most systems, one can separate the elec-

tronic problem from that of the nuclei, or in other
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words solve the Schrödinger equation for the electrons
only, with the nuclei positions kept fixed. Therefore,
we can rewrite eqn [1] thus:

Ĥðr1; r2; . . . ; rM ; Rif gÞ�ðr1; r2; . . . ; rM ; Rif gÞ
¼ E Rif g�ðr1; r2; . . . ; rM ; Rif gÞ ½3�

where now the Hamiltonian depends only parametri-
cally from the positions of the nuclei {Ri}, and so do
the wave function � and the energy E. Once eqn [3] is
solved, the energy E{Ri} can be interpreted as a
potential energy for the motion of nuclei. At high
temperature (above the Debye temperature), the
quantum nature of the nuclei becomes negligible, and
with essentially no loss of accuracy one can treat their
motion as they were classical particles. This allows to
perform MD simulations, in which the Newton equa-
tions of motion for the nuclei are solved using the
quantum mechanical forces evaluated from the deri-
vative of E{Ri} with respect to the positions {Ri}.

2.13.2.1 Density Functional Theory

The introduction of DFT in 1964 by Hohenberg and
Kohn tackled the many-body problem using a com-
pletely new approach. Here the main ideas of DFT
are briefly outlined. For an in-depth description of
DFT, the reader may consult the original papers or
the excellent books by Parr and Yang (1989) or Gross
and Dreizler (1990), or the recent book by Martin
(2004). A simplified (almost) nonmathematical expla-
nation of DFT has been given by Gillan (1997).

Hohenberg and Kohn (1964) proved that the
external potential Vext acting on the electrons
is uniquely determined (up to a trivial additive con-
stant) by the electron ground-state density
n (r)¼h�jn̂ (r)j�i¼

R
dr2 . . . drNj�(r, r2, . . ., rN)j2,

where � is the ground-state wavefunction of the
system and n̂ (r) is the density operator. Here we
have omitted the dependence of � from the positions
of the nuclei for simplicity. Since n(r) also determines
the number of electrons N, and since Vext and N fix
the Hamiltonian of the system, it turns out that the
electron density completely determines all the elec-
tronic ground-state properties of the system, and in
fact, as shown later by Mermin (1965), also the finite
temperature properties.

One important property of the system is the
energy, which can be written as

E½n� ¼ FHK½n� þ
Z

VextðrÞnðrÞdr ½4�

with

FHK½n� ¼ �½n�jT̂þ V̂eej�½n�
� �

½5�

where T̂ and V̂ee are respectively the kinetic energy
and the electron–electron interaction operators, and
�[n] is the ground-state wave function of the system.
Note that FHK[n] does not depend on the external
potential and therefore it is a universal functional.
This is the crucial result of DFT. Using the varia-
tional principle, HK also proved that the ground-
state density of the system is the one that minimizes
E[n], and the minimum of E[n] is equal to the
ground-state energy E0. The importance of these
two results is clear; the only quantity that is needed
is the electron density, no matter how many electrons
are present in the system.

One year after the publication of the HK paper,
Kohn and Sham (KS) (1965) invented an indirect

method to solve the problem. The idea is to write the

energy functional as an easy part plus a difficult part:

F ½n� ¼ T0½n� þ EH ½n� þ Exc½n� ½6�

where T0[n] is the ground-state kinetic energy of an
auxiliary noninteracting system whose density is the
same as the one of the real system, EH[n] is the
repulsive electrostatic energy of the classical charge
distribution n(r), and Exc[n] is the XC energy defined
through eqn [6].

Minimizing the total energy E[n] under the con-
straints of orthonormality for the one-particle

orbitals of the auxiliary system,
R
 i
�(r) j (r)dr¼ dij ,

one finds a set of one-particle Schrödinger-like

equations:

–
h2

2m
r2 þ VKSðrÞ

� �
 iðrÞ ¼ �i  iðrÞ ½7�

where the KS potential is

VKSðrÞ ¼VextðrÞ þ
Z

nðr9Þ
jr – r9j dr9þ VxcðrÞ;

VxcðrÞ ¼
dExc½n�
dnðrÞ

½8�

and

nðrÞ ¼
X

i

f ð�i – �FÞj iðrÞj2 ½9�

with f(x) the Fermi–Dirac distribution and �F the
Fermi energy fixed by the conditionZ

nðrÞdr ¼ N ½10�

362 The Ab Initio Treatment of Mineral Properties and Behavior



These are the famous KS equations; they must be
solved self-consistently because VKS is a functional of
the orbitals itself. The generalization to finite tempera-
ture is obtained by replacing E with the electronic free
energy U¼ E�TS, where S is the electronic entropy,
given by the independent-electron formula
S¼�kBT �i[ fi ln fiþ (1� fi) ln(1� fi)], with fi the
thermal (Fermi–Dirac) occupation number of orbital i.

It is tempting to identify the single-particle eigen-
values �i with the energy of quasi-particles, and
therefore their distribution with the electronic den-
sity of states of the system. This would be
conceptually wrong, as the KS eigenvalues are only
an artificial mathematical tool to arrive at the
ground-state density of the system. Nevertheless, it
turns out that these DFT density of states often
resemble very accurately the real density of states
of systems, and they are therefore often used to
analyze their electronic structure. However, it is
important to remember that even if the exact XC
functional Exc[n] were known, one should not expect
the DFT density of states to be an exact representa-
tion of the real density of states of the system.

When self-consistency is achieved, the electronic
free energy of the system is

U ¼
XN

i¼1

f ð�i – �FÞ�i –
1

2

Z
nðrÞnðr9Þ
jr – r9j dr

þ Exc½n� –
Z

VxcðrÞnðrÞdrþ E ion –TS ½11�

where E ion is the ionic electrostatic repulsion term.
This would be the exact electronic free energy of the
system if we knew Exc[n] (which also depends on
temperature, though very little is known about this
dependence). Unfortunately, the exact form of the
XC (free) energy is not (yet) known.

2.13.2.1.1 XC functionals
Kohn and Sham (1965) also provided an approximate
expression for the XC functional, called the LDA. In
the LDA, the dependence of functional on the den-
sity has the form

ELDA
xc ½n� ¼

Z
nðrÞ�xcðnðrÞÞdr ½12�

and �xc(n) is taken to be the XC energy per particle of
a uniform electron gas whose density is n(r). This has
been accurately calculated using Monte Carlo simu-
lations (Ceperley and Alder, 1980) and parametrized

in order to be given in an analytic form (Perdew and
Zunger, 1981).

By construction, this approximation yields exact
results if the density of the system is uniform, and
should not be very accurate for those systems whose
density is highly dishomogeneous, as for example
atoms and molecules. However, it turns out to work
better then expected for a wide range of materials. In
molecules, for example, the LDA usually overesti-
mates the binding energies, but it yields in general
good results for equilibrium distances and vibrational
frequencies. It was the evidence of the very high
quality of the LDA that has been the main factor
responsible for the tremendous success of DFT.

Nowadays, a number of sophisticated functionals
have become available, like the so-called generalized
gradient approximation (GGA) (e.g. Wang and
Perdew, 1991), or the recently developed meta-
GGA (Tao et al., 2003; Staroverov et al., 2004), and
hybrid functionals which contain a certain fraction of
exact exchange according to various recipies (e.g. the
B3LYP functional (Becke, 1993)), but it is not
obvious which one to prefer in general, with the
good old LDA itself being competitive in accuracy
in a variety of cases. It is also worth mentioning that,
when used in combination with plane-waves meth-
ods (see next section), XC hybrid functionals usually
require a computational effort that is several orders
of magnitudes higher than what is required by local
XC functionals like the LDA or the GGAs.

Whatever functional is used, these type of calcu-
lations all go under the classification of ab initio, in the
sense that no experimental input is allowed, apart
from the four fundamental constants mentioned
above. Of course, it would be desirable to have a
unique functional with the highest possible accuracy
for any system, but this stage has not been reached
yet (at the time of writing).

2.13.2.1.2 PPs and basis sets

In practical cases, it is often necessary to introduce
one additional approximation in order to speed up
the calculations, known as the PP approximation. In
essence, this is a way to freeze the electrons of the
core of the atoms, and remove them from the calcu-
lations. The justification for doing this is that the core
electrons are so tightly bound to the nuclei that they
are essentially undisturbed by the chemical bonding,
or, conversely, the chemistry of materials is unaf-
fected by the behavior of the core electrons. This
implies a saving in complexity and computer time
which is proportional to the number of electrons that
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have been frozen, but, as discussed shortly, the saving
becomes enormous in the most widely diffused com-
puter codes which are based on plane-wave
expansions of the single-particle KS orbitals.

In order to solve the KS equations, it is necessary to
expand the auxiliary KS orbitals in terms of some
known basis functions. A variety of possible choices
are available. Traditional quantum chemistry codes
often use Gaussians, which are quite well-suited for
very localized orbitals, and in the course of the years a
large amount of expertise has accumulated to create
high-quality basis sets for a wide range of materials.
The drawback of Gaussians is that the quality of the
basis set depends on the choice of the user, and trans-
ferability can be an issue when different systems are
compared. An alternative set of functions which are
totally unbiased and systematically improvable is
plane waves. They also have the additional advantage
of adapting naturally to calculations in which periodi-
cally boundary conditions are employed, which is a
very useful set-up even in systems that have no
periodicity, in order to reduce finite size effects.
Plane-wave calculations are relatively simple, and the
evaluation of forces and the stress tensor are not much
more difficult than the evaluation of the total energy. A
drawback of plane waves is that a large number of them
may be needed for describing rapidly varying func-
tions, like the very localized core orbitals, or the
valence wave functions in the core region, which
need to oscillate widely in order to be orthogonal to
the core orbitals. For this reason, plane-wave calcula-
tions are almost always associated with the use of PPs.

The first aim of PPs is to eliminate the core
electrons from the explicit calculations because they
do not participate in the chemical properties of mat-
ter, at least until their binding energy is much higher
than the energy involved in the chemical properties
one wants to study. So one freezes them around the
nuclei and redefines the system as it was formed by
ions plus valence electrons. We are left now with the
problem of dealing with the oscillations in the core
region of the valence wave functions, due to the
orthogonalization to the core wave functions. The
solution to this is the introduction of a PP, which
substitutes the ionic Coulomb potential in such a way
that the valence pseudo-eigenvalues are the same as
the all-electron (AE) ones on some reference config-
uration in the atom. The pseudo-wave functions
coincide with the AE ones from a fixed core radius
one, and are as smooth as possible below the core
radius, with the only constraint to be normalized
(norm-conserving (NC) PPs). To satisfy these

requirements the PP usually must be angular
momentum dependent, that is, pseudo-wave func-
tions corresponding to different angular momenta
are eigenfunctions of different potentials. However,
the long-range behavior of these different potentials
must resemble the true one, because above the core
radius the pseudo-wave functions are identical to the
AE ones. This means that the difference must be
confined in the core region and then the PP can be
written in the following form (Hamann et al., 1979;
Kerker, 1980; Bachelet et al; 1982):

Vaðr; r9Þ ¼V loc
a ðrÞdðr – r9Þ

þ
Xlmax

l¼0

Va;l ðrÞPl ðr̂; r̂9Þdðr – r 9Þ ½13�

where Va
loc(r) is the local long-range (spherical) part

and approaches the AE potential above a cutoff
radius rc

loc, and Va,l (r) is the short-range angular-
momentum-dependent part, the index a indentifies
the atom, and Pl is the projector onto the angular
momentum l,

Pl ðr̂; r̂9Þ ¼
Xl

m¼ – l

Yl ;mð�; �ÞY �l ;mð�9; �9Þ ½14�

with Yl,m being the spherical harmonics. The quality
of the PP depends on its transferability properties,
that is, the capability to reproduce the AE results
over a wide range of electronic configurations, and
of course for the atom in different environments.

2.13.2.1.3 Ultrasoft (Vanderbilt) PPs

The requirement of NC for the pseudo-wave func-
tions can be a limiting factor for numerical
calculations when the valence electrons are also very
localized around their nuclei. This is a particularly
serious problem for first-row elements, such as carbon,
and more so for nitrogen, oxygen, and for transition
metals, where the d-electrons are as localized as shal-
low core states but have an extraction energy which is
not much larger than valence energies, and for this
reason cannot be excluded from the calculations. If
this is the case, the utilization of NC PPs requires huge
plane wave (PW) basis sets to achieve an acceptable
accuracy. In a work published in 1990, Vanderbilt
showed that, introducing a generalized formalism,
the norm conservation constraint could be removed.
In this way, one can construct much smoother pseudo-
wave functions, with the only constraint of matching
the AE ones at and above a fixed core radius (see
Figure 1). The price to pay for having such smooth
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pseudo-wave functions is that, due to the fact that the
pseudo-wave functions are not normalized anymore,
the charge density has to be restored by adding an
‘augmentation’ part.

nðrÞ ¼
X

i

j�iðrÞj2 þ naugðrÞ ½15�

and the KS equations take the generalized form

HKS �ij i ¼ �i S �ij i ½16�

where S is a nonlocal overlap operator.

2.13.2.1.4 The projector augmented wave

method

In 1994, Blöchl invented a method to reconstruct the
AE wave function inside the core region (Blöchl,
1994). The method, called projected augmented
wave (PAW), is closely related to the Vanderbilt’s
PP method, as shown by Kresse and Joubert (1999),
but has has been shown to be capable of reproducing
essentially the same results of AE calculations, effec-
tively removing the PP approximation. The PAW
method is still only available in a handful of compu-
ter codes, but as evidences of its advantages
accumulate we believe that it will become a standard
method of DFT–PW calculations.

2.13.2.2 Beyond DFT

As the search for the ‘divine’ functional in DFT goes
on, alternative methods to solve the many-body pro-
blem are being developed, like dynamical mean field

theory (Savrasov and Kotliar, 2003), and quantum
Monte Carlo (QMC) (Foulkes et al., 2001). The
QMC method is particularly attractive because it
adapts very well to parallel computers. As the speed
of single-processor units approaches physical limits,
it is conceivable that the direction of the future
increase of computer power will be the increase of
the number of processors, and therefore Monte Carlo
methods will develop naturally on these machines.

QMC methods have been amply described in
reviews (Foulkes et al., 2001), including detailed
descriptions of how to implement them in practice
(Foulkes et al., 2001; Umrigar et al., 1993). The next
section presents a brief introduction to the method;
the reader is recommended to these reviews for more
details.

2.13.2.2.1 QMC methods

QMC methods encompass a number of different
techniques to solve the many-body problem of a
system of N interacting quantum particles. In what
follows, a brief mention is made of the variational
Monte Carlo (VMC) and the diffusion Monte Carlo
(DMC) methods.

The VMC method gives an upper bound to the
exact ground-state energy E0. Given a normalized
trial wave function �T(R), where R¼ (r1, r2, . . . ,
rN) is a 3N-dimensional vector representing the posi-
tions of N electrons, and denoting by Ĥ the many-
electron Hamiltonian, the variational energy
Ev X h�TjĤj�Ti� E0 is estimated by sampling the
value of the local energy EL(R) X�T

�1(R)Ĥ�T(R)
with configurations R, distributed according to the
probability density �T (R)2. Common trial wave
functions are of the Slater–Jastrow type:

�TðRÞ ¼ D"D#e J ½17�

where D" and D# are Slater determinants of up- and
down-spin single-electron orbitals, and e J is the so-
called Jastrow factor, which is the exponential of a
sum of one-body and two-body terms, with the latter
being a parametrized function of electron separation,
designed to satisfy the cusp condition, that is, to
counterbalance the divergence in the potential
when two electrons become very close, with a corre-
sponding divergence in the kinetic energy of
opposite sign. The parameters in the Jastrow factor
are varied to minimize the variance of the local
energy EL, which also results in a minimization of
the local energy itself. Different trial wave functions
have also been used, like a more general form of that
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Figure 1 All-electron (solid) and ultrasoft pseudo-

(dashed) radial wave functions of the 3d-orbital of nickel.

rc¼1.75 a.u.
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defined in eqn [17], in which one uses a linear com-
bination of more than one Slater determinants, or
antisymmetrized geminals (Casula and Sorella, 2003).

Because of the variational principle, VMC results
are an upper bound of true energy, which is not
available in VMC (unless, of course, the trial wave
function is the exact many-body wave function).

The DMC method is designed to obtain the true
ground-state properties of the system. The basic idea
is to compute the evolution of the many-body wave
function � by the time-dependent Schrödinger equa-
tion in imaginary time �q�/qt¼ (Ĥ� ET)�, where
ET is an energy offset. The equivalence of this to a
diffusion equation allows � to be regarded as a prob-
ability distribution represented by a population of
diffusing walkers. It can be shown that, by adjusting
the energy offset ET appropriately, in the limit of
imaginary time going to infinity, the distribution of
walkers converges to the ground-state many-body
wavefunction, and therefore, in principle, the DMC
scheme yields the exact ground-state energy.
However, for fermion systems, there is a fundamental
problem, viz. � changes sign as R varies, so that it can
only be treated as a probability in regions of R-space
where it does not change sign. These regions, and the
nodal surfaces that defines their boundaries, have to
be fixed by the introduction again of some trial wave
function �T. The consequence is that the energy
given by DMC is not the true ground-state energy
but again an upper bound because of the constraint
that the nodal surface is that of �T. This gives rise to
the so-called fixed-node error. The form of �T is
usually the same as that used in VMC, and it is used
to provide a starting point for DMC simulations.

An important issue in QMC simulations is the
representation of the single-particle orbitals that
make up �T. Much as in DFT, a number of different
choices are possible, including Gaussians, plane waves,
or B-splines (Alfe and Gillan, 2004). The latter have
the attractive feature of being intimately related to
plane waves, sharing the properties of being unbiased
and systematically improvable, but also of being loca-
lized, a crucial property in QMC simulations.

It has also been shown recently that the evaluation
of the trial wave function �T, often the most expen-
sive part of the calculations, can be performed such
that its cost scales linearly with the size of the system
(Williamson et al., 2001; Manten and Lüchow, 2003;
Alfè and Gillan, 2004; Roboredo and Williamson,
2005), making the so-called o(N)–QMC techniques
promising candidates for calculations on very large
systems in the future.

The fixed-node error is the only uncontrollable
source of error in DMC calculations; however, for

systems containing atoms heavier than those of the

first row, it is necessary to use PPs. The reason is that,

for a trial wave function of fixed quality, the variance

of the energy is proportional to the energy itself.

Since core electrons have large negative energies,

the variance associated to the evaluation of this com-

ponent of the energy would mask completely the

relatively small energies due to the valence electrons,

which are those involved in the chemical bonding.

For this reason, it is customary to use PPs also in

QMC calculations. The nonlocality that is essential

in these PPs gives rise to unavoidable errors in DMC.

The reason is that the diffusion equation with a

nonlocal Hamiltonian contains a term that can

change its sign as time evolves, and therefore pre-

sents the same difficulties as the fermion sign

problem. To avoid this difficulty one introduces the

so-called localization approximation, in which this

problematic term is simply neglected. If the trial

wave function �T is close to the true (fixed-node)

ground-state wavefunction �, then this approxima-

tion introduces an error which is small and

proportional to (�T��)2. This error, however, is

nonvariational, so it can decrease as well as increase

the total energy. Some recent promising work has

gone toward addressing this problem (Casula et al.,

2005).
To summarize, provided all sources of technical

errors are kept under control, the only two sources of

error in QMC calculations are the fixed-node and the

locality approximation. It has been shown that DMC

techniques can deliver much higher accuracy than

DFT techniques (Filippi et al., 2002; Leung et al.,

1999; Grossman et al., 1995; Alfe and Gillan, to be

published), hinting that the above two approxima-

tions are less serious than those involved in the

formulation of XC functionals in DFT calculations

(at least for the systems considered). However, DMC

total energy calculations are typically 2–3 order of

magnitude more expensive than traditional DFT

techniques, and for this reason the range of materials

studied so far is rather limited, and therefore so is the

evidence which would favor DMC compared to

DFT. As mentioned already above, however, QMC

techniques adapt naturally to large parallel compu-

ters, while traditional DFT techniques can take less

advantage of this kind of architecture. It is expected

therefore that the development and application of

QMC techniques will be boosted in the future.
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2.13.3 Mineral Properties and
Behavior

Having introduced the computational tools, the dis-

cussion must turn to the main purpose of this article,

namely how these tools can be applied to the study of

the high-pressure and -temperature properties of

materials. We will focus in particular on structure

and elastic properties, phase diagrams, phase transi-

tions, and the thermodynamics of solutions.
To simulate materials under pressure is not much

more difficult than to perform calculations at zero

pressure; all that needs to be done is to change the

volume of the simulation cell appropriately. In doing

so, one possible problem can be the shortening of the

nearest-neighbors distance among the atoms, which if

drops below the sum of the core radii of the PPs

employed (or PAW potentials), may affect the quality

of the results. Therefore, some care is necessary in

designing the potentials appropriate for the conditions

where they need to be used. However, apart from this

possible shortcoming, it is often the case that simula-

tions at high pressure are even more accurate than

those at low pressure. The reason is that as the pressure

increases the charge density becomes more homoge-

neous, which helps the XC functionals in their work.
By contrast, high-temperature simulations are

much more demanding than zero-temperature ones.

The reason is that at high temperature it is the free

energy that plays the essential role, and an accurate

calculation of this requires expensive sampling of the

phase space. For solids at not too high temperature, it

is often accurate enough to use the quasi-harmonic

approximation, in which the potential energy of the

crystal is expanded to second order in the displace-

ment of the atoms from their equilibrium positions.

This quasi-harmonic potential usually provides a

very accurate description of the dynamical properties

of the system at low temperature, and gives easy

access to the free energy of the system, which can

be calculated analytically as a function of tempera-

ture. The prefix quasi- is there to indicate that this

quasi-harmonic potential depends on the volume of

the system. In practice, the quality of the thermody-

namics obtained within the quasi-harmonic

approximation is often preserved also to tempera-

tures not far from the melting temperature,

although at such high temperatures a full account of

anharmonic effects becomes necessary, at least to

assess the validity of the quasi-harmonic approxima-

tion. For highly anharmonic solid and for liquids, one

has to resort to MD or Monte Carlo techniques to
sample the phase space. MD simulations are particu-
larly attractive because they also provide dynamical
informations like diffusion, or autocorrelation prop-
erties which can be used together with the
fluctuation–dissipation theorem to evaluate a num-
ber of physical properties of the system, as seen
below. The next section presents the zero-tempera-
ture properties of materials, and the following section
discusses finite temperature.

2.13.3.1 Static Properties

2.13.3.1.1 Crystal structures and phase

transitions

At zero temperature, the main thermodynamic vari-
able is the internal energy of the system E. The
simplest possible first-principles calculation one can
do is the evaluation of the total energy of a system
containing a certain number of atoms at fixed lattice
sites. To find the most stable configuration of the
atoms, one simply minimizes the total energy with
respect to the atomic positions. This is usually done
by evaluating forces, which are then used to move the
atoms toward their equilibrium positions. For simple
crystal structures, this may not be necessary, as the
positions may be constrained by symmetry. An exam-
ple of this is the Earth’s mantle mineral MgO
(periclase), which at zero pressure has a face centered
cubic crystal structure, with the Mg and the O atoms
in the primitive cell sitting at a corner and at the
center of the conventional cubic cell. In Figure 2 we
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Figure 2 Pressure as function of atomic volume for rock-

salt MgO calculated with DFT–LDA (solid line) and DFT–

GGA (dashed line), compared with experiments (stars)
(Duffy et al., 1995). Calculations do not include zero-point or

thermal effects. Reprinted from Alfè, D (2005) Physical

Review Letters 94: 235701.
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show a comparison of pressures as function of volume
between first-principles calculations and experi-
ments. The calculations have been performed with
DFT and both the LDA and the GGA approxima-
tions known as PW91 (Wang and Perdew, 1991) for
the XC. The GGA results appear to agree very well
with the experimental data, while the LDA ones
underestimate the pressure slightly. However, these
particular calculations do not include zero-point
motion and room-temperature thermal expansion,
which are instead present in the experiments. With
those effects included (Karki et al., 2000), the experi-
mental data would fall roughly in the middle of the
two theoretical curves.

As the pressure is increased, the crystal structure
of the material may change. For MgO this does not
happen up to at least 227 GPa (Duffy et al., 1995), but
it is believed that as the pressure is increased still
further MgO would transform to the structure of
CsCl, which is simple cubic with the Mg and the O
atoms in the primitive cell still sitting at the corner
and the center of the cube, respectively. The pressure
at which the phase transformation occurs is defined
by the point where the enthalpies of the two crystal
structures cross. These enthalpies can be computed
using ab initio techniques, by computing the energy E

and the pressure p of the crystal as function of volume
V, and then construct the enthalpy H¼ Eþ pV. For
MgO, this has been done using a number of different
techniques in the past, including various flavors of
DFT (Chang and Cohen, 1984; Mehl et al., 1988;
Karki et al., 1997; Jaffe et al., 2000; Drummond and
Ackland, 2002; Oganov and Dorokupets, 2003;
Oganov et al., 2003) and, very recently, QMC (Alfe
et al., 2005). The latest DFT results point toward a
transition at �500 GPa, and the QMC results show
that the transition is at 600� 30 GPa.

Another example of phase transition between dif-
ferent crystal structures is the transformation of iron
from the zero-pressure magnetic body-centered-
cubic (b.c.c) to the hexagonal-close-packed (h.c.p)
structure at a pressure between 10 and 15 GPa
( Jephcoat et al., 1986). Like the previous MgO case,
the cubic structure is symmetric and it is necessary
only to evalute the energy of the crystal as a function
of volume. In contrast to b.c.c, however, the h.c.p
crystal structure has an additional degree of freedom,
arising from the lack of a symmetry relating the
hexagonal plane and the direction perpendicular to
the plane. This additional degree of freedom, known
as the c/a ratio, needs to be optimized for every
volume V. Once this is done, an enthalpy curve can

be constructed and compared with that obtained
from the b.c.c structure. Calculations using DFT
with the LDA or various GGAs have been per-
formed, and it has been shown that in this particular
case the LDA gives poor agreement with the experi-
ments, even failing to predict the correct zero-
pressure crystal structure (Cho and Scheffler, 1996;
Zhu et al., 1992; Leung et al., 1991; Körling and
Häglund, 1992; Singh et al., 1991), while PW91, for
example, predicts the transition between 10 and
13 GPa (depending on the exact details of the
pseudo- or PAW potential) (Alfe et al., 2000), in
good agreement with the experimental value which
is in the range 10–15 GPa (Jephcoat et al., 1986).

Finally, as a last example, we mention the Earth’s
mantle mineral MgSiO3 perovskite, which at mantle
pressures has an orthorombic crystal structure with
the atoms in the cell not constrained by symmetry
operations (Wentzcovitch et al., 1993; Stixrude and
Cohen, 1993; D’Arco et al., 1993). It follows that at
any fixed volume one needs to optimize not only the
lattice vectors, but also the positions of the atoms in
the cell. Very recently, this mineral has been found to
display a phase transition to a new phase, named post-
perovskite (Murakami et al., 2004; Oganov and Ono,
2004). This transition has also been found by ab initio

calculations (Tsuchiya et al., 2004; Iitaka et al., 2004;
Oganov and Ono, 2004). The transition pressure from
the static first-principles calculations appears to be
�100 GPa, which is below the core–mantle pressure.
However, Oganov and Ono (2004) and Tsuchiya et al.
(2004) showed that high-temperature harmonic effects
are responsible for an increase in the transition pres-
sure, which is therefore predicted to be close to that at
the top of D0 zone at the bottom of the mantle.

2.13.3.1.2 Elastic constants

Most of what we know about the interior of our
planet comes from seismology, and therefore from
the elastic behavior of the minerals inside the Earth.
The theory of elasticity of crystals can be found in
standard books (Wallace, 1998), and therefore we will
not dwell on it for too long. Briefly, if a crystal is
subjected to an infinitesimal stress d�ij , with i and j

running through the three Cartesian directions in
space, then it will deform according to the strain
matrix d�ij :

d�ij ¼
X

k;l

cijkl d�kl ½18�

The constant of proportionality between stress and
strain, cijkl, is a fourth-rank tensor of elastic constants.
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With no loss of generality we can assume d�ij and d�ij

to be symmetric (d�ij 6¼ d�ji would imply a nonzero
torque on the crystal, which would simply impose an
angular acceleration and not a deformation), and
therefore the elastic constant tensor is also sym-
metric. It is therefore possible to rewrite the
second-rank tensors d�ij and d�ij as six components
(vectors), in the Voigt notation, with the index pairs
11, 22, 33, 23, 31, and 12 represented by the six
symbols 1, 2, 3, 4, 5, and 6, respectively. In this
notation, the stress–strain relation appears as

d�i ¼
X

j

Cij d�j ½19�

with i and j going from 1 to 6. Elastic constants are
given as the coefficients Cij in this notation. The
matrix Cij is symmetric, so that the maximum number
of independent elastic constants of a crystal is 21.
Because of crystal symmetries, the number of inde-
pendent constants is usually much smaller. For
example, in cubic crystals, there are only three elastic
constants, in h.c.p Fe there are five, and in orthor-
hombic MgSiO3 perovskite there are nine.

Equation [19] provides the route to the calculation
of the elastic properties of materials, and it can be
applied both at zero and high temperatures. At zero
temperature, the components of stress tensor can be
calculated as (minus) the partial derivative of the inter-
nal energy with respect to the components of the strain:

�ij ¼ – qE=q�ij j� ½20�

Examples of zero-temperature calculations of elastic
constants include the DFT calculations of Stixrude
and Cohen (1995) on the h.c.p crystal structure of
iron at Earth’s inner core conditions, which suggested
a possible mechanism based on the partial alignment
of h.c.p crystallites to explain the seimic anysotropy
of the Earth’s inner core. Another example is the
recent GGA and LDA calculations of the elastic
constant of the recently discovered post-perovskite
phase by three groups (Oganov and Ono, 2004;
Oganov et al., 2005; Tsuchiya et al., 2004; Iitaka et al.,
2004), which showed that this phase is elastically very
anisotropic, and that with a proper alignment it is
possible to explain the observed seismic anisotropy of
the D0 region.

2.13.3.2 Finite Temperature

The extension to finite temperature properties of
materials could simply be obtained by substituting

the internal energy E with the Helmholtz free energy
F. The ij component of the stress tensor �ij is (minus)
the partial derivative of F with respect to strain �ij,
taken at constant T, and holding constant all the
other components of the strain tensor:

�ij ¼ – qF=q�ij j�;T ½21�

Similarly, the pressure p is obtained as (minus) the
partial derivative of F with respect to volume, taken
at constant temperature:

p ¼ – qF=qV jT ½22�

If the system of interest is at sufficiently high
temperature (above the Debye temperature), the
nuclei can be treated as classical particles, and the
expression of the Helmholtz free energy F for a
system of N identical particles enclosed in a volume
V, and in thermal equilibrium at temperature T is
(Frenkel and Smit, 1996)

F ¼ –kBT ln
1

N !�3N

Z
V

dR1 � � � dRN e –�UðR1 ; ...;RN ;TÞ
� �

½23�

where �¼ h/(2�MkBT)1/2 is the thermal wave-
length, with M the mass of the particles, h the
Planck’s constant, �¼ 1/kBT, kB is the Boltzmann
constant, and U(R1, . . . RN ; T) the potential energy
function, which depends on the positions of the N

particles in the system, and possibly on temperature,
in which case U is the electronic free energy. The
multidimensional integral extends over the total
volume of the system V.

By taking minus the derivative of F with respect to
volume at constant temperature we obtain

pðV ;TÞ ¼NkBT

V

þ

Z
V

dR1 � � �dRN e–�UðR1 ;...;RN ;T Þ –qUðR1; . . . ;RN ;T Þ
qV

� 	
TZ

V

dR1 � � �dRN e–�UðR1 ;...;RN ;T Þ

¼NkBT

V
þ –qUðR1; . . . ;RN ;TÞ

qV

� 	
T


 �
½24�

The first term is the kinetic pressure and is present
also in a system with no interactions between the
particles (the ideal gas). The appearance of this
term can be also understood by realizing that the
integral appearing in eqn [23] is proportional to V N.
The second term is the canonical thermal average of
the derivative of the potential (free) energy function
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with respect to volume, taken at constant
temperature.

A similar expression holds for the stress tensor,
which at finite temperature is evaluated as the ther-
mal average of the derivative of F with respect to the
strain components, plus the kinetic term.

Analogously, the internal energy E¼ (q(F/T)/
q(1/T ))V is given by

EðV ;TÞ ¼ 3

2
NkBT þ UðR1 � � �RN ;TÞ

� �
½25�

This shows that a number of finite properties can
simply be calculated by taking the thermal average of
the corresponding quantity evaluated at T¼ 0, plus a
trivial kinetic term.

2.13.3.2.1 Molecular dynamics
If the system is ergodic, thermal averages (repre-
sented in the equations above as h?i) can be
calculated as time averages along an MD simulation
(Alder and Wainwright, 1959; Gibson et al., 1960).
The main idea here is to move the ions according
to the Newton’s equations of motion. This is
achieved in practice by discretizing the equation of
motion miqvi/qt¼Fi (mi is the mass of atom i, vi is its
velocity, and Fi is the force acting on it). This is done
by dividing time into time steps �t, and approximate
the solution of the equation of motion, for example,
as proposed by Verlet (1967) (see also Allen and
Tildesley (1987), and Frenkel and Smit (1996)):

riðt þ�tÞ ¼ riðtÞ þ viðtÞ�t þ 1

2mi

FiðtÞ�t 2

viðt þ�tÞ ¼ viðtÞ þ
1

2mi

ðFiðtÞ þ Fiðt þ�tÞÞ�t

½26�

If the time step is small enough (usually less than 1/
20 of a typical vibrational period), the
Verlet algorithm conserves well the total energy of
the system, both on short and long timescales. If the
volume of the simulation cell V and the number of
atoms N are kept constant, this so-called (N, V, E)
simulation generates configurations in phase space
that are distributed according to the microcanonical
ensemble.

It is a standard result of statistical mechanics that
thermal averages evaluated either in the micro- or in
the canonical ensemble are equivalent if the system is
sufficiently large, but it is useful to be able to perform
simulations in ensembles other than the microcanoni-
cal one. For example, in order to obtain thermal
averages in the canonical ensemble (i.e. constant N, V,
and T), like the pressure in eqn [24], one can couple

the system with an external heat bath, following the
prescription of Andersen (1980) or Nosé (1984) and
Hoover (1985). When combined with the Parrinello–
Rahman constant-stress technique (Parrinello and
Rahman, 1980), this also allows simulations to be per-
formed at constant T and ��� (see e.g. Wentzcoritch
et al., 1993).

The forces Fi can be calculated within the frame-
work of DFT, in which case the method is sometimes
called first-principles molecular dynamics (FPMD).
As mentioned earlier, for the method to be applicable
in practice, one makes the fundamental approxima-
tion that the dynamics of the ions is decoupled from
that of the electrons. This is usually justified due to
the large difference in masses between the two sets of
particles.

The first FPMD simulation was performed by Car
and Parrinello (CP) (1985), who proposed an elegant
method to keep the electrons on the ground state
along the MD trajectory. This was done by including
the electronic degrees of freedom into a generalized
Lagrangian, by assigning a ficticious mass to the
single-particle wave functions and treat them as
dynamical variables, like the positions of the ions.
With a judicious choice of this ficticious mass, the
electronic degrees of freedom would remain
decoupled from the ionic ones, following them
adiabatically while remaining in the their ground
state (at least for nonmetallic systems). An alternative
method is to bring the electrons to the ground state
at each time step (Kresse and Furthmuller, 1996),
which is usually more costly than the CP scheme,
but this is compensated by the possibility of making
longer time steps. This method can be also easily
applied to metallic systems, and can become very
efficient if combined with the extrapolation of the
single-particle wave functions (Arias et al., 1992;
Mead, 1992) and the electronic charge density
(Alfè, 1999).

As some examples of the use of FPMD to compute
thermal averages, and study the high-temperature
properties of solids, we mention the work of
Oganov et al. (2001), who studied the high-tempera-
ture elastic constants of MgSiO3 perovskite, and
more recently that of Wookey et al. (2005), who
studied the high temperature elastic constants of
MgSiO3 post-perovskite, and Gannarelli et al.
(2005), who studied the elastic behavior of h.c.p iron
at inner core p and T conditions.

Using MD simulations, it is also possible to study
the properties of liquids. For example, in a liquid, the
atoms are free to diffuse throughout the whole
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volume, and this behavior can be characterized by

diffusion coefficients D�, where � runs over different

species in the system. These D� are straightforwardly

related to the mean square displacement of the atoms

through the Einstein relation (Allen and Tildesley,

1987):

1

N�

XN�

i¼1

jr�iðt0 þ tÞ – r�iðt0Þj2
* +

! 6D�t ; as t !1 ½27�

where ri�(t) is the vector position at time t of the ith
atom of species �, N� is the number of atoms of
species � in the cell, and hi means time average
over t0. The diffusion coefficient can also be used to
obtain a rough estimate of the viscosity 	 of the
liquid, by using the relation between the two stated
by the Stokes–Einstein relation:

D	 ¼
kBT

2�a
½28�

This technique was used by de Wijs et al. (1998) to
estimate the viscosity of liquid iron at Earth’s core
conditions. The Stokes–Einstein relation (eqn [28]) is
exact for the Brownian motion of a macroscopic
particle of diameter a in a liquid of viscosity 	. The
relation is only approximate when applied to atoms;
however, if a is chosen to be the nearest-neighbors
distance of the atoms in the solid, eqn [28] provide
results that agree within 40% for a wide range of
liquid metals. To calculate the viscosity rigorously, it
is possible to use the Green–Kubo relation

	 ¼ V

kBT

Z 1
0

dt �xyðtÞ�xyð0Þ
� �

½29�

where �xy is the off-diagonal component of the stress
tensor ��� (� and � are Cartesian components). This
relation was used in the context of first-principles
calculations for the first time by Alfè and Gillan
(1998b), who first calculated the viscosity of liquid
aluminum at ambient pressure and a temperature
of 1000 K, showing that the method provided results
in good agreement with the experiments, and then
applied the method to the calculation of the viscosity
of a liquid mixture of iron and sulfur under Earth core
conditions. In Figure 3, we show the integral in eqn
[29] calculated from 0 to time t for this
iron–sulfur liquid mixture. In principle, this has to be
computed from zero to infinity, as stated in eqn [29];
however, in this particular case, there is nothing to be
gained by extending the integral beyond about 0.2 ps,
after which the integrand has decayed to zero and it is
dominated by statical noise. The figure also shows the

computed statistical error on the integral, and from this
it was possible to infer the value for the viscosity
	¼ 9� 2 mPa s, in good agreement with that obtained
from the diffusion coefficient via the Einstein relation
[28], calculated to be 	� 13 mPa s in a previous paper
(Alfè and Gillan, 1998a).

2.13.3.3 Thermodynamic Properties

The phase stability of a system is determined by the
minimum of its Gibbs free energy G¼ Fþ pV. Since
p¼�qF/qVjT, also knowledge of F as function of V

and T allows the computation of G.
More generally, equilibrium in a multispecies sys-

tem is determined by the chemical potentials 
i, with
i running over the different species, which represents
the constant of proportionality between the energy of
the system and the amount of the specie i (Wannier,
1966):


i ¼
qE

qNi

� 	
S;V

½30�

where S is the entropy, and Ni is the number of
particles of the species i. Alternative equivalent defi-
nitions of the chemical potential are ( Wannier, 1966;
Mandl, 1997):


i ¼
qF

qNi

� 	
T ;V

¼ qG

qNi

� 	
T ;p

¼ –T
qS

qNi

� 	
E;V

½31�
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Figure 3 Viscosity integral of the average stress

autocorrelation function and its statistical error as a function
of time for liquid Fe/S under Earth’s core conditions.

Reprinted from Alfè and Gillan (1998b).

The Ab Initio Treatment of Mineral Properties and Behavior 371



Equilibrium between two phases is determined by
the condition of equality of the chemical potential of
each individual species in the two phases. The next
section starts by considering a single-component sys-
tem. The extension to multicomponent systems will
be considered in Section 2.13.3.3.5.

2.13.3.3.1 The Helmholtz free energy:

Low-temperature and the quasi-harmonic

approximation
For a solid at low temperature, F can be easily accessed
by treating the system in the quasi-harmonic approx-
imation. This is obtained by expanding the potential
(free) energy function U around the equilibrium posi-
tions of the nuclei. The first term of the expansion is
simply the energy of the system calculated with the
ions in their equilibrium positions, Epert(V, T ) (this is a
free energy at finite temperature, and therefore
depends both on V and T ). If the crystal is in its
minimum energy configuration, the linear term of
the expansion is zero, and by neglecting terms of
order three and above in the atomic displacements
we have the quasi-harmonic potential as

Uharm ¼ Eperf þ
1

2

X
ls�;l9t�

�ls�;l9t�uls�ul9t� ½32�

where uls denotes the displacement of atom s in unit
cell l, � and � are Cartesian components, and �ls�,l9t�

is the force constant matrix, given by the double
derivative q2U/quls�qul9t� evaluated with all atoms
at their equilibrium positions. This force constant
matrix gives the relation between the forces Fls and
the displacements ul9t, as can be seen by differentiat-
ing eqn [32] and ignoring the higher-order
anharmonic terms:

Fls� ¼ – qU=quls� ¼ –
X
l9t�

�ls�;l9t�ul9t� ½33�

Within the quasiharmonic approximation, the poten-
tial energy function Uharm completely determines the
physical properties of the system, and in particular
the free energy, which takes the form

FðV ;TÞ ¼ Eperf ðV ;T Þ þ FharmðV ;TÞ ½34�

where the quasiharmonic component of the free
energy is

Fharm ¼ kBT
X

n

lnð2 sinhðh!n=2kBTÞÞ ½35�

with !n the frequency of the nth vibrational mode of
the crystal. In a periodic crystal, the vibrational
modes can be characterized by a wave vector k, and
for each such wave vector there are three vibrational
modes for every atom in the primitive cell. If the
frequency of the sth mode at wave vector k is denoted
by !ks, then the vibrational free energy is

Fharm ¼ kBT
X

ks

lnð2 sinhðh!ks=2kBT ÞÞ ½36�

The vibrational frequencies !ks can be calculated
from first principles, and we shall see below how
this can be done.

Once this quasi-harmonic free energy is known,
all the thermodynamical properties of the system can

be calculated. In particular, the pressure is given by

p ¼ – qF=qV jT ¼ – qEperf=qV jT – qFharm=qV jT ½37�

The last term in the equation above is the ionic
component of the thermal pressure, and it is different
from zero because the vibrational frequencies !ks

depend on the volume of the crystal. In fact, it is
easy to see from eqn [36] that even at zero tempera-
ture there is a finite contribution to the quasi-
harmonic free energy, given by

FharmðV ; 0Þ ¼
X

ks

h!ks

2
½38�

This zero-point energy contribution to the harmonic
free energy is also responsible for a contribution to
the pressure. Since usually the vibrational frequen-
cies !ks increase with decreasing volume, these
contributions are positive, and are responsible for
the phenomenon of thermal expansion in solids.

The dependence of Eperf(V, T ) on T also means
that there is an electronic contribution to the thermal

pressure, which is also positive, and in some cases

(i.e., iron at Earth’s core conditions) can be a signifi-

cant fraction of the thermal pressure, and a non-

negligible fraction of the total pressure (Alfè et al.,

2001).
As an example of a calculation of the thermal

expansivity of minerals using the quasi-harmonic

approximation, in Figure 4, the temperature depen-

dence of the thermal expansivity � of MgO at

pressures up to 200 GPa, compared with experimen-

tal results, is shown. At ambient pressure, the first-

principles �(T) agrees very closely with experiment
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up to �1000 K (about one-third of the melting tem-
perature), which is a result of the good agreement of
the calculated phonons with the experimental ones.
The increasingly poor agreement at high T is due to
anharmonic effects coming into play. These can be
taken into account by avoiding the quasi-harmonic
approximation and evaluating the full free energy of
the system, as we shall see in Section 2.13.3.3.3.

2.13.3.3.2 Calculation of phonon

frequencies

There are two different first-principles strategies for
calculating phonon frequencies. The method that is
easier to understand starts from the fact that the force
constant matrix expresses the proportionality
between displacements and forces, when the displa-
cements are small enough for this relationship to be
linear. All that has to be done in principle is to dis-
place a single atom t in cell l9 in Cartesian direction
�, all other atoms being held fixed at their equili-
brium positions; the forces Fls� on all the atoms then
give directly the elements of the force constant

matrix �ls�,l9t� for the given (l9t�). If this procedure
is repeated for all other (l9t�), all the elements of the
force constant matrix can be obtained. Translational
invariance implies that the number of separate calcu-
lations required to do this is at most 3 times the
number of atoms in the primitive cell, but for most
materials symmetry relations can be used to reduce
this number substantially. This strategy, sometimes
called the small displacement method (Kresse et al.,
1995), is implemented, for example, in the PHON code
(Alfè, 1998). Although the small displacement
method is widely used, and can be very accurate, a
word of caution is in order. Since DFT calculations
on condensed matter always use periodic boundary
conditions, the repeating cell must be large enough so
that the elements �ls�,l9t� have all fallen off to negli-
gible values at the boundary of the repeating cell.
This is readily achieved for some materials, particu-
larly metals. However, in ionic materials, the force
constant elements fall off only as r�3, and conver-
gence can be slow. Moreover, in polar materials,
Coulomb forces produce a macroscopic electric
field in the limit of zero wave vector. This electric
field is responsible for a splitting in the frequencies of
the vibrational modes parallel and perpendicular to
the electric field (the so-called LO–TO splitting).
This effect can be taken into account by adding a
nonanalytic contribution to the dynamical matrix at
wave vector k which has the form (Giannozzi, 1991)

Dna
s�;t� ¼ ðmsmt Þ – 1=2 4�e2

�

ðk?Z�s Þ�ðk?Z�t Þ�
k?�1?k

½39�

where Zs
� is the Born effective charge tensor for atom

s, �1 the high-frequency static dielectric tensor, and
ms, mt the mass of the atoms. These two quantities can
be calculated in the framework of density functional
perturbation theory (DFPT) (Baroni et al., 1987,
2001; Giannozzi et al., 1991), which also provides a
second elegant strategy for the calculation of pho-
nons in crystals. The main idea in DFPT, pioneered
by Baroni et al. (1987), is to exploit the Hellmann–
Feynman theorem to show that a linear-order varia-
tion in the electron density upon application of a
perturbation to the crystal is responsible for a varia-
tion in the energy up to second (in fact, third (Gonze
and Vigneron, 1989)) order of the perturbation. Using
standard pertubation theory, this linear order varia-
tion of the electronic charge density can be
calculated using only unperturbed wave functions,
which therefore only require calculations on the
ground-state crystal. If the perturbation is a phonon
wave with wave vector k, calculation of the density
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change to linear order in the perturbation can be used
to determine the force constant matrix at wave vector
k. This can be done for any arbitrary wave vector,
without the need for the construction of a supercell.
The implementation of the method is by no means
straightforward, and for further details the reader
should consult the original papers (Baroni et al.,
1987; Giannozzi et al., 1991).

As an example of first-principles calculations of
phonon frequencies using the small displacement
method (Alfè, 1998) in Figure 5 the phonon disper-
sion relations for b.c.c iron under ambient conditions,
compared with experimental data is shown. We see

that the agreement between theory and experiments
is very good almost everywhere in the Brillouin zone,
with discrepancies being at worst �3%.

Phonons can also be calculated at high pressure,
and as an illustration of this, in Figure 6 we show a
comparison between DFT–GGA calculated pho-
nons, using the small displacement method (Alfè,
1998), and nuclear resonant inelastic X-ray scattering
(NRIXS) ( Seto et al., 1995; Sturhahn et al., 1995)

experiments, of phonon density of states of b.c.c and
h.c.p iron from 0 to 153 GPa (Mao et al., 2001). The
agreement between theory and experiments is good
in the whole pressure region, being slightly better at
high pressure.

The NRIXS technique has also been recently used
to measure the partial density of states of FeS as a
function of pressure (Kobayashi et al., 2004).
Measurements were taken at pressures of 1.5, 4.0, and

9.5 GPa, in the troilite, MnP-type, and monoclinic
crystal structures of FeS, respectively, and were

compared with first-principles calculations based on

DFT–GGA. The agreement between the calculations

and the experiments was reasonably good, although the

FeS in the troilite structure was found to be unstable.

The calculations were also used to provide the total

density of states, which provided thermodynamic

quantities such as the entropy and the specific heat.
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Kresse G, and Gillan MJ (2000) Physical Review B 61: 132.

153 GPa

133

112

70

50

36

25

3

0

0 20 40
Energy (meV)

P
ho

no
n 

de
ns

ity
 o

f s
ta

te
s

60 80

Figure 6 Phonon density of states of b.c.c Fe (pressure
p¼ 0 and 3 GPa) and h.c.p Fe ( p from 25 to 153 GPa).

Dotted curves and open circles show first-principles theory

and experiment respectively.

374 The Ab Initio Treatment of Mineral Properties and Behavior



2.13.3.3.3 The Helmholtz free energy:

High-temperature and thermodynamic

integration

At high temperature, anharmonic effects in solids
may start to play an important role, and the quasi-
harmonic approximation may not be accurate
enough. Moreover, if the system of interest is a liquid,
the quasi-harmonic approximation is of no use. This
section describes a method to calculate the free
energy of solids and liquid in the high-temperature
limit, provided that the temperature is high enough
that the quantum nature of the nuclei can be
neglected. If this is the case, the Helmholtz free
energy F is defined as in eqn [23].

Performing the integral in eqn [23] to calculate F

is extremely difficult. However, it is less difficult to
calculate changes in F as some specific variables are
changed in the system. For example, we have seen
that by taking the derivative of F in eqn [23] with
respect to volume at constant T we obtain (minus)
the pressure. Therefore, the difference of F between
two volumes can be obtained by integrating the
pressure p, which can be calculated using an MD
simulation. Similarly, by integrating the internal
energy E, one obtains differences in F/T.

It is equally possible to calculate differences in
free energy between two systems having the same
number of atoms N, the same volume V, but two
different potential energy functions U0 and U1. This
can be done by introducing an intermediate potential
energy function U� such that for �¼ 0, U�¼U0; and
for �¼ 1, U�¼U1; and such that for any value of
0 <�< 1, U� is a continuous and differentiable func-
tion of �. For example, a convenient form is

U� ¼ ð1 – f ð�ÞÞU0 þ f ð�ÞU ½40�

where f (�) is an arbitrary continuous and differentiable
function of � in the interval 0	�	 1, with the prop-
erty f (0)¼ 0 and f (1)¼ 1. According to eqn [23], the
Helmholtz free energy of this intermediate system is

F� ¼ – kBT ln
1

N !�3N

Z
V

dR1 � � � dRN e –�U�ðR1 ;...;RN ;TÞ
� �

½41�

Differentiating this with respect to � gives

dF�

d�
¼

Z
V

dR1 � � � dRN e –�U�ðR1 ;...;RN ;T Þ qU�

q�

� 	
Z

V

dR1 � � � dRN e –�U�ðR1 ;...;RN ;T Þ

¼ qU�

q�


 �
�

½42�

and therefore by integrating dF�/d� one obtains

�F ¼ F1 – F0 ¼
Z 1

0

d�
qU�

q�


 �
�

½43�

This also represents the reversible work done on the
system as the potential energy function is switched
from U0 to U1. In most cases, a suitable choice for the
function that mixes U0 and U1 is simply f(�)¼�, and
the thermodynamic formula [43] takes the simple
form

�F ¼ F1 – F0 ¼
Z 1

0

d� U1 –U0h i� ½44�

This way to calculate free energy differences
between two systems is called thermodynamic inte-

gration (Frenkel and Smit, 1996). The usefulness of

the thermodynamic integration formula expressed in

eqn [43] becomes clear when one identifies U1 with

the DFT potential (free) energy function, and with

U0 some classical model potential for which the free

energy is easily calculated, to be taken as a reference

system. Then eqn [43] can be used to calculate the

DFT free energy of the system by evaluating the

integrand hU1�U0i� using FPMD simulations at a

sufficiently large number of values of � and calculat-

ing the integral numerically. Alternatively, one can

adopt the dynamical method described by Watanabe

and Reinhardt (1990). In this approach, the parameter

� depends on time, and is slowly (adiabatically)

switched from 0 to 1 during a single simulation.

The switching rate has to be slow enough so that

the system remains in thermodynamic equilibrium,

and adiabatically transforms from the reference to the

ab initio system. The change in free energy is then

given by

�F ¼
Z Tsim

0

dt
d�

dt
ðU1 –U0Þ ½45�

where Tsim is the total simulation time, �(t) is an
arbitrary function of t with the property of being
continuous and differentiable for 0	 t	 1, �(0)¼ 0,
and �(Tsim)¼ 1.

Thermodynamic integration can be used to calcu-
late the free energies of both solids and liquids. It is

clear from eqn [43] that the choice of the reference

system is almost completely irrelevant (of course, the

stable phase of the system cannot change as � is

switched from 0 to 1), provided that �F can be

calculated in practice. So, if the goal is to obtain

ab initio free energies, it is essential to minimize the
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amount of ab initio work in order to make the calcula-

tions feasible. This is achieved by requiring that (1) the

integrand in eqn [43] is a smooth function of �, (2) the

thermal averages hU1�U0i� can be computed within

the required accuracy on the timescales accessible to

FPMD, and (3) the convergence of �F as function of

the number of atoms N in the system is again achieved

with N accessible to first-principles calculations. All

points (1), (2), and (3) could obviously be satisfied by a

perfect reference system, that is, a system which differs

from the ab initio system only by an arbitrary constant.

In this trivial case, the integrand in eqn [43] would be

a constant, and thermal averages could be calculated

on just one configuration and with cells containing an

arbitrary small number of atoms. The next thing close

to a constant is a slowly varying object, and this there-

fore provides the recipe for the choice of a good

reference system, which has to be constructed in

such a way that the fluctuations in U1�U0 are as

small as possible. If this is the case, thermal averages

of U1�U0 are readily calculated on short simulations.

Moreover, hU1�U0i� is a smooth function of �, so a

very limited number of simulations for different values

of � are needed and, finally, convergence of

hU1�U0i� with respect to the size of the system is

also quick. In fact, if the fluctuations in U1�U0 are

small enough, one can simply write

F1� F0 . hU1�U0i0, with the average taken in the

reference system ensemble. If this is not good enough,

the next approximation is readily shown to be

F1 – F0 . U1 –U0h i0 –
1

2kBT
½U1 –U0 – U1 –U0h i0�

2� �
0
½46�

This form is particularly convenient since one only
needs to sample the phase space with the reference
system, and perform a number of ab initio calculations
on statistically independent configurations extracted
from a long classical simulation.

Once the Helmholtz free energy of the system is
known, it can be used to derive its thermodynamical

properties. For example, it is possible to calculate

properties on the so-called Hugoniot line, and compare

the results with those obtained in shock-wave experi-

ments. The data that emerge most directly from shock

experiments consist of a relation between the pressure

pH and the molar volume VH on the Hugoniot line,

which is the set of thermodynamic states given by the

Rankine–Hugoniot formula (Poirier, 1991)

1

2
pHðV0 –VHÞ ¼ EH – E0 ½47�

where EH is the molar internal energy behind the
shock front, and E0 and V0 are the molar internal
energy and volume in the zero-pressure state ahead
of the front. These experiments are particularly use-
ful in identifying the melting transition. This is done
by monitoring the speed of sound, which shows dis-
continuities at two characteristic pressures ps and pl,
which are the points where the solid and liquid
Hugoniots meet the melting curve. Below ps, the
material behind the shock front is entirely solid,
while above pl it is entirely liquid; between ps and
pl, the material is a two-phase mixture. To illustrate
an example of the quality of the DFT–GGA predic-
tions of the Hugoniot line, we show in Figure 7 the
calculations of the p(V) relation on the Hugoniot by
Alfè et al. (2002a) for solid and liquid iron, compared
with the experimental data obtained by Brown and
McQueen (1986). We can see that the agreement
between the theory and experiments is extremely
good. The two theoretical curves come from raw
and free energy-corrected calculations (see below).
In Figure 8 we show a comparison of the calculated
speed of sounds of the liquid with those obtained in
the shock experiments. Again, the agreement
between the two sets of data is extremely good.
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Figure 7 Experimental and first-principles Hugoniot
pressure p of Fe as a function of atomic volume V. Symbols

show the measurements of Brown and McQueen (1986).

Solid curve is first-principles pressure obtained when
calculated equilibrium volume of b.c.c. Fe is used in the

Hugoniot–Rankine equation; dotted curve is the same, but

with experimental equilibrium volume of b.c.c. Fe. The

comparison is meaningful only up to a pressure of
c. 250 GPa (horizontal dotted line), at which point the

experiments indicate melting. Reprinted from Alfè D, Gillan

MJ, and Price GD (2002a) Physical Review B 65: 165118.
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2.13.3.3.4 Melting

The first to use thermodynamic integration in the
context of first-principles calculations were Sugino
and Car (SC) (1995), who calculated the Gibbs free
energies G of solid and liquid silicon at ambient
pressure to obtain the DFT–LDA melting tempera-
ture Tm, given by the condition Gl(Tm)¼Gs(Tm),
with superscript l and s indicating liquid and solid,
respectively. In their work, SC used a Stillinger–
Weber potential (Stillinger and Weber, 1985) as
reference system for both solid and liquid, coupled
with the scheme described in eqn [45] to compute
free energy differences. They found that using a
switching time Tm of less than 1 ps was already
sufficient to obtain a statistical accuracy on the free
energies capable of predicting the melting tempera-
ture with an error of the order of 50 K. The
importance of the SC work was that it showed that
with a judicious choice of the reference system these
kinds of calculations are entirely accessible to first-
principles techniques. The calculated melting LDA
temperature of Si was 1350 K, about 20% lower than
the experimental value (1680 K). Subsequent work
showed that by using the GGA approximation the
calculated zero-pressure melting point was �1500 K
(Alfè and Gillan, 2003), and that by using the recently
developed metaGGA (Tao et al., 2003; Staroverov
et al., 2004) the results were very close to the experi-
mental value (Wang et al., unpublished). Shortly after
the work of SC, de Wijs et al. (1998) used DFT–LDA
in combination with thermodynamic integration to

calculated the zero-pressure melting point of Al.
They found the value of 890 K, in good agreement
with the experimental value 933 K.

Encouraged by these early successes, DFT–GGA
and thermodynamic integration were used by Alfè
(1999) and Alfè et al. (2001, 2002) to calculate the free
energies of solid and liquid iron under Earth’s core
conditions, which they used to obtain a number of
thermodynamic properties, including the whole
melting curve in the region �50–400 K. They dis-
covered that a simple sum of inverse power pair-
potentials of the form UIP(r)¼ B/r�, where r is the
distance between two ions and B and � are two
adjustable parameters, did an excellent job in
describing the energetics of the liquid and the high-
temperature solid, provided B and � were appropri-
ately adjusted. As mentioned in the previoous
section, an additional crucial advantage of having a
good reference system is that convergence of F1� F0

with respect to the size of the system is very rapid,
and in fact for both solid and liquid iron Alfè et al.
already found that with 64-atom systems F1� F0 was
converged to within better than 10 meV/atom, which
in turns implied melting temperature converged to
better than 100 K with respect to this single technical
point. Their best estimate for the melting point at the
inner–outer core boundary pressure of 330 GPa was
Tm¼ 6350� 300 K, where the error quoted is the
result of the combined statistical errors in the free
energies of solid and liquid. Systematic errors due to
the approximations of DFT are more difficult to
estimate, and a definite word can only be pronounced
after the problem is explored with a more accurate
implementation of quantum mechanics. We hope
that QMC techniques may serve this scope in the
near future.

At the present state of knowledge, the experimen-
tal understanding of the melting point of Fe under
this conditions is still scarce, as experiments based
on diamond-anvil cells (DACs) cannot reach these
pressures. Moreover, even in the region of the
phase space where DAC experiments are possible,
there is still considerable disagreement between
different groups (Boehler, 1993; Ma et al., 2004),
and between DAC and shock-wave experiments
(Brown and McQueen, 1986; Nguyen and Holmes,
2004).

On the theoretical side, we also mention the work
of Laio et al. (2000) and Belonoshko et al. (2000), who
performed DFT-based simulations to calculate the
melting curve of Fe under Earth’s core conditions,
although their approach was rather different from
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that of Alfè (1999) and Alfè et al. (2001, 2002a).
Instead of calculating free energies, Laio et al. (2000)
and Belonoshko et al. (2000) fitted a classical model
potential to their first-principles calculations, and
then used the classical potential to compute the melt-
ing curve. To do so, they used the coexistence
method, in which solid and liquid are simulated in
contact in a box. This method is an alternative route
to the calculation of melting curves, and therefore
equivalent to the free energy approach. However,
Laio et al. and Belonoshko et al. found that iron melted
at 5400 and 7000 K, respectively, at the pressure of
330 GPa. These large differences, and the difference
with the value 6350 K reported by Alfè et al., are due
to the quality of the classical potentials employed,
and in particular the free energy differences between
these classical potentials and the DFT system. This
was later investigated by Alfè et al. (2002b), who
showed that it is possible to assess the differences in
free energies between the classical potential and the
DFT one, and correct for it. In particular, it was
shown that at a fixed pressure p, a first approximation
of the difference T 9 in the melting temperature
between the classical potential and the ab initio sys-
tem is given by

T 9 ¼ �GlsðTmodÞ=S ls
mod ½48�

where Smod
ls is the entropy of fusion of the model

potential, Tmod its melting temperature, and
�G ls¼ (G ab

l �G mod
l )� (G ab

s �G mod
s ), where G is the

Gibbs free energy, the subscripts ab and mod indicate
the ab initio and the model system, respectively, and
the superscripts l and s indicate liquid and solid,
respectively. These differences of Gibbs free energies
can be calculated using thermodynamic integration,
which if the model potential is not too different fro the
ab initio one, can be calculated using the perturbative
approach outlined in eqn [46] above. The relation
between �G, evaluated at constant p, and �F, calcu-
lated at constant V, is readily shown to be

�G ¼ �F –
1

2
V�T �p2 þ oð�p3Þ ½49�

where �T is the isothermal compressibility and �p is
the change of pressure when Umod is replaced by Uab

at constant V and T. Once this corrections were
applied, the results of Belonoshko et al. (2000) came
in perfect agreement with those of Alfè et al. (2002a).
These results are all displayed in Figure 9, together
with a number of experimental data.

The coexistence method mentioned above is an
alternative route to the calculation of melting prop-
erties and as such delivers the same results if applied
consistently. For its very nature, the method is intrin-
sically very expensive, because it requires
simulations on systems containing large number of
atoms, typically many hundreds or even thousands.
For this reason, until very recently, it had been only
applied to calculations employing classical potentials.
However, it has been recently shown that the method
can in fact be applied also in the context of first-
principles calculations. As computers become faster
and faster, this method will become more and more
common also within the context of first-principles
calculations.

In Figure 10, I show the low-pressure melting
curve of aluminum, as obtained by Vocado and Alfè
(2002) with the free energy approach and the GGA
XC potential and, later, with the coexistence
approach (Alfè, 2003), using the very same electronic
structure techniques. This was the first time that the
coexistence method was being applied using first-
principles techniques. The simulations were per-
formed on systems containing up to 1728 atoms,
and the results showed that already with modest
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Figure 9 Comparison of melting curve of Fe from DFT

calculations and experimental data: black solid and dashed
curves: first-principles results of Alfè et al., (2002a) without

and with free-energy correction (see text); red filled circles:

corrected coexistence results from (Alfè et al., 2004); blue

dashed curve: first-principles based results of Laio et al.
(2000); purple curve: first-principles based results of

Belonoshko et al. (2000); black chained and maroon dashed

curves: DAC measurements of Williams et al. (1987) and

Boehler (1993); green diamonds and green filled square:
DAC measurements of Shen et al. (1998) and Ma et al.

(2004); black open squares, black open circle, and magenta

diamond: shock experiments of Yoo et al. (1993), Brown
and McQueen (1986), and Nguyen and Holmes (2004). Error

bars are those quoted in original references.
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system sizes of 512 atoms the points calculated with

the coexistence approach differed from those

obtained with the free energy approach by no more

than 50 K. In fact, this difference was reduced even

further if the 512-atom simulation was carried out

with a denser k-point grid sampling, showing that

genuine size effects are very small already in systems

containing 512 atoms. Note that the zero-pressure

melting temperature of 786 K obtained with the

GGA is not in very good agreement with the experi-

mental value 933 K. Vocadlo and Alfè argued that the

main cause of this discrepancy was a deficiency of the

GGA of predicting the correct zero-pressure density,

which comes out too large, and this would effectively

correspond to calculating the melting temperature at

a negative pressure. By applying a correction to the

Helmholtz free energy in order to obtain the zero-

pressure density for the solid, and assuming that the

same correction also applied to the liquid, they found

that this corrected free energy predicted a zero-pres-

sure melting temperature of 912 K, in excellent

agreement with the experimental datum. The same

argument was also applied by Alfè et al. (2002a) to the

melting curve of iron. In that case, the GGA equation

of state predicts a pressure which is between 2.5%

and 10% lower than experiments, in the high- and

low-pressure region of the phase diagram, respec-

tively. Here, adding a correction to the free energy

in order to match the experimental pressure lowered
the melting curve, so that the corrected melting
temperature at 330 GPa was 6200 K.

A short time after the coexistence work on alumi-
num, a second calculation using the same technique
to calculate the melting curve of LiH appeared
(Ogitsu et al., 2003), and more recently for the calcu-
lation of the melting curve of hydrogen up to
200 GPa (Bonev et al., 2004), and the melting curve
of MgO in the pressure range 0–135 GPa (Alfè, 2005),
reported in Figure 11. This last work was performed
with both the LDA and the GGA XC functionals, and
in spite of the results at high pressure being very
similar, at zero pressure the two calculations differed
by about 20%, with the LDA being in good agree-
ment with the experimental datum, and the GGA
predicting a lower melting temperature. This work
also pointed out that the contribution of the electro-
nic entropy to the free energy was non-negligible,
and very different between solid and liquid, such that
it is responsible for a lowering of about 130(750) K of
the melting temperature in the low(high) pressure
region of the phase diagram. This may be surprising,
as solid MgO is a large band-gap insulator, and
indeed a significant band gap remains in the high-
temperature solid. However, the absence of local
order in the liquid is such that the band gap is greatly
reduced, with a correspondingly significant increase
of electronic entropy. This emphasizes the need to
accurately include electronic effects in the calcula-
tion of melting properties.
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Figure 10 Temperatures and pressures at which liquid

and solid Al coexist in first-principles simulations containing

1728 atoms (filled square), 1000 atoms (filled circles), and
512 atoms (filled triangles) performed using �-point
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lower end of the melting curve calculated using the free
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Figure 11 Melting curve of MgO obtained with DFT–LDA

coexistence simulations performed on 432-atom cells (blue

dots and heavy solid line), 1024-atom cell (green square),
and DFT–GGA results (red triangles) (Alfè, 2005) compared

with experiments (open diamonds) (Zerr and Boehler, 1994).

Other curves show results of earlier modeling work based

on interaction models. Reproduced from (Alfè, 2005).
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2.13.3.3.5 Solutions

This section presents the discussion on systems

formed by more than one species of atoms. For

example, consider two different substances, mix

them together, and in general they will form a solu-

tion, like sugar and coffee. The solvent is the

substance present in the largest quantity (milk), and

solute the other (sugar). In general, solutions may

have more than one solute and/or more than one

solvent, but for simplicity we will focus here only

on binary mixtures.
This section discusses how first-principles meth-

ods can be used to study the thermodynamical

properties of solutions. As an example of the meth-

ods to be discussed, calculations on iron alloyed

with either sulfur, or silicon or oxygen, at the con-

ditions of pressure and temperature of the Earth’s

inner core boundary (ICB), and how these calcula-

tions have been used to estimate the composition of

the core, are presented. The techniques, however,

are completely general, and can be applied also to

other systems under different thermodynamic

conditions.
As mentioned above, the behavior of solutions

can be understood in terms of the chemical potential


i, defined in eqns [30] and [31]. Consider now a

solution with NA particles of solvent A and NX par-

ticles of solute X, with N¼NAþNX. In the high-

temperature limit, the Helmholtz free energy of this

system is

F ¼ – kBT ln
1

�3NA

A �3NX

X NA !NX !



Z

V

dR1 � � � dRN e –UðR1 ;...;RN ;T Þ=kBT ½50�

According to eqn [31], we have


X ¼
qF

qNX

� 	
T ;V

¼ FðNA; NX þ 1Þ – FðNA;NX Þ ½51�

which can be evaluated using eqn [50]:


X ¼ – kBT ln
1

�3
X ðNX þ 1Þ




Z
V

dR1 � � � dRN dRNþ1e –UðR1 ;...;RN ;RNþ1 ;T Þ=kBTZ
V

dR1 � � � dRN e –U ðR1 ;...;RN ;T Þ=kBT

½52�

The ratio of the two integrals is an extensive quan-
tity, but 
X is an intensive quantity; therefore, it is
useful to rewrite the expression as follows:


X ¼ – kBT ln
N

ðNX þ 1Þ


 1

N�3
X

Z
V

dR1 � � �dRN dRNþ1e–UðR1 ;...;RN ;RNþ1;T Þ=kBTZ
V

dR1 � � �dRN e–UðR1 ;...;RN ;T Þ=kBT

8>><>>:
9>>=>>;
½53�

so that the value in curly brackets is now indepen-
dent of the system size. By setting cX¼NX/N (which
in the limit of large N and NX is the same as (NXþ 1)/
N) and


̃X ¼ – kBT


 ln
1

N�3
X

Z
V

dR1 � � �dRN dRNþ1e–UðR1 ;...;RN ;RNþ1;T Þ=kBTZ
V

dR1 � � �dRN e–UðR1 ;...;RN ;T Þ=kBT

8>><>>:
9>>=>>;
½54�

we can rewrite the chemical potential in our final
expression:


X ð p;T ; cX Þ ¼ kBT lncX þ 
̃X ð p;T ; cX Þ ½55�

The first term of eqn [55] depends only on the
number of particles of solute present in the solution,
while the second term is also responsible for all
possible chemical interactions.

For small concentration of solute we can make a
Taylor expansion of 
̃X :


̃X ¼ 
0
X þ �cX þ oðc2

X Þ ½56�

where � ¼ ðq
̃X=qcX Þp;T . If the solution is so dilute
that the particles of the solute do not interact with
each other, we can stop the expansion to the first
term, and we have


X ð p;T ; cX Þ ¼ kBT ln cX þ 
0
X ð p;TÞ ½57�

A system in which eqn [57] is strictly satisfied is
called an ideal solution.

To find an expression for the chemical potential of
the solvent we employ the Gibbs–Duhem equation,

which for a system at constant pressure and constant

temperature reads (Wannier, 1966)X
i

Ni d
i ¼ 0 ½58�
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In particular, in our two-component system, the
Gibbs–Duhem equation implies

cAd
A þ cX d
X ¼ 0 ½59�

which gives (Alfè et al., 2002c)


Að p;T ; cX Þ ¼ 
0
Að p;T Þ þ ðkBT þ �X ð p;T ÞÞlnð1 – cX Þ
þ �X ðp;TÞcX þ Oðc2

X Þ ½60�

where 
A
0 is the chemical potential of the pure sol-

vent. To linear order in cX, this gives


Að p;T ; cX Þ ¼ 
0
Að p;TÞ – kBTcX þ Oðc2

X Þ ½61�

Though 
A
0 is the chemical potential of the pure

solvent, note that 
X
0 is not the chemical potential of

the pure solute, unless the validity of eqn [57]
extends all the way up to cX¼ 1.

2.13.3.3.6 First-principles calculations of

chemical potentials

To calculate 
X, it is useful to consider the difference
in chemical potential between the solute and the sol-
vent 
XA¼
X�
A, which is equal to the change of
Helmholtz free energy of the system as one atom of
solvent is transmuted into an atom of solute at constant
volume V and constant temperature p. This transmu-
tation does not obviously correspond to a real physical
process, but provides a perfectly rigorous way of cal-
culating the difference of chemical potentials:


XA ¼ kBT ln
cX

1 – cX

þ 3kBT lnð�X=�AÞ þ mðcX Þ ½62�

where �X and �A are the thermal wavelengths of
solute and solvent, and

mðcX Þ ¼ – kBT ln

Z
V

dRe –�UðNA – 1;NXþ1;RÞZ
V

dRe –�U ðNA ;NX ;RÞ
½63�

with U(NA, NX; R) the potential energy of the system
with NA atoms of solvent and NX atoms of solute, and
U(NA� 1, NXþ 1; R) the one for the system in which
one of the atoms of solvent has been transmuted into
solute.

The thermodynamic integration technique
described in Section 2.13.3.3.3 can now be used to
compute m(cX) in the liquid state. This is done by
defining an intermediate potential U�¼�U(NA� 1,
NXþ 1; R)þ (1��)U(NA, NX; R), so that m(cX) can
be expressed as

mðcX Þ ¼
Z 1

0

d�hUðNA – 1;NX þ 1Þ –UðNA;NX Þi� ½64�

In practice, the calculation of m(cX) is done by per-
forming two separate simulations, one with NA atoms
of solvent and NX of solute and the other with NA� 1
atoms of solvent and NXþ 1 atoms of solute. At the
end of each time step, forces are computed in both
systems, and their linear combination f�¼�f (NA� 1,
NXþ 1)þ (1��)f (NA, NX) is used to evolve the sys-
tem in time in order to compute the thermal average
hU(NA� 1, NXþ 1)�U(NA, NX)i�. This is repeated at
a number of different values of � and the integral is
performed numerically. Alternatively, an approach
similar to the one described in eqn [45] is also possi-
ble, in which � is slowly varied from 0 to 1 in the
course of the simulation.

To improve statistics, it is useful to transmute
many atoms of solvent into solute. In this case, one

does not obtain directly 
XA at a chosen concentration,

but an integral of this over a range of concentrations.

However, by repeating the calculations transmuting a

different number of atoms at a time, it is possible to

extract informations about the value of 
XA in a whole

range of concentration, as described in Alfè et al.

(2002c). To illustrate the feasibility of these kind of

calculations, in Figure 12 we show the value of the

integrand in eqn 64 as function of � for an iron–

oxygen liquid mixture at a pressure of 370 GPa and a

temperature of 7000 K. The error in calculating this

integral is of the order of 0.1 eV, which is very small

for the purposes of evaluating the partitioning of oxy-

gen between solid and liquid iron, and the depression

of melting point resulting from this partitioning (see

below). This pressure is somewhat higher than the

ICB pressure of 330 GPa. The temperature is also
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Figure 12 The integrand hU1�U0i� (eV units) appearing

in the thermodynamic integration formula in eqn [64].
Results shown refer to oxygen solute for NX¼12 and

N¼ 64. Filled circles show values computed from ab initio

MD simulations, with bars indicating statistical errors. Curve

is a polynomial fit to the computed values.
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higher than the melting temperature of iron; however,
it was argued in Alfè et al. (2002c) that this would not
change the chemical potential of O by more than
0.3 eV, which again does not have any effect on the
conclusions to be presented below.

In the solid state, thermodynamic integration is
not the most appropriate way of calculating the che-
mical potential difference 
XA. This is clear, because
in the zero-temperature limit, at infinite dilution
m(cX! 0) is simply the change in internal energy
when one atom in the perfect lattice of solvent is
replaced by a solute atom, the impurity system
being relaxed to equilibrium. This requires only a
static calculation of the type described in Section
2.13.3.1. At finite temperatures in the infinite dilution
limit, m(cX! 0) can be obtained from the quasi-har-
monic vibrational frequencies of the pure A system
and the system containing a single X impurity. If
anharmonic effects are significant, as they are in the
case of O substituted in h.c.p Fe (Alfè et al., 2000),
thermodynamic integration can be be used to esti-
mate the anharmonic effects. These methods can also
be generalized to include the variation of m(cX) with
cX to linear order in cX (Alfè et al., 2002c).

The evaluation of m(cX) only gives access to the
difference between the chemical potential of the
solute and that of the solvent. Therefore, in order to
to obtain 
X, a preliminary calculation of 
A is neces-
sary. This can be done on the pure solvent system
using the techniques described in Section 2.13.3.3.3.

2.13.3.3.7 Volume of mixing

It is often interesting to study the change of volume
of a solution as a function of the concentration of
solute. To this end, it is useful to express the volume
of the system as the partial derivative of the Gibbs
free energy with respect to pressure, taken at con-
stant temperature and number of particles:

V ¼ ðqG=qpÞT ;NX ;NA
½65�

If we now add to the system one particle of solvent at
constant pressure, the total volume changes by vA,
and becomes Vþ vA. We call vA the partial molar
volume of the solvent. The total Gibbs free energy
is Gþ
A, so that according to eqn [65], vA¼ (q
A/
qp)T,NX,NA

¼ (q
A/qp)T,cX
, where the last equality

stems from the fact that 
A only depends on NX and
NA through the molar fraction cX (we assume here
that cX does not change when we add one particle of
solvent to the system; this is obviously true if the
number of atoms of solvent NA is already very large).

The partial volume in general depends on cX, p, and
T, but under the assumption of ideality vA¼ (q
A

0/
qp)T,cX

, and it depends only on p and T. In an ideal
solution, vA is the same as in the pure solvent.

Similarly, the partial molar volume of the solute is
vX¼ (q
X/qp)T,cX

, which becomes independent on cX

under the assumption of ideality. Notice that this is
not in general equal to the partial volume of the pure
solute. As an example of the calculation of partial
molar volumes, we mention the partial molar volumes
of iron and X, with X being either sulfur, or silicon, or
oxygen, obtained by Alfè et al. (2002d) in a binary
mixture of iron at the conditions mentioned above of
p¼ 370 GPa and T¼ 7000 K. These were vFe¼ 6.97,
vSi¼ 6.65, vS¼ 6.65, vO¼ 4.25 Å3. Although ideality
was not assumed in these calculations, the partial
molar volumes of Si, S, and O were found to be rather
independent from their concentration in liquid Fe. It is
interesting to note that both sulfur and silicon have a
partial molar volume which is very similar to that of
iron, while oxygen is significantly smaller. This is the
main reason for the large difference in the behavior of
sulfur and silicon on one side, and oxygen on the
other, and the resulting partitioning of oxygen
between solid and liquid iron (see below).

2.13.3.3.8 Solid–liquid equilibrium

We want to study now the conditions that determine
equilibrium between solid and liquid, and in particu-
lar how the solute partitions between the two phases
and how this partitioning affects the melting proper-
ties of the solution. Thermodynamic equilibrium is
reached when the Gibbs free energy of the system is
at its minimum, and therefore 0¼ dG¼ d(G lþG s),
where superscripts s and l indicate quantities in the
solid and in the liquid, respectively. In a multicompo-
nent system, the Gibbs free energy can be expressed
in terms of the chemical potentials of the species
present in the system (Wannier, 1966; Mandl, 1997):

G ¼
X

i

Ni
i ½66�

Using eqn [66] and the Gibbs–Duhem eqn [58], we
obtain:

dG ¼
X

i


i dNi ½67�

If the system is isolated, particles can only flow
between the solid and the liquid, and we have
dN i

s¼�dN i
l, which implies:

dG ¼
X

i

dNið
l
i –


s
iÞ ½68�
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If 
i
l <
i

s there will be a flow of particles from the
solid to the liquid region (dNi > 0), so that the Gibbs
free energy of the system is lowered. The opposite
will happen if 
i

l >
i
s. The flow stops at equilibrium,

which is therefore reached when 
i
l¼
i

s. In particu-
lar, in our two-component system, equilibrium
between solid and liquid implies that the chemical
potentials of both solvent and solute are equal in the
solid and liquid phases:


s
X ð p;Tm; c

s
X Þ ¼ 
l

X ð p;Tm; c
l
X Þ


s
Að p;Tm; c

s
X Þ ¼ 
l

Að p;Tm; cl
X Þ

½69�

where Tm is the melting temperature of the solution
at pressure p. Using eqn [55], we can rewrite the first
of the two equations above as


̃s
X ð p;TmÞ þ kBTm ln cs

X ¼ 
̃l
X ð p;TmÞ þ kBTm ln cl

X ½70�

from which we obtain an expression for the ratio of
concentrations of solute between the solid and the
liquid,

cs
X=cl

X ¼ exp ½
̃l
X ð p;TmÞ – 
̃s

X ð p;TmÞ�=kBTm

� 
½71�

In general, 
̃l
X < 
̃s

X , because the greater mobility of
the liquid can usually better accomodate particles of
solute, and therefore their energy (chemical poten-
tial) is lower. This means that the concentration of
the solute is usually smaller in the solid.

Equation [71] was used by Alfè et al. (2000, 2002b,
2002c) to put constraints on the composition of the
Earth’s core. The constraints came from a comparison
of the calculated density contrast at ICB, and that
obtained from seismology, which is between
4.5� 0.5% (Master and Shearer, 1990) and 6.7� 1.5%
(Masters and Gubbins, 2003). This density contrast is
significantly higher than that due to the crystallization
of pure iron, and therefore must be due to the partition-
ing of light elements between solid and liquid. Alfè et al.

(2000, 2002a, 2002c) considered sulfur, silicon, and oxy-
gen as possible impurities, and using first principles
obtained the partitions for each impurity. The calcula-
tions showed that for both sulfur and silicon 
̃l

X and 
̃s
X

are very similar, which means that cX
s and cX

l are also
very similar, according to eqn [71]. As a result, the
density contrast of an Fe/S or an Fe/Si system is not
much different from that of pure Fe, and still too low
when compared with the seismological data. By con-
trast, for oxygen, 
̃l

o and 
̃s
o are very different, and the

partitioning between solid and liquid is very large. This
results in a much too large density contrast, which also
does not agree with the sesmological data. These results
are summarized in Figure 13. The conclusion from

these calculations was that none of these binary mix-
tures can be viable for the core. The density contrast
can of course be explained by ternary or quaternary
mixtures. Assuming no cross-correlated effects
between the chemical potentials of different impurities,
and based on the seismological density contrast of
4.5� 0.5% (Masters and Shearer, 1990), Alfè et al.
(2002a, 2002c) proposed an inner core containing
about 8.5% of sulfur and/or silicon and almost no
oxygen, and an outer core containing about 10% of
sulfur and/or Si, and an additional 8% of oxygen. The
more recent seismological datum of 6.7� 1.5%
(Masters and Gubbins, 2003) would change the esti-
mate of the core composition to an inner core
containing about 7% of sulfur and/or Si and still
almost no oxygen, and an outer core containing about
8% of sulfur and/or Si, and an additional 13% of
oxygen. One consequence of the large partitioning of
oxygen between solid and liquid is that as the solid
core grows it expels oxygen in the liquid, which by
converting its gravitational energy helps driving the
convective motions that are responsible for the genera-
tion of the Earth’s magnetic field (Gubbins et al., 2004).

2.13.3.3.9 Shift of freezing point

The partitioning of the solute between the solid and
the liquid is generally responsible for a change in the
melting temperature of the mixture with respect to
that of the pure solvent. To evaluate this, we expand
the chemical potential of the solvent around the
melting temperature of the pure system, Tm

0 :


Að p;Tm; cX Þ ¼ 
Að p;T 0
m; cX Þ – s0

AdT þ � � � ½72�

where dT¼ (Tm�T m
0 ) and s0

A ¼ – q
A

qT

� �
T¼T 0

m

is the

entropy of the pure solvent at T m
0 . We now impose

continuity across the solid/liquid boundary:


0s
A ðp;T 0

mÞ– s0s
A dT –kBTmcs

X ¼
0l
A ðp;T 0

mÞ
– s0l

A dT –kBTmcl
X ½73�

where we have considered only the linear depen-
dence of 
A on cX (See eqn [61]). Noting that

A

0s( p, T m
0 )¼
A

0l( p, T m
0 ) we have

dT ¼ kTm

s0l
A – s0s

A

ðcs
X – cl

X Þ ½74�

Since usually cX
s < cX

l , there is generally a depression
of the freezing point of the solution.

Using eqn [74], and the composition estimated from
the density constrast of 4.5%, Alfè et al. (2002c, 2002d)
estimated a depression of about 600–700 K of the
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melting temperature of the core mixture with respect
to the melting temperature of pure Fe, and they sug-
gested an ICB temperature of about 5600 K. This
estimate would go down by a further 300 K if the latest
estimate of 6.7% for the density constrast at ICB was
used (Masters and Gubbins, 2003), which would there-
fore result in a temperature at the ICB of about 5300 K.

2.13.4 Conclusions

Some ab intio techniques, based on the fundamental
laws of quantum mechanics, that are currently being
used to study the properties of high pressure and
temperature minerals, are described in this article.
Focus has been on the formulation of quantum
mechanics known as DFT, with various approxima-
tions for the XC functional, and it is shown that this

technique can predict very reliably a number of static

and elastic properties, like low-temperature equation

of states, phase transition, and elastic constants. DFT

has also been successfully used to predict the vibra-

tional properties of a large number of materials, and

the examples provided here show that these predic-

tions are in good agreement with the experimental

data, at both zero and high pressure. To study the

high-temperature properties of solids and liquids,

ab initio techniques coupled with MD have proved

to be a powerful and reliable tool for both solids and

liquids. This has been illustrated by mentioning the

calculation of the high-temperature elastic constants

of the mantle-forming minerals MgSiO3 in both the

perovskite and the recently discovered post-perovs-

kite phases, and the elastic behavior of h.c.p iron

under the conditions of the Earth’s inner core, and
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the dynamical properties of liquids like diffusion and
viscosity.

A major contribution to the calculation of the
ab initio high-pressure and -temperature properties of
minerals has been given by the possibility of calculat-
ing free energies, and it has been described how this
can be done for both liquids and solids, using the
technique of thermodynamic integration. The access
to the free energies of materials has allowed the calcu-
lation of a number of thermodynamical properties.
Here, I have described the calculation of melting prop-
erties, and in particular the melting curve of iron under
Earth’s core conditions. Also how ab initio techniques
coupled with thermodynamic integration can be used
to calculate chemical potentials in binary solutions is
shown, and the method is illustrated by showing the
calculation of the chemical potentials of oxygen, sulfur,
and silicon in solid and liquid iron at Earth’s core
conditions. These calculations were used in conjunc-
tion with seismological data to estimate the probable
composition of the Earth’s inner and outer core.

In the description of melting properties, it has
been pointed out that current XC functionals do
not always provide perfect agreement with the
experiments. It is shown how the application of
empirical corrections can improve these results, but
this is not a completely satisfactory solution, as it
introduces some arbitrariness in the calculations,
which do not conform to our original definition of
ab initio anymore. Therefore, it is important to be able
to go beyond DFT, and for this QMC techniques
have been mentioned, which are sufficiently accurate
and general that they will become a major player in
the field of first-principles calculations of material
properties. The development of these techniques
will be helped by the availability of ever more
powerful computers.

Also mentioned is the technique of the coexis-
tence of phases to calculate melting curves. This
technique is intrinsically very expensive, as it needs
calculations performed on systems containing hun-
dreds or even thousands of atoms. However, recently
it has just become possible to apply this technique in
the context of ab initio calculations, with simulations
reported on up to 1728 atom cells. This method has
been illustrated with the recent calculation of the
melting curve of MgO under Earth’s mantle condi-
tions. The availability of faster computers will help
making these coexistence calculations more routi-
nely applied, and possibly will also allow simulation
of the eutectic behavior of solutions, in which a liquid
is in coexistence with more than one solid phase.
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2.14.1 Introduction

The rheological behavior of mantle rocks determines
the mechanical response of lithospheric plates as
well as the nature of convective flow in the deeper
mantle. Geodynamic models of these large-scale pro-

cesses require constitutive equations that describe
rheological properties of the appropriate mantle
rocks. The forms of such constitutive equations
(flow laws or combinations of flow laws) are moti-
vated by micromechanical analyses of plastic
deformation phenomena based on physical processes
such as ionic diffusion, dislocation migration, and
grain-boundary sliding. Critical parameters in flow
laws appropriate for rock deformation such as the
dependence of strain rate on stress, grain size, tem-
perature dependence (activation energy), and
pressure dependence (activation volume) must be
determined from careful, well-designed laboratory
experiments. Geophysical observations of the
mechanical behavior of Earth’s mantle in response
to changes in the stress environment due for example
to an earthquake or the retreat of a glacier provide

tests of the applicability of the resulting constitutive

equations to deformation occurring under geological

conditions.
Confident extrapolation of flow laws determined

under laboratory conditions requires an understand-

ing of the physical processes involved in deformation.

Minerals and rocks deform plastically by a number of

different mechanisms, each of which requires defects

in the crystalline structure. Diffusion creep involves

the movement of atoms or ions and thus of point

defects; dislocation creep entails the glide and climb

of line defects; grain-boundary sliding necessitates

motion along planar defects. Within any deformation

regime, more than one deformation process may be

important. For example, diffusion creep can be

divided into a regime dominated by diffusion along

grain boundaries and another dominated by diffusion

through grain interiors (the so-called grain matrix).

Grain size, temperature, and pressure dictate which

of these two processes is more important. Likewise, in

dislocation creep, deformation can be divided into

low-temperature and high-temperature regimes,

with glide controlling the rate of deformation in the
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former and climb in the latter. As temperature
decreases, differential stress necessarily increases if
deformation is to continue at a given rate.

Plastic deformation is a thermally activated,
kinetic, irreversible process. Experimentalists frame
laboratory investigations of plastic deformation in
terms of strain rate as a function of differential stress,
temperature, pressure, grain size, and other thermo-
mechanical and structural parameters. In contrast,
geodynamicists cast plasticity in terms of viscosity,
the ratio of stress to strain rate. In both cases, flow
laws or constitutive equations describe the relation-
ships between these parameters, thus providing the
basis for extrapolating from laboratory to Earth
conditions. Tests of the appropriateness of laboratory-
derived flow laws to processes occurring in Earth at
much slower strain rates (higher viscosities) – and thus
necessarily much lower stresses and/or much lower
temperatures and/or much coarser grain sizes – include
comparisons of microstructures observed in experi-
mentally deformed samples with those in naturally
deformed rocks and of viscosities derived from
laboratory experiments with those determined
from geophysical observations.

The present chapter, therefore, starts with an
examination of the role of defects in plastic deforma-
tion, including a discussion of the influence of water-
derived point defects on kinetic processes. Next, a
section on some of the important mechanisms of
deformation introduces constitutive equations that
describe plastic flow by linking thermomechanical
parameters such as strain rate, differential stress, tem-
perature, pressure, and water fugacity with structural
parameters such as dislocation density, grain size, and
melt fraction. Finally, profiles of viscosity versus depth
in the upper mantle are used to test the applicability of
flow laws determined from micromechanical models
and laboratory experiments to plastic flow taking place
deep beneath Earth’s surface.

2.14.2 Role of Lattice Defects
in Deformation

Defects in rocks are essential for plastic deformation to
proceed. Zero-dimensional or point defects (specifi-
cally vacancies and interstitials) allow flow by
diffusive transport of ions, one-dimensional (1-D) or
line defects (dislocations) permit deformation by glide
and climb, and 2-D or planar defect (grain–grain inter-
faces) facilitate deformation by grain-boundary sliding
and migration. More than one type of defect may be

simultaneously involved in deformation. For example,
diffusion creep involves not only diffusion but also
grain-boundary sliding (Raj and Ashby, 1971), disloca-
tion processes also frequently couple with grain-
boundary sliding (Langdon, 1994), and dislocation
creep necessitates glide on several slip systems often
combined with climb (von Mises, 1928; Groves and
Kelly, 1969; Kelly and Groves, 1969; Paterson, 1969).
In addition, dynamic recrystallization frequently acts
as a recovery mechanism, producing a new generation
of dislocation-free grains that are more easily deformed
than the parent grains (e.g., Tullis and Yund, 1985;
de Bresser et al., 2001; Drury, 2005). In this section,
some fundamental aspects of point defects, dislocations,
and grain boundaries are introduced as background for
discussing the rheological behavior of rocks and the
associated constitutive equations.

2.14.2.1 Point Defects – Thermodynamics
and Kinetics

2.14.2.1.1 Thermodynamics

At temperatures above absolute zero, in thermo-
dynamic equilibrium crystalline grains contain
finite populations of vacancies and self-interstitials.
Although the enthalpy of a crystal increases linearly
with the addition of vacancies or self-interstitials,
the entropy decreases nonlinearly. Hence, the
Gibbs free energy of a crystal is minimized not
when the crystal is perfect (i.e., defect free) but rather
when the crystal contains a finite concentration of
vacancies and self-interstitials (i.e., when the crystal
is imperfect) (see e.g., Devereux, 1983, pp. 296–300).
In metals, the concentrations of these point defects in
thermodynamic equilibrium are determined by tem-
perature and pressure through their Gibbs energies
of formation (Schmalzried, 1981, pp. 37–38). In ionic
materials, the situation is more complicated because
the concentrations of the different types of point
defects are coupled through the necessity for electro-
neutrality, which requires that the sum of the
concentrations of the various types of positively
charged point defects equals the sum of the concen-
trations of all of the negatively charged point defects
(Schmalzried, 1981, pp. 38–42). The concentration of
one type of positively charged point defect often
greatly exceeds the concentrations of the other posi-
tively charged point defects; a similar situation will
exist for negatively charged defects. This combina-
tion of positive and negative defects defines the
majority point defects or the defect type. The charge
neutrality condition is then approximated by
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equating the concentration of the positively charged
to the concentration of the negatively charged major-
ity point defects. An example serves to illustrate the
salient elements of point defect thermodynamics.

Consider the case of a simple metal oxide, MeO,
where Me is an ion such as Mg, Ni, Co, Mn, or Fe.
Structural elements for this system include MeMe

� ,
OO
�, MeMe

? , Mei
??, VO

??, V0Me, and O0i. The first two
entries are termed ‘regular structural elements’ and
the last five are called ‘irregular structural elements’
or point defects in the ideal crystal lattice. The
Kröger–Vink (1956) notation is used to indicate the
atomic species, A, occupying a specific crystallo-
graphic site, S, and having an effective charge, C,
relative to the ideal crystal lattice: AS

C. In this
nomenclature, the symbols �, ,̇ and 9 indicate
neutral, one positive, and one negative effective
charges. Vacant sites are denoted by a V, and ions
located at interstitial sites are indicated by a subscript i.
The defect MeMe

? corresponds to a 3þ ion sitting at a
site normally occupied by a 2þ ion, such as a ferric
iron in a ferrous iron site. In a strict sense, charge
neutrality is given by

Me?
Me

� �
þ 2 V??

O

� �
þ 2 Me??

i

� �
¼ 2 V0Me½ � þ 2 O0i½ � ½1a�

where the square brackets, [ ], indicate molar con-
centration. In a Mg-rich system, one possible
disorder type is the combination of Mei

?? and V0Me

(Catlow et al., 1994), such that the charge neutrality
condition is approximated as

Me??
i

� �
¼ V0Me½ � ½1b�

In contrast, in an Fe-rich quasi-binary material
such as (Mg, Fe)O, likely majority point defects are
FeMe

? and V0Me (Hilbrandt and Martin, 1998), yielding
the charge neutrality condition

Fe?
Me

� �
¼ 2 V0Me½ � ½1c�

where FeMe
? is often written as h?, indicating a highly

mobile electron hole localized at a Fe2þ site.
To obtain expressions that give the dependences

of point defect concentrations on thermodynamic
variables such as temperature, pressure, and compo-
nent activities, reaction equations are needed. The
first reaction equation should involve the majority
point defects. In the case of the disorder type given
by eqn [1b], the appropriate reaction starts with a

regular structural element resulting in

Me�Me ¸ Me??
i þ V0Me ½2�

for which the law of mass action yields

aMe??
Me

aV0Me
¼ aMe�Me

K2 ½3a�

where K2 is the reaction constant for the reaction in
eqn [2]. Since the activity of MeMe

� is little affected by
the presence of a small concentration of point defects
(typically <10�3), aMe�Me

� Me�Me

� �
� 1. Likewise,

for ideally dilute solutions of point defects, the activ-
ities of the point defects can be replaced by their
concentrations such that eqn [3a] becomes

Me??
i

� �
V0Me½ � ¼ K2 ¼ exp

–GF

RT
½3b�

where GF is the Gibbs energy for the reaction in eqn [2]
and RT has the usual meaning. This reaction describes
the formation of the so-called Frenkel point defects (a
vacancy–interstitial pair). If the charge neutrality con-
dition in eqn [1b] and the mass action equation in eqn
[3b] are combined, the dependence on temperature and
pressure of the concentrations of the Frenkel defects is

Me??
i

� �
¼ V0Me½ � ¼

ffiffiffiffiffi
K2

p
¼ exp

–GF

2RT
½4�

Frenkel majority point defects are an example of a
thermal disorder type, that is, the concentrations of
these point defects depend on temperature and pressure
but not on the activities of the components. A second
example of thermal disorder occurs if Schottky point
defects, V0Me and VO

??, are the majority point defects.
For the disorder type given by eqn [1c], the

appropriate reaction involves a regular structural

element plus a neutral crystal component to yield

1

2
O2 srgð Þ þ 2Fe�Me þMe�Me ¸ 2Fe?

Me þ V0Me þMeO srgð Þ

½5�

where the oxygen is provided from a site of repea-
table growth (srg) such as a dislocation, grain
boundary, or crystal–gas interface (surface). The
law of mass action yields

Fe?
Me

� �2
V0Me½ �aMeO ¼ Fe�Me

� �2
Me�Me

� �
f

1=2
O2

K5 ½6�

where fO2
is the oxygen fugacity. If the charge neutrality

condition in eqn [1c] is now substituted into eqn [6] and
the approximation [MeMe

� ]� aMeO¼ 1 is made, then

Fe?
Me

� �
¼ 2 V0Me½ �
¼

ffiffiffi
23
p

Fe�Me

� �2=3
f

1=6
O2

K
1=3
5

¼
ffiffiffi
23
p

Fe�Me

� �2=3
f

1=6
O2

exp
–G5

3RT
½7�

Thus, if a neutral crystal component is added from a
site of repeatable growth, the concentrations of the

Constitutive Equations, Rheological Behavior, and Viscosity of Rocks 391



majority point defects will depend not only on pres-
sure and temperature but also on component
activities, often referred to as an activity-dependent
disorder type. In this case, it should be noted that the
material will be non-stoichiometric with typically

V0Me½ � � V??
O

� �
. Also, a comparison of eqn [4] with

eqn [7] demonstrates that the form as well as the
magnitude of the concentration of V0Me depends on
the charge neutrality condition.

Since V??
O

� �
is generally several orders of magni-

tude smaller than V0Me½ �, O diffuses much more
slowly than Me, at least through the interiors of
grains. Consequently, as discussed below, the rate of
diffusion creep (specifically, Nabarro–Herring creep)
and of dislocation climb are limited by the rate of O
diffusion. Hence, it is important to examine the
dependence of the concentration of VO

?? on tempera-
ture, pressure, and oxygen fugacity. Since the
dependence of the concentration of V0Me on these
parameters has been determined above, formulation
of a reaction involving VO

?? and V0Me provides a good
starting point. The point defects VO

?? and V0Me are
related via the Schottky formation reaction

Me�Me þ O�O ¸ V0Me þ V??
O þMeO ½8�

It should be emphasized that it is essential in reaction
equations such as eqn [8] that the number and iden-
tity of the atomic species, the crystallographic sites,
and the effective charges (recall AS

C) be the same on
the two sides of the reaction equation. The law of
mass action for eqn [8] reads

V0Me½ � V??
O

� �
¼ K8 ¼ exp

–G8

RT
½9�

again using the approximations aMe�Me
� aO�O

� 1
with aMeO equal to unity since MeO is present. For
the Frenkel thermal disorder type given by eqn [1b],

Me??
i

� �
¼ V0Me½ �, if eqn [9] is now combined with eqn

[4], then

V??
O

� �
¼ V0Me½ �– 1

K8 ¼
K8ffiffiffiffiffi
K2

p ¼ exp
– G8 –GF=2ð Þ

RT
½10�

For the activity-dependent disorder type given by
eqn [1c], Fe?

Me

� �
¼ 2 V0Me½ �, if eqn [9] is combined

with eqn [7], then

V??
O

� �
¼ V0Me½ � – 1

K8

¼
ffiffiffi
43
p

Fe�Me

� � – 2=3
f
– 1=6

O2

K8

K
1=3
5

¼
ffiffiffi
43
p

Fe�Me

� � – 2=3
f
– 1=6

O2
exp

– G8 –G5=3ð Þ
RT

½11�

Under hydrous conditions, additional point defects
must be considered. Hydrogen ions, that is protons, _p
occupy interstitial sites, Hi

?, near oxygen ions thus

corresponding to the point defects (OH)O
? . This

water-derived point defect can be introduced through

dissociation of a water molecule by the reaction

H2O srgð Þ þ 2O�O þMe�Me ¸ 2 OHð Þ?OþV0Me

þMeO srgð Þ ½12�

In addition, point defect associates such as those
produced between (OH)O

? and V0Me can form

OHð Þ?OþV0Me ¸ OHð Þ?O – V0Me

� �0 ½13�

where the curly brackets { } indicate a defect associate.
This and other defect associates as well as (OH)O

? must
now be included in the charge neutrality equation, eqn
[1]. New disorder types such as

OHð Þ?O
� �

¼ OHð Þ?O –V0Me

� �0h i
½14�

and

Fe?
Me

� �
¼ OHð Þ?O –V0Me

� �0h i
½15�

must also be considered. A summary of the depen-
dencies of the concentrations of various point defects
on oxygen fugacity and water fugacity for the system
MeO is provided in Table 1 for a range of charge
neutrality conditions.

2.14.2.1.2 Kinetics

Diffusion of atoms and ions through crystalline solids

takes place by movement of point defects, namely,

vacancies and self-interstitials. Here the discussion

focuses on vacancies; a parallel analysis applies for

self-interstitials. Since the fraction of vacant sites, XV,

on any specific sublattice is small, typically <10�3 to

�10�3, vacancies diffuse much more rapidly than

the ions on that sublattice. From the point of view

of a vacancy, all of the neighboring sites are available,

while from the perspective of an ion, possibly one but

more likely no sites are available at any particular

moment. This connection between the movement of

ions and that of vacancies leads to the following

relationship between the diffusion coefficient for

ions, Dion, and that for vacancies, DV:

XionDion ¼ XVDV ½16a�

where Xion is the fraction of sites on a given sublattice
occupied by the ions associated with that sublattice.
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Since Xion¼ (1�XV)� 1, eqn [16a] is usually
approximated as

Dion � XVDV ½16b�

such that

Dion � DV ½16c�

that is, vacancies diffuse orders of magnitude faster
than ions because XV� 1.

One consequence of the rapid diffusion of vacan-
cies (as well as of electron holes) is that equilibrium
vacancy concentrations are attained relatively

rapidly in response to changes in oxygen partial
pressure or oxide activity, typically in much less
than an hour under laboratory conditions for which
diffusion distances are on the scale of the sample size

(Mackwell et al., 1988; Wanamaker, 1994). Point
defect concentrations respond even more quickly to
changes in temperature and pressure for which the
appropriate diffusion length is the distance between

sites of repeatable growth, which serve as sources and
sinks for point defects.

The concentration of vacancies in a mineral will
differ from one sublattice to the next. In a system
composed of Me¼ (Mg, Fe), Si, and O, the concen-
tration of vacancies on the Me sublattice is generally

several orders of magnitude larger than the concen-
trations on the Si and O sublattices, that is,

V0Me½ � >> V??
O

� �
; V00Si½ � (e.g., Nakamura and

Schmalzried, 1983, 1984; Tsai and Dieckmann,
2002). As a result, DMe >> DO, DSi.

For deformation by diffusion creep or dislocation
climb processes, the flux of ions directly enters
expressions for the strain rate. The deformation rate

is calculated from analyses of the flux of ions between
regions experiencing different stress states, such as
between grain boundaries in a rock that are oriented
normal to and those that are oriented parallel to the

maximum principal stress. In an ionic solid, the fluxes
of all of the constituent ions must be coupled in order
to maintain stoichiometry (Ruoff, 1965; Readey,

1966; Gordon, 1973; Dimos et al., 1988; Jaoul,
1990; Schmalzried, 1995, pp. 345–346). As a conse-

quence, the creep rate of a monominerallic rock is

controlled by the rate of diffusion of the slowest
diffusing ion.

In the case of olivine, Me2SiO4, for diffusion along
parallel paths (i.e., 1-D diffusion), the fluxes of Me2þ,

Si4þ, and O2� are given by (e.g., Schmalzried, 1981,
p. 63; Schmalzried, 1995, pp. 78–82)

jMe2þ ¼ –
DMeCMe

RT

q�Me2þ

q�

¼ –
DMeCMe

RT

q�Me2þ

q�
þ 2F

qj
q�

� �
½17a�

jSi4þ ¼ –
DSiCSi

RT

q�Si4þ

q�

¼ –
DSiCSi

RT

q�Si4þ

q�
þ 4F

qj
q�

� �
½17b�

and

jO2 – ¼ –
DOCO

RT

q�O2 –

q�

¼ –
DOCO

RT

q�O2 –

q�
– 2F

qj
q�

� �
½17c�

where j is the flux, D the self-diffusivity, C the con-
centration, and � the electrochemical potential of the
appropriate ionic species. The electrochemical
potentials for the various ions are written in terms
of the chemical potential, �, and the electrical poten-
tial, j, as (e.g., Schmalzried, 1981, p. 63)

� ¼ �þ zFj ½18�

where z is the charge on the ion and F is the Faraday
constant. To maintain stoichiometry during diffu-
sion-controlled creep in which transport of entire
lattice molecules must occur between sites of repea-
table growth such as dislocations and grain
boundaries, the flux coupling condition is

jMe2þ

CMe
¼ jSi4þ

CSi
¼ jO2 –

CO
½19a�

Table 1 Dependence of point defect concentrations on oxygen fugacity and water fugacity, expressed as the exponents

p and q in the relationship ½ � _ f p
O2

f q
H2O

, for several charge neutrality conditions for MeO

Charge neutrality MeMe
? V0Me VO

?? {MeMe
? �V0Me}9 (OH)O

? {(OH)O
? �V0Me}9

Me?
Me

� �
¼ 2 V0Me½ � 1/6, 0 1/6, 0 �1/6, 0 1/3, 0 �1/12, 1/2 1/12, 1/2

OHð Þ?O
� �

¼ 2 V0Me½ � 1/4, �1/6 0, 1/3 0, �1/3 1/4, 1/6 0, 1/3 0, 2/3

Me?
Me

� �
¼ OHð Þ?O – V0Me

� �9
h i

1/8, 1/4 1/4, �1/2 �1/4, 1/2 3/8, �1/4 �1/8, 3/4 1/8, 1/4

OHð Þ?O
� �

¼ OHð Þ?O – V0Me

� �9
h i

1/4, 0 0, 0 0, 0 1/4, 0 0, 1/2 0, 1/2
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Equation [19a] applies specifically to the case in which
the all of the ions diffuse along a single path or parallel
paths; the more general case in which diffusion occurs
along multiple paths (e.g., along grain boundaries and
through grain interiors) is treated in Dimos et al. (1988;
see also Kohlstedt, 2006).

The flux coupling equation provides a means of
eliminating the qj/q� term from the flux equations.

The flux coupling condition for olivine in eqn [19a]

can be rewritten as

2jMe2þ ¼ 4jSi4þ ¼ jO2 – ½19b�

Then, since DMe >>DO >DSi, the approximation

q�Me2þ

q�
¼ q�Me2þ

q�
þ 2F

qj
q�
� 0 ½20�

must hold in order to satisfy the flux coupling con-
dition given by eqn [19b]. Using the implicit
assumption of local thermodynamic equilibrium, the
chemical potentials of the ions can be written in
terms of the chemical potentials of the oxides as

�Me2þ þ �O2 – ¼ �MeO ½21a�

and

�Si4þ þ 2�O2 – ¼ �SiO2
½21b�

Thus, the flux coupling condition in eqn [19b] leads
to the relation

DSi
q�SiO2

q�
¼ DO þ 2DSið Þ q�MeO

q�
½22�

The flux of Si4þ, the slowest ionic species, then
becomes

jSi4þ ¼ –
CSiDSi

RT

q�SiO2

q�
– 2

q�MeO

q�

� �
½23a�

Since the chemical potential of olivine is

�Me2SiO4
¼ 2�MeO þ �SiO2

the flux of Si4þ is

jSi4þ ¼ –
CSiDSi

RT

DO

DO þ 4DSi

q�Me2SiO4

q�
½23b�

The chemical potential of olivine contains an
activity, a, and a stress, �, term such that

q�Me2SiO4

q�
¼ RT

q ln aMe2SiO4

q�
–VMe2SiO4

q�
q�

½24�

where VMe2SiO4
is the molar volume of olivine

(e.g., Ready, 1966; Gordon, 1973; Dimos et al., 1988;
Schmalzried, 1995, p. 334). The first term on the

right-hand side of eqn [24] can be expressed in terms
of the gradient in the concentration of vacancies on the
Me sublattice (Dimos et al., 1988; Jaoul, 1990) as

RT
q ln aMe2SiO4

q�
� – 2RT

q V0Me½ �
q�

� – 2 V0Með Þo½ �VMe2SiO4

q�
q�

½25�

where [(V0Me)
o] is the concentration of Me vacancies

under hydrostatic stress conditions. The gradient in
the concentration in metal vacancies results from the
gradient in normal stress between sources for vacan-
cies (regions of minimum compressive stress) and
sinks for vacancies (regions of maximum compressive
stress). Since [(V0Me)

o] is small, <10�3, the second
term in eqn [24] dominates such that

q�Me2SiO4

q�
� –VMe2SiO4

q�
q�

½26�

Therefore, if DO >> DSi

jsi4þ ¼
CSiDSi

RT
VMe2SiO4

q�
q�

½27�

2.14.2.2 Line Defects – Structure
and Dynamics

Dislocations are line defects that separate regions of a
crystal that have slipped from those that have not
slipped. Their motion by glide and climb is central to
deformation of most crystalline solids, much like
point defects are essential for diffusion. Unlike point
defects, dislocations are not equilibrium defects.
While the change in enthalpy associated with the
formation of a dislocation is quite large, the change
in entropy is relatively small. In a simplistic analogy,
the former might be considered equal to the change
in enthalpy due to the formation of of N vacancies,
where the vacancies form a row of the same length as
the dislocation line. In contrast, the change in
entropy resulting from the formation of N vacancies
constrained to lie along a line will be significantly less
than that associated with the formation of N vacan-
cies randomly distributed in a crystal. The result is
that, at equilibrium, a crystal is expected to be
dislocation free (Devereux, 1983, pp. 368–372).

A dislocation is characterized by two vector quan-
tities, its line direction, ,, which defines the direction
of the dislocation at each point along its length, and a
displacement or Burgers vector, b, which defines the
displacement of the lattice produced as the disloca-
tion moves through a crystal. For a dislocation loop
such as illustrated in Figure 1, the tangential line
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direction changes from one point to the next along
the loop, while the Burgers vector is the same at
every point. Regions along the dislocation loop for
which b is perpendicular to , are termed edge seg-
ments, while regions for which b is parallel to , are
termed screw segments. Regions of a dislocation for
which b and , are neither perpendicular nor parallel
are referred to as mixed segments.

Movement of a dislocation can take place by glide
and climb. An edge dislocation can move in one of
two ways. If an edge dislocation moves in the glide
plane defined by b� ,, its motion is conservative. In
contrast, if an edge dislocation moves normal to its
glide plane, the process is nonconservative in that
lattice molecules are added to or taken away from
the dislocation line by diffusion such that the dis-
location climbs out of its glide plane. A screw
dislocation does not have a specific glide plane
since b and , are parallel to each other. Hence, a
screw dislocation generally glides on the plane that
offers least resistance to its motion. If it encounters an
obstacle to its movement, a screw dislocation can cross
slip off of its original glide plane onto a parallel glide
plane in order to continue moving. A dislocation must

always move in a direction perpendicular to its line
direction. The displacement resulting from glide of

an edge dislocation is thus parallel to the direction of
dislocation glide, while the displacement resulting

from movement of a screw dislocation is perpendi-
cular to its direction of motion defined by the

velocity vector, v, as illustrated in Figure 2. Finally,
a slip system is defined for a dislocation by the

combination of a unit vector normal to the slip
plane, n, and b. As an example, important slip systems

in clinopyroxene include {110} 1�10ih , {110}[001],
and (100)[001] (Bystricky and Mackwell, 2001). Slip

systems in olivine include (010)[100], (001)[100],
(100)[001], and (010)[001] with the dominate slip
system determined by stress, water concentration, as

well as pressure and temperature conditions (Carter
and Avé Lallemant, 1970; Jung and Karato, 2001;

Mainprice et al., 2005).
To first order, dislocations with short displace-

ment vectors are preferred over those with longer
displacement vectors since the energy per unit length

of a dislocation, Edisl, is proportional to the square of
the Burgers vector. For an edge dislocation in an
elastically isotropic material (Weertman and

Weertman, 1992, pp. 45–52)

Edisl ¼
Gb2

4� 1 – vð Þ ln
r

rc
½28�

where G is the shear modulus, r is the mean spacing
between dislocations, and rc is the radius of the dis-
location core. In eqn [28], the contribution of the core
of the dislocation to the elastic strain energy has been
neglected. For elastically anisotropic materials, the
full matrix of elastic constants must be considered, as
discussed in detail by Hirth and Lothe (1968,
pp. 398–440).

Slip generally occurs on the closest packed plane
that contains b, that is, the most widely separated

(a)

e

e
b

v

b

s

sv

(b)

b

(c)

Figure 2 Sketch illustrating that (a) the movement of an edge dislocation, e, and (b) the movement of a screw dislocation, s,

with the same Burgers vector (c) produce the same displacement of the upper half of a crystal relative to the lower half.

Adapted from Kelly A and Groves GW (1970) Crystallography and Crystal Defects, 428 pp. Reading, MA: Addison-Wesley
Publishing Company.

Burgers vector, b

s

s

e e

Line direction,

Figure 1 Sketch of dislocation loop indicating the

direction of the Burgers vector, b, and of the dislocation

line, ,, at each point along the loop. The edge and screw

segments of the dislocation loop are denoted by e and s,
respectively.
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planes and thus, in general, the most weakly bonded
planes. In olivine, j[100]j< j[001]j< j[010]j suggesting
that b¼ [100] should dominate. However, plastic
deformation of a polycrystalline material cannot
proceed without opening up void space if only
one or two independent slip systems operate.
Homogeneous plastic deformation of a rock requires
dislocation glide on five independent slip systems (von
Mises, 1928). This constraint is relaxed to glide on
four independent slip systems if deformation is
allowed to be heterogeneous (Hutchinson, 1976). If
dislocations both glide and climb, homogeneous defor-
mation necessitates the operation of just three
independent slip systems (Kelly and Groves, 1969).
Processes such as grain-boundary sliding, ionic diffu-
sion, and twinning can also relax the von Mises
criterion.

Glide and climb of dislocations involve steps
along the dislocation line. Steps that lie in the glide
plane, kinks, facilitate glide. Steps out of the glide
plane, jogs, facilitate climb.

Dislocations interact with one another and with an
applied stress field through the stress field that arises
due to the elastic distortion caused by the presence of
each dislocation. The stress fields associated with
edge and screw dislocations in an elastically isotropic
and elastically anisotropic media are derived in Hirth
and Lothe (1968, pp. 398–440) and in Weertman
and Weertman (1992, pp. 22–41). The force on a
dislocation is then calculated using the Peach–
Koehler equation (Peach and Koehler, 1950). In its
simplest form, the force per unit length, f, on a
dislocation is

f ¼ �b ½29�

where the stress � arises, for example, from a neigh-
boring dislocation or an external force.

2.14.2.3 Planar Defects – Structure
and Energy

Planar defects include twin boundaries, stacking
faults, grain boundaries, and interphase boundaries.
The emphasis in this chapter is on grain boundaries
and interphase boundaries, because of the important
role of these two types of interfaces in plastic
deformation.

If the misorientation across a grain boundary is
not too large, say, <15� (i.e., a low-angle boundary),
the interface can be constructed from a periodic array
of dislocations. A low-angle tilt boundary consists of

a series of parallel edge dislocations, as illustrated

schematically in Figure 3 and imaged in Figure 4.

In the case of a low-angle tilt boundary, the spacing

between dislocations, h, can be expressed in terms of

the misorientation angle, #, across the boundary as

h ¼ b

2sin #=2ð Þ ½30a�

For a small misorientation, the misorientation angle
can be approximated by

# � b

h
½30b�

(a)

b

h = b/ 

(b)

Figure 3 Sketch of a low-angle tilt boundary formed by a
series of periodically spaced edge dislocations, which are

denoted by the inverted ‘T’ symbols. Adapted from Read

WT Jr (1953) Dislocation in Crystals, 175pp. New York:

McGraw-Hill Book Company.

1 μm
b = [100] b = [101]

Figure 4 Bright-field transmission electron micrograph of
a low-angle tilt boundary in olivine. Two sets of dislocations,

one with b¼ [100] and the other with b¼ [101], are present

in this boundary. The darker b¼ [101] dislocations are more

widely spaced than the lighter, periodically spaced b¼ [100]
dislocations. This image was taken with the diffraction

condition g¼ (002), hence the b¼ [100] dislocations exhibit

only residual contrast. Adapted from Goetze C and
Kohlstedt DL (1973) Laboratory study of dislocation climb

and diffusion in olivine. Journal of Geophysical Research 78:

5961–5971.
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Starting with eqn [28], the elastic strain energy per
unit area of a low-angle tilt boundary can then be
derived (Read and Shockley, 1950)

Etilt ¼
Gb2

4� 1 – vð Þ
#

b
A – ln#ð Þ ½31�

where the parameter A accounts for the fraction of
the elastic strain energy associated with the cores of
the dislocations. Once the cores of the dislocations in
a tilt boundary begin to overlap, this simple descrip-
tion of a grain boundary breaks down.

A low-angle twist boundary requires two, gener-
ally orthogonal, sets of screw dislocations. The elastic

energy per unit area for a low-angle twist boundary is

similar to that for a low-angle tilt boundary. A sketch

of the atomic structure of a low-angle twist boundary

formed by rotating the lattices of two grains relative

to each through an angle #, thus forming orthogonal

sets of dislocations, is presented in Figure 5. A trans-

mission electron micrograph of a twist boundary is

shown in Figure 6.
As illustrated in Figure 7, grain-boundary energy

increases rapidly with increasing #, as described by

eqn [31], up to #� 20�. At larger values of #, grain-

boundary energy is approximately constant except for

a few minima that occur at specific orientations. Other

than twin boundaries, these minima occur at orienta-

tions for which a significant fraction of the lattice

points in the two neighboring grains are nearly co-

incident (Chan and Balluffi, 1985, 1986). A simple

example of this coincidence structure illustrating the

type of periodicity that can be present in specific grain

boundaries is shown in Figure 8 for a twist boundary.
Grain and interphase boundaries influence the phy-

sical properties of rocks in several important ways. First,

grain-boundary sliding provides a mechanism for pro-

ducing strain in response to an applied differential

stress. Grain-boundary sliding takes place by the move-

ment of grain-boundary dislocations. As discussed in

the next section, grain-boundary sliding is a critical part

of diffusion creep (Raj and Ahsby, 1971). Grain-bound-

ary sliding can also be important during deformation in

which dislocation glide and climb operate

(e.g., Langdon, 1994). In this case, lattice dislocations

can dissociate and enter grain boundaries resulting in

enhanced or stimulated grain-boundary sliding

(Pshenichnyuk et al., 1998). As discussed below, grain-

boundary sliding often provides an additional mechan-

ism of deformation and can be particularly important in

rocks composed of minerals with fewer than five inde-

pendent slip systems.

Second, grain boundaries migrate in response to a
difference in dislocation density between neighbor-
ing grains. As expressed in eqn [28], each dislocation

introduces elastic strain energy into a crystalline
grain. If during deformation the dislocation density

becomes higher in one grain than in the next grain, a

thermodynamic driving force exists that can cause
the grain boundary to migrate toward the region of

higher dislocation density, absorbing lattice disloca-
tions into the grain boundary thus reducing the

(a)

(b)

Figure 5 Sketch of atomic configuration for a [001] low-

angle twist boundary in a simple cubic lattice with the
boundary parallel to the plane of the figure. In this example,

#� 10�. (a) In the unrelaxed atomic configuration, the open

circles represent atoms in the plane just above the

boundary, while the closed circles represent the atoms in
the plane just below the boundary. (b) In the relaxed atomic

configuration, the grains join in regions in which the atomic

match is good with two orthogonal sets of screw
dislocations located between these regions. Adapted from

Schmalzried H (1995) Chemical Kinetics of Solids, 433pp.

New York: VCH Publishers.

Constitutive Equations, Rheological Behavior, and Viscosity of Rocks 397



stored strain energy. A dislocation-free region is left

in the wake of the migrating boundary.
Third, grain boundaries are short-circuit paths for

diffusion. The rate of diffusion along a grain boundary
is in general several orders of magnitude faster than

through a grain interior (Shemon, 1983, pp. 164–175).

Thus, even though the cross-sectional area of a grain
boundary is small relative to that of the grain itself, the

flux of atoms passing through a grain boundary can be

significant. The result is that, in the diffusion creep
regime, grain-boundary diffusion is often the primary

mechanism for deformation. It should also be noted
that grain boundaries provide storage sites for ele-
ments that, due to size or charge, are incompatible in
the grain interior (Hiraga et al., 2003, 2004, 2007;
Hiraga and Kohlstedt, 2007). The presence of incom-
patible elements at grain and interphase boundaries
perturbs the structure and the local charge state of the
boundary, which in turn can affect diffusion kinetics
(Mishin and Herzi, 1999).

2.14.3 Mechanisms of Deformation
and Constitutive Equations

The mechanism of deformation that dominates the
plastic deformation of a rock depends both on the
properties of the rock such as grain size, d, and phase
content, �, and on thermodynamic parameters such
as temperature, pressure, P, water fugacity, and com-
ponent (oxide) activity, aox. The dependence of strain
rate, _", on these quantities can be expressed in a
general constitutive equation or flow law as

_" ¼ _" d ; �; T ; P; fH2O; aox; . . .ð Þ ½32�

Diffusion-controlled creep tends to be important at
low differential stresses in fine-grained rocks. In con-
trast, dislocation-dominated processes govern flow at
higher stresses in coarser-grained rocks. In this sec-
tion, some of the constitutive equations used to
describe flow in the diffusion and dislocation
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Figure 7 Sketch of normalized grain-boundary energy vs

misorientation angle illustrating the energy minima that arise

when the two neighboring grains are oriented such that a
significant fraction of lattice sites are coincident.

200 nm

b = [100]b 
= 

[1
00

]

Figure 6 Dark-field transmission electron micrograph of

two orthogonal sets of screw dislocations, one with b¼ [100]
and the other with b¼ [001], forming a low-angle twist

boundary in the (010) plane of olivine. The boundary is very

nearly parallel to the plane of the figure. Adapted from Ricoult

DL and Kohlstedt DL (1983a) Structural width of low-angle
grain boundaries in olivine. Physics and Chemistry of Minerals

9: 133–138. Ricoult DL and Kohlstedt DL (1983b) Low-angle

grain boundaries in olivine. In: Yan MF and Heuer AH (eds.)
Advances in Ceramics, Character of Grain Boundaries, vol. 6,

pp. 56–72. Columbus: American Ceramic Society.

Lattice 1
unit cell

Lattice 2
unit cell

Coincident-site
lattice

unit cell

Figure 8 Sketch of lattice sites in two simple cubic grains

that have been rotated relative to each other by 	53�. At

this orientation, a fraction of the lattice sites from the two
grains coincide forming a coincident-site lattice with a unit

cell that is larger than those of the two adjoining grains.
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deformation regimes are first introduced. Then, the
influence on rheological behavior of two important
fluids, water and melt, are discussed.

2.14.3.1 Constitutive Equations

2.14.3.1.1 Diffusion creep

Diffusion creep can be divided into two regimes, one
in which diffusion through the interiors of grains con-
trols the rate of deformation (Nabarro, 1948; Herring,
1950) and the other in which diffusion along grain
boundaries governs the rate of deformation (Coble,
1963). The relative importance of these two mechan-
isms depends primarily on grain size and temperature.

2.14.3.1.1.(i) Grain matrix diffusion The rate
of deformation in the Nabarro–Herring creep regime
in which diffusion through grain interiors limits the
rate of creep is described by the relation (Nabarro,
1948; Herring, 1950)

_"NH ¼ �NH
�Vm

RT

Dgm

d 2
½33�

where �NH is a geometrical term and Dgm is the
diffusion coefficient for the slowest species diffusing
through the grain matrix (gm), that is, the grain
interior. The important points to note are that strain
rate is linearly proportional to the differential stress,
inversely proportional to the square of the grain size,
and exponentially dependent on temperature and
pressure through the diffusion coefficient since

Dgm ¼ Do
gmexp –

�Egm þ P�Vgm

RT

� �
¼ Do

gmexp –
�Hgm

RT

� �
½34�

where Dgm
o is a material-dependent parameter and

�Egm, �Vgm, and �Hgm are the activation energy,
activation volume, and activation enthalpy for grain
matrix diffusion, respectively.

2.14.3.1.1.(ii) Grain-boundary diffusion A
similar expression applies in the Coble creep regime
in which the creep rate is limited by diffusion
through grain boundaries (Coble, 1963):

_"C ¼ �C
�Vm

RT

�Dgb

d 3
½35�

where �C is a geometrical term, � is the diffusion
width of the grain boundary, which is approximately
equal to the structural width of	1 nm (e.g., Atkinson,
1985; Carter and Sass, 1981; Ricoult and Kohlstedt,

1983a, 1983b), and Dgb is the diffusion coefficient for
the slowest species diffusing along the boundaries.
For grain boundaries

Dgb ¼ Do
gbexp –

�Egb þ P�Vgb

RT

� �
¼ Do

gbexp –
�Hgb

RT

� �
½36�

where Dgb
o is a material-dependent parameter and

�Egb, �Vgb, and �Hgb are the activation energy,
activation volume, and activation enthalpy for grain-
boundary diffusion, respectively. Again, the strain rate
increases linearly with increasing differential stress
and increases exponentially with inverse temperature
while decreasing exponentially with increasing pres-
sure. However, in contrast to the Nabarro–Herring
case, strain rate for Coble creep varies inversely as
the cube, rather than the square, of the grain size.

Comparison of eqn [33] with eqn [35] reveals the
following points: (1) Both creep mechanisms give rise

to Newtonian viscous behavior ( _" _ �1) with viscos-
ity, � X�/ _", independent of stress. (2) As long as the
grain size is small enough that diffusion creep dom-
inates over dislocation creep, Nabarro–Herring
creep ( _" _ 1/d 2) is more important than Coble
creep ( _" _ 1/d 3) at larger grain sizes. (3) Nabarro–
Herring creep dominates at higher temperatures
and Coble creep at lower temperatures because
�Hgb < �Hgm.

The analyses of Nabarro (1948) and Herring
(1950) and of Coble (1963) strictly apply to deforma-
tion of a single spherical grain. Subsequent analyses
pointed out the necessity of grain-boundary sliding
in diffusion creep of polycrystalline materials
(Liftshitz, 1963; Raj and Ashby, 1971). The fact
that grains tend to be equiaxed in samples deformed
in the diffusion creep field indicates that grain-
boundary sliding and grain rotation are crucial. The
creep process is essentially that of grain-boundary slid-
ing accommodated by diffusion both through grain
interiors and along grain boundaries, if grain boundaries
are too weak to a support shear stress. For this case,
�NH¼ 14 and �C ¼ 14�. Since grain-boundary and
grain-matrix diffusion are independent/parallel
processes, eqn [33] and [35] can be combined to give

_"diff ¼ 14
�Vm

RT

� �
Dgm þ

��Dgb

d

� �
1

d 2

� �
½37�

In general, this deformation mechanism is referred to
simply as diffusion creep.
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2.14.3.1.2 Deformation involving

dislocations

As differential stress and/or grain size increases, a
transition occurs from diffusion creep to dislocation-
dominated deformation. One estimate of the stress
required to move from the diffusion creep regime to
the dislocation creep regime is based on a calculation
of the stress required to operate a Frank–Reed dis-
location source, �FR, (Frank and Read, 1950) and thus
generate the dislocations necessary to sustain
deformation:

�FR �
2Gb

L
½38�

where L is the length of the dislocation segment
operating as the source of new dislocations. If, the
length of a dislocation line is limited by the grain size,
then for G¼ 70 GPa, b¼ 0.5 nm, and L¼ d¼ 10 mm,
�FR� 7 MPa

The strain produced by a single dislocation mov-
ing across a grain is very small, thus many
dislocations must be generated and move to accom-
plish a significant amount of deformation. The strain,
", produced in a cubic grain of dimension d by one
dislocation moving through the grain is

" ¼ b

d
½39�

Thus, if d¼ 1 mm, "� 5� 10�7. Greater strain is
achieved by moving a larger number of dislocations
through the grain. The density of dislocations, 	,
scales with applied differential stress as

	 � �

Gb

	 
2

½40�

such that 	� 109 m�2 for a differential stress of
1 MPa. The strain produced by this density of dis-
location moving a distance x is

" ¼ 	bx ½41�

For x¼ d, "� 5� 10�4 (still a small value). To
produce geologically significant strains, dislocations
must be generated, move through crystalline grains,
and then be removed so that new dislocations can
be generated to maintain an approximately con-
stant density of dislocations and keep the
deformation process going. If steady-state deforma-
tion is attained, then a balance must be achieved,
and one step in this series of steps will limit the
rate of deformation.

A number of models have been proposed
to describe the rate of deformation in terms of

applied stress, temperature, pressure, and other
thermodynamic and structural variables (e.g.,
Poirier, 1985, pp. 94–144; Evans and Kohlstedt,
1995). In the present chapter, characteristic ele-
ments of these models are reviewed in order to

provide a framework for examining laboratory-
determined deformation data and extrapolating to
geological conditions.

The dependence of the rate of deformation
accomplished by dislocation processes on differential
stress can be examined through the Orowan equation,
which is obtained by differentiating eqn [41] with
respect to time and noting that in steady state the
dislocation density is independent of time, q	/qt¼ 0
(Orowan, 1940; Poirier, 1985, pp. 62–63):

_" ¼ 	b�v ½42�

where �v is the average dislocation velocity. It should
be noted, however, that the q	/qt term is critical
when discussing transient deformation (e.g., deforma-
tion immediately following a change in stress). As
discussed in reference to eqn [40], the dislocation
density is proportional to approximately the square
of the stress, such that _" _ 	 _ �2. Additional depen-
dence of strain rate on differential stress enters
through the dislocation velocity term.

In this discussion, dislocation creep is divided into
three regimes. As with diffusion creep, the main
parameters determining the relative importance of
the various dislocation creep mechanisms are differ-
ential stress, temperature, pressure, and grain size.
First, at high temperature (low stress) and relatively
large grain size, all of the strain can be accomplished
by glide and climb of dislocations. These conditions
define the dislocation creep regime. Second, at high

temperature but smaller grain size, grain-boundary
sliding operates in conjunction with dislocation pro-
cesses to produce strain. These conditions define a
regime in which dislocation processes are accommo-
dated by grain-boundary sliding, simply referred to
here as the grain-boundary sliding regime. Third, at
low temperatures (high stresses), deformation takes
place by dislocation glide limited by the intrinsic

resistance of the lattice. These conditions delineate
the low-temperature plasticity regime.

2.14.3.1.2.(i) Dislocation creep To date, by
far the majority of analyses of plastic deformation in
geological materials have used a power-law equation
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to describe experimental results. A general form of
this flow law is

_" ¼ A
�n

d m
f

p
O2

f
q

H2O exp –
Qcr

RT
½43�

where A is a material-dependent parameter and Qcr is
the activation energy (strictly, enthalpy) for creep.
The power-law form of the creep equation arises by
considering the role of dislocation climb and grain-
boundary sliding in the deformation process.

The potential importance of dislocation climb as
the rate-controlling step of high-temperature,
steady-state creep was suggested in the early 1950s
by Mott (1951, 1953, 1956). Subsequently, several
climb-controlled creep models were developed that
relate strain rate to differential stress and tempera-
ture, the latter though the self-diffusivity (for reviews
see, e.g., Weertman (1978), Poirier (1985, pp. 94–144),
Cannon and Langdon (1988), Evans and Kohlstedt
(1995), and Weertman (1999)). The rate of climb of
edge dislocations depends directly on diffusive fluxes
of ions (e.g., Hirth and Lothe, 1968, pp. 506–519;
Poirier, 1985, pp. 58–62). The justification
for emphasizing the importance of climb in high-
temperature (T > (2/3)Tm, where Tm is the melting
temperature) deformation of crystalline materials is
the observed one-to-one correlation between the
activation energy for creep and the activation energy
for self-diffusion of the slowest ionic species. This
correlation has been observed for a large number
of metallic and ceramic materials (e.g., Dorn,
1956; Sherby and Burke, 1967; Mukerjee et al., 1969;
Takeuchi and Argon, 1976; Evans and Knowles,
1978) as well as for olivine (Dohmen et al., 2002;
Chakraborty and Costa, 2004; Kohlstedt, 2006).

Two climb-based models of dislocation creep
merit particular attention because of their pioneering
contributions in this area and because they incorpo-
rate most of the elements found in subsequent
models. Weertman (1955, 1957a) developed a flow
law for steady-state dislocation creep in which dis-
location glide produces the strain but dislocation
climb controls the stain rate. In this model, a disloca-
tion source generates a dislocation loop that expands
by gliding until it encounters an obstacle such as a
dislocation loop that was generated on a parallel glide
plane. The two dislocations interact to form a
dipole that prevents further glide until the two dis-
locations comprising the dipole climb to annihilate
one another. Once the dipole is annihilated, the dis-
location sources produce new dislocation loops
(i.e., dislocation multiplication) to continue the

deformation process. If glide is rapid and climb is
slow then the average dislocation velocity is

�v ¼ ,g þ ,̇c

tg þ tc
� ,g

,c
vc ½44�

where ,g is the glide distance, ,c is the climb distance,
and vc is the climb velocity (Poirier, 1985, p. 110;
Weertman, 1999). The climb velocity, which is deter-
mined by diffusion of the slowest atomic/ionic
species, is given by the expression (Hirth and
Lothe, 1968, pp. 506–519)

vc ¼ 2�
�V m

RT

D

b

1

ln Ro=r cð Þ ½45�

where the average spacing between dislocations, Ro,
is usually written in terms of the dislocation density
as Ro � 1=

ffiffiffi
	
p

, and the inner cutoff (core) radius, rc, is
generally set at rc� b. A flow law is then obtained by
inserting eqn [40] and [45] into the Orowan equation,
eqn [42], to yield (Weertman, 1999)

_" ¼ 2�
GVm

RT

�

G

	 
3 D

b2

1

ln G=�ð Þ
,g

,c
½46�

Nabarro (1967) formulated a model for steady-
state dislocation creep based solely on dislocation

climb. Bardeen–Herring sources (Bardeen and
Herring, 1952) generate dislocations that form a net-

work and continuously climb. Dislocation

multiplication occurs by operation of dislocation
sources thus increasing their density, while climb of

dislocations of opposite sign toward one another
results in annihilation thus decreasing their density.

A balance between multiplication and annihilation
results in steady-state creep described by the flow

law (Nabarro, 1967; Nix et al., 1971)

_" ¼ 2
GVm

RT

�

G

	 
3 D

b2

1

ln 4G=��ð Þ ½47�

Although the steady-state strain rates obtained
from the models developed by Weertman and
Nabarro, eqns [47] and [46], respectively, differ in

magnitude, these flow laws share fundamental ele-
ments. Both yield a cubic dependence of strain rate

on differential stress and a linear dependence of
strain rate on diffusivity. That is, both result in

power-law equations similar to that given in eqn
[43] with m¼ 0. The exponential dependence of

strain rate on temperature enters through D as does
at least part of the dependence of strain rate on
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oxygen and/or water fugacity. In detail, the depen-
dence of diffusivity on fugacity enters through the
concentration of the point defects (e.g., vacancies)
that enable diffusion of ions, as expressed in eqn [16].

As discussed by Hirth and Lothe (1968, pp. 506–529)
and Poirier (1985, pp. 58–62), the climb velocity is
directly proportional to the concentration of jogs, c j,
times the migration velocity of jogs, vj:

vc ¼ cjvj ½48�

The jog migration velocity is directly proportional to
the flux of ions to or from a dislocation and thus
directly proportional to the self-diffusion coefficient
of the slowest ion. It is usually assumed that disloca-
tions are fully saturated with jogs (i.e., cj¼ 1) such
that the concentration of vacancies remains at local
equilibrium along the dislocation line. If the concen-
tration of jogs is significantly below this level (i.e.,
cj << 1), then the jog concentration introduces an
extra energy term into the climb velocity, such that
the activation energy for climb will be larger than
that for self-diffusion of the slowest ion. In addition,
as discussed below, if the jog concentration depends
on the concentration of other point defects, then cj

may also be a function of thermodynamic parameters
such as oxygen fugacity and water fugacity (e.g.,
Hobbs, 1981, 1983, 1984).

2.14.3.1.2.(ii) Grain-boundary sliding and

migration Boundaries or interfaces separating
neighboring grains often contribute substantially to
plastic deformation of rocks. In the diffusion creep
regime, sliding along grain and interphase boundaries
is an essential aspect of deformation (Raj and Ashby,
1971). Thus, as discussed above, diffusion creep
might be more descriptively named diffusion-accom-
modated grain-boundary sliding.

Grain-boundary sliding (gbs) is also important
during deformation in which dislocations dominate
flow. Grain-boundary sliding has received a great
deal of attention in the literature on superplastic
deformation, a deformation process in which a solid
is deformed (in tension) to very large strains
(	1000% elongation) without failing by necking
and subsequent fracture (see for example, Ridley,
1995). Based on microstructural analyses, Boullier
and Gueguen (1975) argued that superplastic flow is
responsible for deformation in at least some mylo-
nites. Schmid et al. (1977) and Goldsby and Kohlstedt
(2001) discussed the possibility of superplastic flow in
their deformation experiments on limestone and ice,

respectively. However, as Poirier (1985, p. 204)
pointed out ‘‘superplasticity is a behavior, not a defi-
nite phenomenon.’’ Thus, in this paper, emphasis is
given to the coupling between grain-boundary slid-
ing and dislocation activity in the deformation
process without appealing specifically to the term
superplasticity.

In this regime, strain rate varies with differential
stress according to a power-law relationship such as
the one presented in eqn [43] with n > 1. This obser-
vation immediately implies that grain-boundary
sliding cannot be accommodated simply by diffusion,
which would lead to a linear dependence of strain
rate on stress (e.g., Ashby and Verrall, 1973). A num-
ber of models examine deformation processes
involving grain-boundary sliding coupled with dis-
location motion. A few of these studies are mentioned
here to bring out the key elements of this process,
with more extensive lists of references available in
Poirier (1985, section 7.4) and elsewhere (Kaibyshev,
1992; Langdon, 1994, 1995).

Ball and Hutchinson (1969), Mukherjee (1971),
and Gifkins (1976, 1978) considered the motion of
grain-boundary dislocations impeded by obstacles in
the grain boundaries. Stress concentrations that
develop at ledges or triple junctions are relieved by
the generation of dislocations that then move through
the adjoining grains. These dislocations, piled up
against neighboring grain boundaries, are removed
by climb into the grain boundaries. As these extrinsic
dislocations move along grain boundaries, they con-
tribute to grain-boundary sliding. Kaibyshev (2002)
in particular emphasized the importance of this
excess population of dislocation in the grain bound-
aries due to interaction of the grain boundaries with
lattice dislocations. This approach leads to the
flow law

_" ¼ Agbs

Dgb

d 2

GVm

RT

�

G

	 
2

½49�

where the value of the parameter Agbs, which depends
on the details of the grain-boundary sliding process
and the dislocation recovery mechanism (see
Langdon, 1994), has a value of order 10. This type
of analysis is applied to the situation in which a
subgrain structure does not build up within the indi-
vidual grains so that dislocations move relatively
freely from one grain boundary, across the grain, to
the opposite grain boundary.

If grains contain subgrains, then dislocations that
are generated by sliding along a grain-boundary glide
across the adjoining grain until they encounter a

402 Constitutive Equations, Rheological Behavior, and Viscosity of Rocks



subgrain boundary. The dislocations then climb into
the subgrain boundary, interact with dislocations in
the subgrain wall, and are annihilated (Langdon,
1994). This type of analysis leads to a flow law of
the form

_" ¼ Bgbs

Dgm

d 1

GVm

RT

�

G

	 
3

½50�

with Bgbs� 1000. Note that eqns [49] and [50] differ
in their dependence on stress (�2 vs �3), on grain size
(1/d 2 vs 1/d ), and on temperature (Q gb vs Q gm).

In silicates, evidence for creep involving grain-
boundary sliding and dislocations motion has been
identified in deformation data for dry olivine
(Kohlstedt and Wang, 2001; Hirth and Kohlstedt,
2003) and is apparent in the results for dry clino-
pyroxene (Bystricky and Mackwell, 2001) for which a
coarse-grain rock is a factor of 	10 stronger than a
fine-grained sample fabricated from powders pre-
pared from the coarse-grain rock. Interestingly, this
grain-boundary sliding regime appears to be absent
in olivine deformed under hydrous conditions, pos-
sibly because an enhancement of dislocation climb
provides the extra deformation mechanism required
to fulfill the von Mises criterion (Mei et al., 2002;
Hirth and Kohlstedt, 2003).

In addition to their contribution to deformation by
producing strain as they slide, grain boundaries facil-
itate deformation by migrating in response to the
strain energy associated with high densities of
dislocations within the grains. This dynamic recrys-
tallization process does not itself produce strain;
however, it does remove dislocations within grains,
resulting in a population of small grains that are, at
least initially, free of dislocations. Dislocations gen-
erated at grain boundaries can more easily glide
across these dislocation-free grains, unimpeded by
interactions with other dislocations, than through
larger grains containing high densities of dislocations.
In addition, since the contribution of grain-boundary
sliding to deformation increases with decreasing
grain size as indicated in eqns [49] and [50], grain-
boundary sliding can contribute to deformation in
regions of small grains, thus also enhancing the rate
of deformation. Hence, dynamic recrystallization
often results in ‘strain softening’, a reduction in
creep strength with progressive deformation (i.e.,
increasing strain) of a rock (e.g., de Bresser et al.,
2001; Drury, 2005). Dynamic recrystallization can
also occur by subgrain rotation by which dislocations
are removed from the interiors of grains by addition
to low-angle boundaries (e.g., Poirier, 1985,

pp. 169–177). As dislocations are added to these
(low-angle) subgrain boundaries, the misorientation
angle increases until distinct new grains (i.e., high-
angle grain boundaries) form. An example of
dynamic recrystallization involving grain-boundary
migration and simultaneous subgrain rotation is pre-
sented in Figure 9. Again, the removal of dislocations
from within the grains reduces temporarily the num-
ber of obstacles to dislocation glide, and the
formation of smaller grains makes the operation of
grain-size-sensitive deformation processes (diffusion
creep and grain-boundary sliding) more favorable.

2.14.3.1.2.(iii) Low-temperature plasticity At
lower temperatures and hence higher stresses,
power-law formulations underpredict the observed
increase in strain rate with increasing stress. As tem-
perature decreases, diffusion becomes too slow to
permit a significant contribution of dislocation
climb to the deformation process. The rate of defor-
mation then becomes limited by the ability of
dislocations to glide past obstacles. In silicate miner-
als with a significant component of covalent bonding,
dislocations must overcome the resistance imposed
by the lattice itself, often referred to as the Peierls
barrier (e.g., Frost and Ashby, 1982, pp. 6–9). Motion
of dislocations over the Peierls barrier requires the
nucleation and migration of kinks (steps along dis-
location lines that lie in the glide plane), with the

Recrystallized
grain

50 mm

Low-angle
boundaryMigrating

boundary

Figure 9 Transmitted-light optical micrograph with

polarizers crossed of thin section of (Fe0.5Mg0.5)2SiO4

illustrating the process of dynamic recrystallization
occurring both by subgrain rotation and grain-boundary

migration. Sample was deformed in torsion to a shear strain

of 
¼ 4. Courtesy of Y-H Zhao.
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nucleation rate of pairs of kinks generally assumed to

limit the dislocation velocity (Frost and Ashby, 1982,

p. 8). The dislocation velocity is determined by the

glide velocity, vg, and consequently by the kink velo-

city, vk:

v � vg ¼ ckvk ½51�

where ck is the concentration of kinks. The activation
enthalpy for the nucleation and migration of double
kinks, �Hk(�), is a function of differential stress.
A detailed analysis for �Hk(�) yields (Kocks et al.,
1975, p. 243; Frost and Ashby, 1982, p. 8)

�Hk �ð Þ ¼ �H o
k 1 –

�

�P

� �r� �s

½52�

where �Hk
o is the Helmholtz free energy of an

isolated pair of kinks, �P is the Peierls stress, and r

and s are model-dependent parameters (Frost and
Ashby, 1982, p. 9). From Orowan’s equation, eqn
[42], the flow law then becomes

_" ¼ _"P
�

G

	 
2

exp –
�H o

k

RT
1 –

�

�P

� �r� �s �
½53�

where "?P is a material-dependent parameter.
An illustrative method for displaying the condi-

tions under which a given deformation mechanism

dominates flow is the deformation mechanism

map (Frost and Ashby, 1982). At present, olivine is

the only mineral for which data exist in the

diffusion, dislocation, grain-boundary sliding, and

low-temperature plasticity regimes. Four parameters
are usually considered when constructing a deforma-
tion mechanism map: strain rate, stress, grain
size, and temperature. Examination of eqn [32]
indicates that other parameters could be included
(e.g., pressure, water fugacity, and melt fraction)
depending on the application. Here, the classical
form is first used in which stress is plotted as a
function of temperature for a fixed grain size (and
fixed pressure, water fugacity, etc.) with strain rate
shown parametrically. In Figures 10(a) and 10(b),
differential stress is plotted as a function of tempera-
ture for dunite rocks composed of 10-mm grains and
1-mm grains, respectively. Flow parameters for the
diffusion, dislocation, and grain-boundary sliding
regimes are taken from Hirth and Kohlstedt (2003),
while those for the low-temperature plasticity
regime are from Goetze (1978) and Evans and
Goetze (1979). For a fine-grained rock with
d¼ 10 mm such as might be found in a shear zone
(Figure 10(a)), diffusion creep dominates at geologi-
cal strain rates, 10�15–10�10 s�1 for stresses below
	300 MPa. At higher stresses, grain-boundary sliding
becomes important, and at still higher stresses, low-
temperature plasticity dominates. For a coarser-
grained rock with d¼ 1 mm such as might be
expected in the upper mantle (Figure 10(b)), defor-
mation at geological strain rates and stresses
appropriate for the asthenosphere occurs near the
boundary between the diffusion and dislocation
creep regimes, while deformation in the lithosphere
requires dislocation creep or low-temperature
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Figure 10 Deformation mechanism maps plotted as differential stress as a function of temperature for dunite with grain

sizes of (a) 10mm and (b) 1 mm. (a) At the smaller grain size for a strain rate of 10�15 s�1, deformation occurs by diffusion creep
for stresses up to 	300 MPa above which deformation is dominated by grain-boundary sliding and then by low-temperature

plasticity. (b) At the larger grain size for a strain rate of 10�15 s�1, with increasing stress deformation moves from the diffusion

creep regime to the dislocation creep regime to the low-temperature plasticity regime.
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plasticity. Strong seismic anisotropy in the mantle at

depths less than 	250 km indicates that deformation
occurs by dislocation processes (e.g., Montagner,

1985; Nishimura and Forsyth, 1989; Gaherty and

Jordan, 1995). In contrast, the apparent lack of

seismic anisotropy at greater depths, below the

Lehmann discontinuity (Lehmann, 1959, 1961), has
been interpreted as an indicator of diffusion creep

(Karato, 1992), although more recent observations

indicate that a weak anisotropy exists in this deeper

region, characteristic of dislocation activity on the

(hk0)[001] slip system (Mainprice et al., 2005).
An alternative form of the deformation mechanism

map that provides insight into mantle deformation

process is obtained by plotting stress as a function of

grain size with strain rate again shown parametrically,

as illustrated in Figure 11. The greater importance of

grain-boundary sliding at the lower temperature
(800�C vs 1300�C) is clear in this comparison. This

behavior reflects the fact that the activation energy for

grain-boundary sliding below 	1250�C appears to be

smaller than that for dislocation creep, 	400 kJ mol�1

versus 	500 kJ mol�1(Hirth and Kohlstedt, 2003)
although this point remains to be confirmed experi-

mentally (e.g., Mei and Kohlstedt, 2000b). Also, the

contribution of low-temperature plasticity is, as

expected, greater at 800�C. Finally, at 1300�C for

geological stresses, strain rates, and asthenospheric
grain sizes, deformation occurs close to the boundary

between diffusion and dislocation creep.

2.14.3.2 Role of Fluids in Rock Deformation

Two important, often-present components that can
result in a substantial weakening of rocks are melt
and water. If either is present, even in small concen-
tration, it can profoundly reduce the viscosity of
a rock.

2.14.3.2.1 Role of melt in rock

deformation

The influence of melt on rock viscosity enters con-
stitutive equations in two ways (Kohlstedt, 2002;
Xu et al., 2004). First, melt provides a path along
which ions can diffuse more rapidly than they can
either through grain interiors or along grain bound-
aries. Second, since melt does not support shear
stresses, for a given applied macroscopic stress, the
stress at the grain scale will be locally increased if
melt is present.

Both of these contributions to the high-tempera-
ture strength of a rock were included in the analysis
by Cooper et al. (1989) of the effect of melt on diffu-
sion creep of an aggregate composed of a fluid plus a
solid phase. Such analyses depend critically on the
distribution of the melt phase. In this particular
model, the melt distribution was assumed to be that
dictated by surface tension for an isotropic system
under a hydrostatic state of stress for which the
dihedral angle, �, is determined by the relative values
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Figure 11 Deformation mechanism maps plotted as differential stress as a function of grain size for dunite at temperatures

of (a) 800�C and (b) 1300�C. (a) At the lower temperature for a strain rate of 10�15 s�1, deformation occurs by diffusion creep
for grain sizes less than 	200mm and by dislocation creep at larger grain sizes. At higher strain rates, grain-boundary sliding

contributes at grain sizes smaller than 	50mm such as might be present in shear zones. (b) At the higher temperature,

deformation is dominated by diffusion creep at finer grain sizes and by dislocation creep at coarser grain sizes.
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of the solid–liquid and solid–solid interfacial

energies, 
sl and 
ss, respectively:

cos
�

2

� �
¼ 
ss

2
s1
½54�

For the olivine þ mid-ocean ridge basalt (MORB)
case, the average dihedral angle is 	40�

(i.e., 0 < �< 60�) such that, ideally, melt forms an
interconnected network along three-grain junctions
and through four-grain corners, such as illustrated
in Figure 12. Average values for dihedral angle of
<60� are observed for many rocks composed of sili-
cate minerals plus a silicate melt. However, as
illustrated in Figure 13, for melt fractions greater
than 	0.05 the model of Cooper and Kohlstedt
(Cooper et al., 1989) significantly underpredicts the
decrease in viscosity measured in experiments on
partially molten rocks in the diffusion creep regime
(Hirth and Kohlstedt, 1995a; Zimmerman and
Kohlstedt, 2004).

One important aspect not taken into account in
the above analysis is the fact that the wetting beha-

vior of most partially molten systems is not isotropic

(e.g., Cooper and Kohlstedt, 1982). As illustrated in

Figure 14, microstructural observations demonstrate

that melt wets a fraction of the grain boundaries,

behavior not predicted for an isotropic system with

�> 0� . Furthermore, the percentage of grain bound-

aries wetted by melt increases with increasing melt

fraction, � (Hirth and Kohlstedt, 1995b). At the time

of writing of this chapter, a model that appears to deal

adequately with the effect of this microstructural

distribution of melt on diffusion creep behavior is

being developed (Takei and Holtzman, 2006). This

model expresses the viscosity of a partially molten

rock in terms of grain-boundary contiguity (the ratio

of grain-boundary area to grain-boundary area plus

grain-melt interfacial area). This model extends that

of Cooper and Kohlstedt (Cooper et al., 1989) from

two to three dimensions and includes the observed

anisotropic wetting of grains. One important result of

(c)(a)

0° < θ ≤ 60° θ  >  60°

θ/2
(b)

Solid

Solid SolidSolid

Solid

Solid
Melt

(d)

Figure 12 Sketch of melt distribution in a partially molten rock with isotropic interfacial energies. In (a) with 0� < �
60�, melt

wets all of the triple junctions and four-grain junctions; (b) cross-section through a triple junction midway along a grain edge

illustrates the presence of melt. In (c) with �> 60�, melt is confined to four-grain junctions; (d) cross-section through a triple
junction midway along a grain edge illustrates the absence of melt. Adapted from Riley GN, Jr and Kohlstedt DL (1990) An

experimental study of melt migration in an olivine-melt system. In: Ryan MP (ed.) Magma Transport and Storage, pp. 77–86.

New York: John Wiley & Sons.
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this model for the diffusion creep regime is a factor-

of-five decrease in viscosity caused by increasing �
from 0 to 0.001 (i.e., 0.1% melt). This model yields a

good fit to the experimental data for �> 0. The

predicted factor-of-five decrease in viscosity in

going from �¼ 0 to �¼ 0.001 has not been observed

experimentally, possibly because most of the samples

fabricated for these experiments contain a trace

amount of melt due to impurities introduced during

the crushing and grinding process or produced from
inclusions within the olivine crystals used to prepare
fine-grained powders from which samples were
synthesized (Faul and Jackson, 2006).

Experimental determinations of strain rate as a
function of melt fraction in both the diffusion creep
regime and the dislocation creep regime have been
empirically fit to the relation

_" �ð Þ ¼ _" 0ð Þexp ��rð Þ ½55�

for melt fractions from near zero to the rheologi-
cally critical melt fraction (RCMF) with r¼ 1 for
the olivine þ basalt system (Kelemen et al., 1997;
Mei et al., 2002; Scott and Kohlstedt, 2006) as well
as for an organic crystal plus melt system (Takei,
2005) and r¼ 3 for a partially molten granitic rock
(Rutter and Neuman, 1995, Rutter et al., 2006). The
RCMF is the melt fraction at which, with increas-
ing melt fraction, viscosity of a melt-solid system
moves from that of a solid framework with inter-
stitial melt to that of a melt containing grains in
suspension.

Melt has a greater effect on viscosity in the dis-
location creep regime than in the diffusion creep
regime, at least in the olivine þ basalt and partially
molten lherzolite systems (Mei et al., 2002;
Zimmerman and Kohlstedt, 2004; Scott and
Kohlstedt, 2006). This point is illustrated in
Figure 15 with �¼ 21 in the diffusion creep regime
and �¼ 32 in the dislocation creep regime. At melt
fractions greater than the RCMF, a partially molten
rock behaves as a fluid (melt) containing suspended
particles. The Einstein–Roscoe equation (Roscoe,
1952),

�ER �ð Þ ¼ �

1:35� – 0:35ð Þ2:5
½56�

which reasonably well describes the viscosity of a
system with �> 0.25–0.30, is also shown in
Figure 15. In eqn [56], � is melt viscosity. Finally,
it should be noted that the onset of melting will affect
grain-boundary chemistry, which will indirectly
affect rock viscosity through its influence on the
rates of ionic diffusion along grain boundaries
(Hiraga et al., 2007).

2.14.3.2.2 Role of water in rock

deformation

Water weakening of nominally anhydrous silicate
minerals was first observed in the mid-1960s in an
experimental study of the strength of quartz (Griggs
and Blacic, 1965). In these solid-medium deformation
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Figure 13 Plot of normalized strain rate, _"(�)/ _"(0), vs melt
fraction. Circles are the experimentally determined values.

Dashed curves are based on model of Cooper et al. (1989)

for 1� 
 �
59�. Solid line is a fit of the experimental data to
the empirical relationship _"(�)/ _"(0)¼ exp(��), yielding

�¼22. For �< 0.15, data are from Hirth and Kohlstedt

(1995a). For �> 0.15, data are from Scott and Kohlstedt

(2006).
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Figure 14 Backscattered scanning electron micrograph

of sample of olivine þ5% basalt. Both melt-filled triple
junctions and wetted grain boundaries are identified. The

presence of wetted grain boundaries demonstrates that the

interfacial energies are anisotropic in this system, since melt
would be confined to triple junctions in an isotropic system

with a similar dihedral angle of �� 40�.
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experiments, samples deformed with a hydrous

confining medium (talc) were weaker than samples

deformed with an anhydrous confining medium.

Subsequently, water weakening has been reported

for other nominally anhydrous minerals (NAMs)
including olivine (e.g., Avé Lallemant and Carter,

1970), pyroxene (Avé Lallemant, 1978), and feld-

spar (e.g., Tullis and Yund, 1980). These first

studies of water weakening emphasized the phe-

nomenon. A second generation of experiments
focused on the mechanism of water weakening by

studying the dependence of viscosity on water

fugacity, that is, on the concentration of water-

derived point defects (Kronenberg and Tullis,

1984; Kohlstedt et al., 1995; Post et al., 1996; Mei

and Kohlstedt, 2000a, 2000b; Karato and Jung,
2003; Chen et al., 2006).

The first model of water or hydrolytic weakening
was built on a mechanism in which water hydrolyzes

strong Si–O bonds forming weaker Si–OH� � �OH–Si

bonds (Griggs, 1967). Thus, dislocation glide is easier

under hydrous conditions than under anhydrous con-
ditions; effectively, the Peierls stress/barrier

decreases as Si–O–Si bridges become hydrolyzed.

In this analysis, the rate of dislocation glide is limited
by the propagation of kinks along dislocations, a
process facilitated by diffusion of water along dislo-
cation cores. The dislocation velocity is then taken to
be proportional to the concentration of water
(Griggs, 1974).

More recent models of water weakening have
emphasized the role of water-derived point defects,
particularly hydrogen ions (protons) (Hobbs, 1981,
1983, 1984; Poumellec and Jaoul, 1984; Mackwell
et al., 1985). Protons diffuse rapidly in NAMs (for a
review, see Ingrin and Skogby, 2000) such as
quartz (Kronenberg et al., 1986), olivine (Mackwell
and Kohlstedt, 1990; Kohlstedt and Mackwell,
1998, 1999; Demouchy and Mackwell, 2003), and
pyroxene (Ingrin et al., 1995; Hercule and Ingrin,
1999; Carpenter Woods et al., 2000; Stalder and
Skogby, 2003). Thus, initially dry, millimeter-size
samples can be hydrated in high-temperature,
high-pressure experiments lasting a few hours or
less. The presence of protons in a NAM affects the
velocity of a dislocation in two possible ways. First,
since protons are charged, a change in the concen-
tration of protons will result in a change in the
concentration of all other charged point defects.
Hence, the introduction of protons into a NAM
will directly affect the concentrations of vacancies
and self-interstitials on each ionic sublattice and
consequently the rates of diffusion of the constitu-
ent ions and the rate of dislocation climb. In
addition, extrinsic point defects, specifically
water-derived point defects, can affect the concen-
trations of kinks and jogs along dislocation lines
and thus dislocation velocity as expressed in eqns
[48] and [51] (Hirsch, 1979, 1981; Hobbs, 1981,
1984). The effect of water-derived point defects
on the concentrations of kinks and jogs can enter
in two ways. First, for minerals containing a transi-
tion metal such as Fe (i.e., semiconducting
silicates), the presence of water-derived point
defects will affect the concentration of electron
holes, h?, which in turn can affect the concentra-
tions of kinks and jogs by ionizing initially neutral
jogs (Hirsch, 1979, 1981; Hobbs, 1984). For the case
of kinks, a positively charged kink, k?, can be
produced from a neutral kink by the reaction

k� þ h?
¸ k? ½57�

for which the law of mass action yields

k?½ � ¼ K57 k�½ � h?½ � ½58�
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Figure 15 Plot of viscosity of a partially molten rock

versus melt fraction illustrating the transition between flow

controlled by a framework of solid particles with interstitial
melt to flow dominated by melt with suspended particles. At

low melt fractions, dislocation creep and diffusion creep are

described by eqn [55] with r¼ 1 and �¼21 and 32,

respectively. At the RMCF, which marks the transition from
solid-like to fluid-like behavior, viscosity plummets rapidly

with increasing melt fraction. At higher melt fractions,

�> 0.25–0.30, the Roscoe–Einstein relation, eqn [56],

describes deformation of a mixture of melt with suspended
particles. Adapted from Scott T and Kohlstedt DL (2006)

The effect of large melt fraction on the deformation behavior

of peridotite. Earth and Planetary Science Letters 246:
177–187.
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The total concentration of kinks then becomes

ktot½ � ¼ k�½ � þ k?½ � ¼ k�½ � 1þ K57 h?½ �ð Þ ½59�

where the second term can be much larger than unity
and dominate the kink population. The dependence
of kink concentration on water (proton) concentra-
tion or water fugacity then enters through
concentration of positively charged kinks, thus
enhancing the dislocation glide velocity. A similar
argument can be used for increasing the concentra-
tion of jogs, and thus the dislocation climb velocity.
While this approach provides one mechanism for
increasing dislocation velocity in NAMs, it is not
easily extended to minerals such as quartz that do
not contain significant concentrations of transition
metals. Therefore, a more direct influence of water-
derived point defects on kink and jog concentrations
needs to be considered. In point defect notation, the
addition of protons, _p, to a nominally anhydrous
silicate will affect the concentration of kinks through
a reaction such as

k� þ _p k� – _pf g? ½60�

where the curly brackets { } indicate the formation of
a neutral kink associated with a proton. Application
of the law of mass action yields

k� – _pf g?½ � ¼ K60 k�½ � _p½ � ½61�

The total concentration of kinks is then

ktot½ � ¼ k�½ � þ k� – _pf g?½ � ¼ k�½ �
�
1þ K60 _p½ �

�
½62�

Again, a similar equation applies for jogs. The depen-
dence of kink and jog concentrations on water
concentration/fugacity then comes directly through
the dependence of proton concentration on water
fugacity.

The high-temperature deformation behaviors of
anorthite, clinopyroxene, and olivine deformed in
the dislocation creep regime under anhydrous and
ander hydrous conditions are compared in Figure 16.
A similar comparison is made for the diffusion creep
regime by Hier-Majumder et al. (2005a). In the dis-
location creep regime, the dependence of strain rate
on water fugacity has been quantified for olivine
(Mei et al., 2002; Hirth and Kohlstedt, 2003; Karato
and Jung, 2003) and for clinopyroxene (Chen et al.,
2006). In the case of olivine, strain rate increases as
water fugacity to the 	1st power, while in the case of
clinopyroxene, strain rate increases as water fugacity
to the 	3rd power. In the diffusion creep regime,
creep rate increases as water fugacity to the 	1st

power for olivine (Mei and Kohlstedt, 2000a) and to

the 	1.4 power for clinopyroxene (Hier-Majumder

et al., 2005a). To assess possible explanations for these

observed dependences of strain rate on water fuga-

city, Table 2 summarizes the relationships between
the concentration of various point defects and water

fugacity for several charge neutrality conditions for a

transition-metal silicate. (1) For olivine under both

anhydrous and hydrous conditions, the activation

energies for dislocation creep (Hirth and Kohlstedt,

2003) and those for Si self-diffusion (Dohmen et al.,

2002; Chakraborty and Costa, 2004) agree within

experimental error (Kohlstedt, 2006). This observa-
tion suggests that the high-temperature creep of

olivine is controlled by dislocation climb limited by

diffusion of the slowest ionic species, Si, under both

dry and wet conditions. In this case, the jog concen-

tration is unity, that is, the dislocations are fully

saturated with jogs (see eqn [48] and the discussion

that follows). Under hydrous conditions, the water

fugacity exponent, q, in eqn [43] of 	1 is consistent
with Si diffusing by a vacancy mechanism with the

major Si vacancy being part of the point defect
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Figure 16 Strain rate vs stress for samples of anorthite,

clinopyroxene, and olivine deformed in the dislocation

creep regime under anhydrous and hydrous conditions. In

each case, samples deformed under hydrous conditions are
weaker than those deformed under anhydrous conditions.

The water fugacity for samples deformed under hydrous

conditions at a confining pressure of 300 MPa and 1473 K is

	300 MPa. Results are taken from R&D, Rybacki and
Dresen (2000); C,H,&K, Chen et al. (2006); M&K, Mei and

Kohlstedt (2000a); C&P, Chopra and Paterson (1984); and

B&M, Bystricky and Mackwell (2001).
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associate 2 OHð Þ?O – V00Si

� �
99 X 2Hð Þ0Si and charge

neutrality given by OHð Þ?O
� �

¼ H9Me½ � (see
Table 2). Diffusion of Me ions also varies as water
fugacity to the 1st power (Hier-Majumder et al.,
2005b), indicating that (2H)Me

� is the primary point
defect on the Me sublattice responsible for diffusion
(see Table 2). (2) The situation appears to be more
complex for clinopyroxene. The stress exponent is
n¼ 2.7� 0.3, consistent with the climb-controlled
creep models discussed above. Unfortunately, diffu-
sion data are lacking for comparison with the creep
data. The relatively strong dependence of strain rate
on water fugacity, q¼ 3.0� 0.6, in the dislocation
creep regime suggests that a simple climb-controlled
mechanism may not apply for high-temperature
deformation of clinopyroxene (see Table 2). One
possible way to reconcile this large value for the
water fugacity exponent is as follows: (1) Creep is
climb controlled; (2) charge neutrality condition is
given by h?½ � ¼ H9Me½ � or by p?½ � ¼ H9Me½ �; (3) strain
rate is limited by Si diffusion by a vacancy mechan-
ism involving the defect associate 4 OHð Þ?O –

�
V00Sig� X 4Hð Þ�Si; (4) dislocations are undersaturated

with jogs with the jog concentration dominated by
neutral jogs associated with protons, k� – p?

� �?
, as in

eqns [61] and [62]. These scenarios yield a water
fugacity exponent for strain rate of 2� and 2‰,
both within the experimental uncertainty of the mea-
sured value. Clearly, diffusion data are critical in
order to develop this type of argument more
completely.

2.14.4 Upper-Mantle Viscosity

In this section, viscosity profiles for the upper mantle
constrained by geophysical observations and calcu-
lated from laboratory-derived flow laws are
compared. Two situations are considered: first, global
average values determined from analyses of glacial

isostatic adjustment are examined relative to those

calculated for dunite containing 1000 H/106Si.

Second, the viscosity of the upper-mantle region

beneath the western US is compared to the viscosity

predicted for dunite deforming under water-satu-

rated conditions.
Laboratory results for dunite are used because it is

the only rock for which data are available over a wide

range of upper-mantle conditions. Justification for

this choice is based on the observations that olivine

is the major mineral in the upper mantle and that,

under conditions for which data are available, the

flow behavior of dunite is nearly identical to that of

lherzolite (Zimmerman and Kohlstedt, 2004).

Furthermore, flow laws for melt-free dunite are

used because, at small melt fractions, homogeneously

distributed melt has a relatively small effect on visc-

osity. For �¼ 0.02, viscosity is a factor of <2 smaller

than the viscosity of a melt-free rock (Figures 13 and

15); larger melt fractions would be difficult to trap in

the mantle over long periods of time. By comparison,

the viscosity of dunite containing 1000 ppm water is a

factor of >100 smaller than the viscosity of dry dunite

(Figure 16). Thus, the effect of water rather than

melt is emphasized here. It should be noted that

melt might have a larger effect on viscosity if it

segregates into melt-rich bands as observed in

large-strain experiments on partially molten perido-

tites (Holtzman et al., 2003a, 2003b, 2005); however,

this area remains to be fully explored.
Finally, viscosity profiles are calculated for dislo-

cation creep rather then diffusion creep. Three points

justify this choice. First, strong seismic anisotropy at

depths of <250 km (e.g., Nishimura and Forsyth,

1989) and weak but persistent seismic anisotropy at

great depths (Mainprice et al., 2005) indicate that

deformation in the upper mantle is dominated by

dislocation processes. Second, analysis of the influ-

ence of rheological properties on the evolution of the

tip of a subducting slab indicates that non-Newtonian

Table 2 Dependence of point defect concentrations on water fugacity, expressed as the exponent q in the relationship

½ �_ fq
H2O

, for several charge neutrality conditions for a transition-metal silicate

[FeMe
? ]

[h?] [Fe9Si] [V0Me]
[(OH)O

? ]
[p?] [H9Me] [(2H)Me

x ] [O0i ] [V00Si] [H-Si] [(2H)0Si] [(3H)9Si] [(4H)Si
x ]

[h?]¼ 2[V0Me] 0 0 0 1/2 1/2 1 0 0 1/2 1 3/2 2

[p?]¼ 2[V0Me] �1/6 1/6 1/3 1/3 2/3 1 1/3 2/3 1 4/3 5/3 2
[p?]¼ [Fe9Si] �1/4 1/4 1/2 1/4 3/4 1 1/2 1 5/4 3/2 7/4 2

[h?]¼ [H9Me] 1/4 �1/4 �1/2 3/4 1/4 1 �1/2 �1 �1/4 1/2 5/4 2

[p?]¼ [H9Me] 0 0 0 1/2 1/2 1 0 0 1/2 1 3/2 2
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behavior (i.e., dislocation creep) facilitates the initia-
tion of subduction (Billen and Hirth, 2005). Third, as
illustrated in Figures 10 and 11 as well as in Hirth
(2002) and Hirth and Kohlstedt (2003), deformation
of dunite at temperatures above 	1000�C occurs
primarily by dislocation glide and climb with con-
tributions from grain-boundary sliding.

2.14.4.1 Upper-Mantle Viscosity Profile

Recent papers by Kaufmann and Lambeck (2002) and
Hirth and Kohlstedt (2003) have investigated upper-
mantle viscosity profiles based on analyses of glacial
isostatic adjustment and laboratory-derived flow laws,
respectively (Dixon et al., 2004). Kaufmann and
Lambeck (2002) examined changes of Earth’s surface
associated with the retreat of Late Pleistocene ice
sheets to obtain global average models of viscosity
profiles. They obtained a rather narrow range of
values for upper-mantle viscosity of between
3� 1020 and 3� 1021 Pa s for the depths of 60–
410 km with a best fitting result of 3� 1020 to
5� 1020 Pa s for 120–410 km, as illustrated in
Figure 17, for which a rigid, elastic lithosphere over-
lies the viscoelastic upper mantle.

Hirth and Kohlstedt (2003) critically reviewed
published experimental data from laboratory experi-
ments on dunite rocks and olivine aggregates. Best-fit

values for the flow-law parameters in eqn [43], sum-
marized in their table 1, were used in the present
analysis. The activation volume as a function of
depth was calculated using their equation 3, which is
based on a calculation of the elastic strain necessary to
create and move point defects. The temperature as a
function of depth was determined based on an adia-
batic geotherm with a potential temperature, Tp, of
1350�C. A water concentration of 1000 H/106Si was
employed following the study of Hirth and Kohlstedt
(1996). Two viscosity profiles are presented in
Figure 17, one assuming constant stress (�¼ constant)
and the other assuming constant rate of viscous energy
dissipation, that is, � _"¼ constant (e.g., Christensen,
1989). For additional details, the reader is referred to
Hirth and Kohlstedt (2003). The viscosity profile with
� _" constant, which changes by a factor of three in
viscosity in going from 60 to 410 km, is much steeper
than the viscosity profile with � constant, which
changes by a factor of 120 in viscosity over the same
depth range. Hence, it is difficult to reconcile profiles
obtained with � constant with the constraints obtained
from glacial isostatic adjustment results. In contrast,
profiles produced from laboratory data with � _" con-
stant are in reasonably good agreement in terms of
both the narrow width and the magnitude reported
from the glacial isostatic adjustment analyses.

2.14.4.2 Western US Mantle Viscosity
Profile

In their analysis of the role of water on the lateral
variation in upper-mantle viscosity, Dixon et al.

(2004) tabulated constraints on the viscosity structure
of the upper mantle beneath the western US (their
table 1). Values of viscosity were based on the inves-
tigations of Bills et al. (1994), Kaufmann and Amelung
(2000), Nishimura and Thatcher (2003), and Pollitz
et al. (2000, 2003). These studies examined the
response of Earth’s surface to smaller, more local
loads (earthquakes and lake level changes) than ana-
lyzed in the glacial isostatic adjustment work. Thus,
their resolution is best in the shallower portion of the
upper mantle. Dixon et al. (2004) emphasized the
distinctly lower values of mantle viscosity observed
in the western US (1018–1019 Pa s) compared with the
global average values (1020–1021 Pa s). These authors
make a compelling case that this difference is due to
enrichment in water of the upper mantle beneath the
western US associated with subduction of the
Farallon Plate, which hydrates and weakens the man-
tle. In Figure 18, the range of viscosity obtained for
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the western US is compared with viscosity profiles

calculated based on the flow laws determined by

Hirth and Kohlstedt (2003). Viscosity profiles are

again calculated for � constant and for � _" constant.

The geotherm was taken from figure 1 of Dixon et al.

(2004), which was obtained from P-wave tomo-

graphic inversion for the western US (Goes and

van der Lee, 2002). Water content was taken to be

saturated following the solubility law determined by

Kohlstedt et al. (1996) and Zhao et al. (2004). As

illustrated in Figure 18, the flow law for dislocation

creep of dunite determined from laboratory experi-

ments yields a viscosity profile that falls within the

range of values obtained from measurements of

Earth’s response to changes in more local surface

loads. The profile with � _" constant yields a relatively

small decrease in viscosity with increasing depth,

while the profile with � constant produces a much

larger decrease in viscosity over the same depth

range. In either case, the good agreement between

the viscosity profiles determined from field observa-

tion and those calculated based on experimentally

determined flow laws supports extrapolation of the

laboratory-derived constitutive equations to pro-

blems of geophysical interest.

2.14.5 Concluding Remarks

While the good agreement between laboratory and

field observations for the viscosity structure of the

upper mantle is encouraging, even exciting, several

important areas remain that require experimental

investigation of the rheological properties of mantle

rocks. Possibly the most obvious void is the paucity of

deformation studies on transition zone and lower-

mantle minerals and rocks. Progress in this field has

been slow, largely due to a lack of apparatuses capable

of carrying out experiments under well-controlled

thermomechanical conditions at very high pressures.

However, recent developments combining a new gen-

eration of deformation apparatuses such as the

deformation DIA (D-DIA) and the rotational

Drickamer apparatus (RDA) with high-intensity, syn-

chrotron-produced X-rays hold promise for significant

progress in this area (e.g., Durham et al., 2002; Thurel

et al., 2003; Xu et al., 2003, 2005).
For the upper mantle, further work is needed to

quantify the deformation behavior in the low-tem-

perature plasticity regime, particularly under

hydrous conditions, for application to studies of

deformation of the lithosphere. Furthermore, labora-

tory (e.g., Jung and Karato, 2001) and seismic (e.g.,

Mainprice et al., 2005) observations indicate that a

transition in slip system occurs below a depth of

	250 km in Earth’s upper mantle, related to changes

in water, stress, and/or pressure conditions. At pre-

sent, flow laws for the upper mantle are primarily

based on experiments carried out at relatively modest

pressures for which measurements of lattice-pre-

ferred orientations indicate that deformation in

olivine is dominated by dislocations with [100]

Burgers vectors. If dislocations with [001] Burgers

vectors become important in deeper portions of the

upper mantle, the flow law determined at very high

pressures may deviate from that extrapolated from

lower pressure conditions (Couvy et al., 2004).
Finally, to date, most studies of plastic deforma-

tion of rocks have concentrated on steady-state creep

with little attention given to transient deformation.

While a steady-state approach may work reasonably

well for describing convective flow in the mantle, it

cannot provide an adequate description of deforma-

tion that occurs in an environment for which

thermomechanical conditions are changing and

microstructures are simultaneously evolving (e.g.,

Evans, 2005). This point has been appreciated by

a number of researchers, some of whom have taken
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Figure 18 Viscosity profiles for water-saturated dunite

with �¼0.25 MPa and with � _"¼ constant using flow-law

parameters from Hirth and Kohlstedt (2003). Temperature

profile is taken from figure 1 of Dixon et al. (2004), which
comes from the P-wave tomography inversion of Goes and

van der Lee (2002). Water concentration was taken to be

saturated and was determined from the studies of Kohlstedt
et al. (1996) and Zhao et al. (2004). The light gray box

delineates the range of values summarized by Dixon et al.

(2004) for the western US based on the work of Bills et al.

(1994), Kaufmann and Ameluing (2000), Nishimura and
Thatcher (2003), Politz et al. (2000), and Politz (2003). The

dark gray box defines the viscosity bounds at 1018–1019 Pa s.
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a state-variable or mechanical-equation-of-state
approach (e.g., Lerner and Kohlstedt, 1981; Covey-
Crump, 1994, 1998; Rutter, 1999; Stone et al., 2004).
Such approaches will be critical in the development
of the next generation of constitutive equations,
which must be capable of describing flow in regions
such as shear zones and metamorphic belts where
changes in thermal and chemical environment
including fluid chemistry and evolution of materials
parameters including dislocation density, grain size,
and lattice-preferred orientation occur continuously.
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2.15.1 Mass and Momentum
Transport in Melts: Georelevance

2.15.1.1 Role of Melts in Earth
Differentiation

The differentiation of the Earth is generally thought
to have been accomplished in the presence of the

molten phase (Wood et al., 2006). This picture
extends from the scale of global differentiation into

core, mantle, and crust, through the differentiation

into upper and lower sections of each, and down to
the scale of local differentiation providing chemical
specialization of great extremes within the crust; the
latter with their global significant economic impor-
tance. Nothing is more central to this picture than the
transport properties of magma. With lower viscosities
and possessing higher diffusivities than their neigh-
boring solid phases, the melts involved in these
processes are the material conduit for chemical trans-
port from one reservoir to another. One needs but to
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pose the question of differentiation efficiency on a
cool subsolidus body to appreciate the meaning of
this attribute of the terrestrial planets.

2.15.1.2 Melt-Bearing Reaction Kinetics

Equally significant in the relevance of melt transport
properties to Earth processes are the observations
that have been made regarding the relationship
between melt viscosity and the diffusivities of melt
components (Hofmann, 1980; Shimizu and Kushiro,
1984; Dingwell, 1990; Mungall et al., 1999; Mungall,
2002). The kinetics of reactions within the Earth’s
interior may be substantially controlled by the diffu-
sivities of chemical components present in the
reacting system. In general, diffusivities in the molten
state are higher than in the solid-state equivalent
phases. Reactions in the presence of a melt phase
may thus be strongly influenced by the diffusivities
of components in the melt phase itself. For this rea-
son, the experimental investigation and the
systemization of results of chemical and trace diffu-
sivities in silicate melts have been intensively
pursued in the past decades. Systematization of the
results in terms of the relationship to viscosity has
revealed some interesting and useful approximations,
which are discussed in this chapter.

2.15.1.3 Magma Transport at Depth

The transport of magmas at depth is essentially con-
trolled by the presence of stress gradients, vertical or
otherwise. As such, the rheology of the magma is the
coefficient of material response that scales the defor-
mation of the magma body and its transport relative
to neighboring rock masses. Experimental recogni-
tion of the wide range of magnitude of rheology of
magma – together with its variable dependence on
temperature, chemical composition, physical state,
pressure, and (variably) strain rate – has generated a
rich literature on the deformation of magma in the
deep Earth. Central to all of these considerations has
been the premise that, during magma deformation
and transport, conditions obtain that permit the plas-
tic deformational response of the magma. Under such
circumstances, the rheological literatures of liquid
silicates, crystal and/or bubble suspensions, and par-
tially molten rock, all play major roles in filling out
our physical picture of magma rheology at depth
(Dingwell et al., 1993).

2.15.1.4 Magma Mixing, Mingling, and
Unmixing

Multicomponent silicate melts are stable over very
wide ranges of temperature, pressure, and composi-
tion. Further, within the Earth’s mantle and crust,
there is ample evidence, both textural, chemical and
by geophysical inference, for the temporal coexistence
and juxtaposition/interference of distinct melt batches
within regional magmatic terrains. Thus, the phenom-
ena of magma mingling (physical mixing) and mixing
(chemical mixing) are now thought to be common in
magmatic systems, often serving to precondition sub-
volcanic systems for subsequent eruptions. Magma
mingling and mixing occurs between magmas that
are, often via extensive differentiation, very different
in composition (e.g., basalt-rhyolite). Magma mingling
and mixing also occurs between chemically distinct
but quite similar compositions in subvolcanic environ-
ments. Evidence of both is provided most dramatically
in coerupted mingling lava products. The kinetics of
magma mingling and mixing are controlled by the
relative viscosities and the chemical diffusivities of
the melts, respectively. Here the question of turbu-
lence tehaotic laminar flow in magma mingling
remains largely uninvestigated.

Finally, unmixing of magma into two coexisting
liquids also occurs in nature. Liquid immiscibility is a
phenomenon whose kinetics are very poorly under-
stood. The experimental investigation of liquid
immiscibility is advancing rapidly and unmixing
kinetics are clearly a key factor in its investigation
(Gurenko et al., 2005; Vekster et al., 1998, 2002, 2005,
2006).

2.15.1.5 Volcanic Ascent and Eruption

There is hardly a more spectacular demonstration of
the influence of the transport properties on melt
transport than the eruption of a volcano. The range
of eruptive styles of volcanic eruptions, from highly
explosive Plinian eruptions, through the slow creep
of rheomorphic flows, to the ready flow of rivers of
lava over tens of kilometers is determined by a series
of conditions that are either directly or indirectly
linked to the viscosity of the melt (Dingwell, 1996,
1998a, 1998b). The rapidity of volcanic ascent and
eruption lead to a number of consequences for the
flow of magma. The dominant role of solid–liquid
reactions in determining the differentiation of liquids
and their transport at depth gives way to the rela-
tively rapid generation of thermal and rheological
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consequences of effects such as the exsolution of
volatile phases (Bagdassarov and Dingwell, 1992,
1993a, 1993b), the strain rate-driven onset of shear
thinning (Dingwell and Webb, 1989, 1990; Webb and
Dingwell, 1990a, 1990b), and even the development
of viscous dissipation (Costa and Macedonio, 2003;
Rosi et al., 2004; Vedeneeva et al., 2005). Numerical
simulations, of increasingly critical importance in
testing the consequences of mechanistic hypotheses
for transport during eruptions, are critically depen-
dent on an adequate characterization of melt
viscosity (Dingwell, 1998b; Papale, 1999).

2.15.1.6 Emplacement of Natural Glass

Viscosity also serves to quantify the conditions for
the transformation from the liquid to the glassy state.
Volcanism, at least on the Earth and Moon, com-
monly generates volcanic glass. The observation of
abundant survival of this unstable thermodynamic
and fluid dynamic state is a tribute to the sluggishness
of crystal nucleation and growth kinetics in silicates,
combined with the rapid cooling history provided in
volcanic settings. The disequilibrium nature of the
glassy state means that the properties of the glass
phase are path dependent (Tool and Eichlin, 1931;
Tool, 1946; Moynihan et al., 1974, 1976a, 1976b).
This, in turn, leads to the conclusion that the glass
properties can be used to obtain information on the
conditions of their emplacement (Stevenson et al.,
1995; Gottsmann et al., 2002; Giordano et al., 2005).
This possibility has been exploited in recent years
using calorimetric techniques to determine the effec-
tive viscosity at the glass transition and thus constrain
the cooling history of natural glass (Wilding et al.,
1995, 1996a, 1996b, 2000; Gottsmann and Dingwell,
2001a, 2001b, 2002; Gottsmann et al., 2004). The
striking conclusion is that hyaline volcanic facies
can endure a very wide range of effective cooling
histories and can suffer several transects from liquid
to glassy behavior during their emplacement.

2.15.2 Dynamics and Relaxation in
Melts

2.15.2.1 A Note on the Definition of Terms

In the context of the subject matter of this chapter, it
is important to note here that the term ‘melt’ is
commonly very loosely defined. The term implies
perhaps ‘something which was created by melting’.

This definition alone, however, says nothing about
the fundamental nature of the properties of the sys-
tem. Yet it is the liquid-like values of the transport
properties of the ‘melt’ phase that lend it its greatest
significance with respect to the Earth sciences. Here
we will follow the usage that the melt phase describes
an amorphous, typically silicate, phase whose proper-
ties may be either liquid-like or solid-like, depending
on the environment and the conditions of the natural
transport process, the experiment, or the simulation
in which the melt exists. In this sense, the phenom-
enology of the melt’s response will define its behavior
as a liquid or as a solid, or, in the terms to be
employed here, as a liquid or a glass (Dingwell and
Webb, 1990).

2.15.2.2 Structural Relaxation

The nature and phenomenology of structural relaxa-
tion in silicate melts, well appreciated in the glass and
ceramic literature as well as in modern chemistry
(e.g., Angell et al., 2000), has also been described in
the context of mineral physics, petrology, and volca-
nology in a way which brings its relevance to the
Earth sciences to the fore (Dingwell and Webb, 1989;
Dingwell, 1995a, 1995b). The fundamental picture of
liquid structure upon which the atomistic interpreta-
tion of its relaxation ultimately rests has been
intensively investigated using a wide range of spec-
troscopic techniques. It is not the task of this chapter
to review those structural studies for which ample
summaries already exist (Mysen, 1988; Stebbins et al.,
1995; Mysen and Richet, 2005). Rather, it should be
noted here that almost all of the fundamental sys-
tematics and phenomenology of structural relaxation
have been mapped out prior to the modern spectro-
scopic analysis of melt structure. This was made
possible by using physical properties of the melt
phase as proxies for its structural state. Arguably,
the first attempt to do so is provided by the definition
of a state parameter of glass, the so-called ‘fictive
temperature’ commonly attributed to Tool (1946).
The variation of the structure of the melt was
obtained via the measurement of a precisely deter-
mined physical property of the glassy state (density,
refractive index) in the quenched state, as well as
during the thermal recyling (heat capacity) (e.g.,
Narayanaswamy, 1971, 1988). A graphic illustration
of the variation of fictive temperature with heating
and cooling through the glass transition is provided
in Figure 1.
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2.15.2.3 Spectroscopic Observation of
Structural Relaxation

Spectroscopic investigations of silicate melts have been

highly successful in the elucidation of various aspects

of the coordination of individual cations and anions in

the silicate melt structure as well as information on the

degree of connectivity of tetrahedral structural units

(Q species) in silicate melts (Stebbins et al., 1995;

Mysen and Richet, 2005). The success of such studies
raises the question of whether structural relaxation can

be investigated directly by using spectroscopic species

data. There are several possible experimental protocols

(Dingwell, 1995a). First, the structure of carefully

quenched silicate glasses can be treated via fictive

temperature analysis in order to obtain the tempera-
ture dependence of species concentration involved in

homogeneous equilibria (Liu et al., 1987, 1988;

Dingwell and Webb, 1990). Second, high-temperature,

high-pressure spectroscopic investigations may

directly record the temperature dependence of specia-

tion and contain thereby the observation of the
inflection in temperature dependence of speciation

marking the glass transition temperature (Nowak and

Behrens, 1995; Shen and Keppler, 1995). Third, the

high-temperature equilibration of species may be mon-

itored in so-called time series relaxation experiments

where the quenched products are analyzed for the

approach to equilibrium recorded by spectroscopic
analysis of their species concentrations (Zhang et al.,

1995, 1997). Fourth, the spectroscopic investigation of

silicate melts at high temperatures has resulted in a
series of estimates of the timescales for relaxation
through self-diffusion of the fundamental structural
units being spectroscopically resolved. Nuclear mag-
netic resonance studies of the mobility of network-
forming components in silicate melts have linked the
relaxation of Si–O bonds between structural units con-
taining variable numbers of nonbridging oxygens
closely to the timescale of viscous flow (Stebbins,
1995). This close link between the relaxation of struc-
tural units as small as individual bridging bonds and the
macroscopic relaxation of shear stress is strong evi-
dence for the exclusion of large flow units involving
some sort of polyanionic units (polymers) during the
flow of silicate melts. In fact, there is no clear evidence
for a polymeric nature of the structure of silicate melts
based on physical properties. Nevertheless, polymer-
based models for the activity and solubility of chemical
components appear to be capable of predicting the
chemical properties of melts (Moretti, 2005).

2.15.2.4 Phenomenology of the Glass
Transition

The phenomenology of the glass transition is an
ancient observation associated with glassmaking in
prehistoric times. The fundamental observation is
the transformation of the properties of a melt from
those of a liquid to those of a solid, or vice versa. For
certain properties, the transformation is qualitative in
nature, for example, the development of rigidity in
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the glassy state. For most properties however, the
transition is somewhat more subtle. Yet quantitative
determination of the effect of the glass transition on
temperature-dependent properties such as density,
compressibility, electrical conductivity, and heat
capacity are a major source of quantitative informa-
tion on the properties of silicate melts in general. The
fundamental phenomenology of the glass transition
can be illustrated with the example of the tempera-
ture- and state-dependent properties, thermal
expansivity and heat capacity (Figure 2).

2.15.2.5 Atomistic Origin of Relaxation

The advent of spectroscopic investigations of silicate
melts at elevated temperatures has now aided con-
siderably in placing the relaxation behavior of silicate
melts on an atomistic basis. Simple observations have,
for some time, implied a relationship between atomic
mobility, diffusion, and viscosity. Experimental
advances in the obtainment of diffusivity and viscos-
ity data have led to the somewhat paradoxical
confirmation of Stokes–Einstein or Eyring formula-
tions of viscosity–diffusivity relationships for certain
chemical components of silicate melts (Shimizu and
Kushiro, 1984) under certain conditions yet rejection
for others (e.g., Hofmann, 1980; Jambon, 1982). We
now know that the picture of atomistic origins of
relaxation clearly must distinguish between indivi-
dual chemical components of the melt phase such
that some components appear to control the

relaxation responsible for determining the rheology
of the melt (Si, O) and others do not (Li, Na). These
relations are possibly best illustrated with the aid of a
so-called ‘relaxation map’ of all available atomistic
mobility information for a particular melt composi-
tion (Figure 3).

2.15.3 Diffusion in Melts

2.15.3.1 Fundamental Concepts

Diffusion reflects temperature and establishes chemi-
cal equilibrium. It is the fundamental diffusive
mobility of atoms in materials at temperature that is
ultimately responsible for the achievement of equili-
brium in chemical reactions, for the re-equilibrative
response by relaxation of a system or phase to a
perturbation of its thermodynamic state, and for the
maintenance through time of the state of equilibrium
by dynamic diffusive exchange of atoms/bonds. As
such, diffusion is at the heart of the establishment and
maintenance of equilibrium.

2.15.3.2 Methods of Investigation

Information on the magnitude of diffusivities in silicate
melts comes from a range of experimental approaches,
both direct and indirect (Chakraborty, 1995).

Direct determinations of diffusivity in silicate
melts have been dominated by studies involving the
microanalytical determination of experimentally
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generated gradients in either isotopic or chemical

concentration. A range of experimental geometries

have been employed including cylindrical half space

couples, sphere absorption/desorption, thin source,
and others. All of these techniques rely upon the

spatial resolution of chemical or isotopic gradients

which have usually been induced via annealing of an

initial step function concentration gradient over time.

As such, time series form the strategy surrounding

the central experimental variable of time. Combined
with variations in pressure and temperature, the dif-

fusivity, its temperature and pressure dependence,

are mapped out for the silicate melt. Variation of

further field variables, such as electric field, has

been pursued in the materials literature but has

played no significant role in the investigations within
the geoscientific community.

Direct derivation of self-diffusivities via relaxa-
tion techniques in spectroscopy has also played a role

in our understanding of silicate mobility. Motional

averaging of individual species, for example, has

yielded diffusivity estimates for cations in silicate

melts.
As discussed above, viscosity–diffusivity relation-

ships have been elaborated for silicate melts with the

result that diffusivities can be inferred from viscos-
ities for selected components in silicate melts.
Although the viscosity database far outweighs the
diffusivity database for which those relationships
apply, this method of indirect determination of dif-
fusivity via viscosity determination or relaxation
behavior has not been exploited significantly in the
geoscientific literature.

2.15.3.3 Tracer Diffusivities: Self-
Diffusivities and Chemical Diffusion

It is essential, at the outset of thinking about diffusion
in melts, to distinguish between self-diffusion on the
one hand and chemical diffusion on the other. The
self-diffusion of a component occurs in the absence of
chemical gradients. The chemical diffusion of a com-
ponent occurs in the presence of and in response to a
gradient in its chemical potential expressed as a con-
centration gradient in the host phase. The simplest
consequence is that chemical diffusion is directed,
whereas self-diffusion is not. The most common
approach to the determination of self-diffusion in
silicate melts has been via isotopic doping in diffusion
couples. Tracer diffusion typically describes
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diffusion of a species in the presence of a minimal
activity gradient. Although, in principle, anything
detectable can be considered as a tracer in such a
system, the phrase tracer diffusion usually refers to a
trace element concentration level doping of a system
and the subsequent spatial resolution of its chemical
diffusion. At very low levels of concentration, the
inference is sometimes made that tracer diffusion
can approach the value of self-diffusion in the system.

In general, self-diffusivities and chemical diffusiv-
ities are different in magnitude and cannot be compared
for the purpose of deriving relative structural informa-
tion about the diffusion matrix, the silicate melt. Self-
diffusivities contain fundamental information on the
silicate melt structure and/or the structural role of the
diffusing species. Chemical diffusivities contain infor-
mation on the activity–composition relationships of the
diffusing species in the host melts.

2.15.3.4 Temperature and Pressure
Dependence of Diffusion

The temperature dependence of diffusivities in sili-
cate melts at high temperature is most commonly
described via an Arrhenian relationship (i.e., a loga-
rithmic dependence of a property upon the
reciprocal of absolute temperature). This situation
is certainly valid for the typically restricted ranges
of temperature involved in high-temperature deter-
minations of diffusivities in low-viscosity liquids. It is
probably not valid for some species when observed
over a larger temperature range (Dingwell, 1990).
Arrhenian activation energies of diffusion range
widely as a function of ionic properties, melt compo-
sition, and absolute temperature range. Below, the
potential complexity of the temperature dependence
of diffusivities is discussed within the context of their
relationship to viscosity.

The pressure dependence of diffusion is highly
variable. At a given temperature and pressure range,
it can be either positive or negative, depending on the
identity of the ion. As a function of pressure, the
pressure dependence of diffusivity may also switch
from a positive to a negative pressure dependence
(Poe et al., 1997; Poe and Rubie, 1998).

The structural basis for the interpretation of the
temperature and, especially, the pressure depen-
dence of diffusivities is far from complete. General
relationships of the temperature dependence are dis-
cussed in more detail below. General aspects of the
pressure dependence are given to date in very broad
terms in the literature, usually without direct

structural data to confirm them. Progress is badly
needed here if we are to develop truly generalizable
relationships.

2.15.3.5 Concentration-Dependent
Diffusion

Concentration dependence of diffusivity in silicate
melts has been demonstrated for several components.
Systems exhibiting concentration-dependent diffu-
sivity possess, by definition, significant activity and,
thus, concentration gradients. Diffusion in the pre-
sence of such chemical concentration gradients is
chemical diffusion. Thus, concentration dependence
of diffusivities can be viewed as the case where the
compositional dependence of the chemical diffusivity
of the diffusing speciation is approximated by the
incorporation of a single compositional gradient,
that of the diffusing species itself. One of the best-
established cases of the approximation of concentra-
tion-dependent diffusivity is that of H2O in rhyolitic
melts (Behrens et al., 2004).

2.15.3.6 Intrinsic versus Extrinsic
Diffusivities

The relationship between viscosity and diffusivity
may be illustrated well using the abundant data now
available on the tracer and/or self-diffusivity of var-
ious cations in multicomponent silicate melts for
which the viscosity may be calculated. This is
attempted in Figures 4 and 5. Cationic diffusivities
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are plotted versus melt viscosity for a range of multi-

component silicate melts. The diffusivities of a

structurally highly diverse range of cations can be

seen to exhibit very similar values of diffusivity and

its temperature dependence. Two cations (Na, Li)

appear to form exceptions to the rule, exhibiting dis-

tinctly higher diffusivities. It is important to note that

the viscosity dependence, and through it the composi-

tion dependence, of the cationic diffusivities is

negative for the large grouping of cations clustered

at lower diffusivity values but positive for the cations

of higher diffusivity. Without any further constraints,

diffusivity, as an expression of structure in these melts,

appears paradoxical. The cations of lower diffusivity

appear to behave independently of their cationic prop-

erties. C and Cs, two cations of extremely different

cationic properties, have virtually identical diffusiv-

ities. There is however a further constraint, that is, the

diffusivity of Si. It may be reliably estimated through

the Stokes–Einstein relationship to lie, as represented

in Figures 4 and 5, just at the base of the cluster of

slower cationic diffusivities. In fact, the relative loca-

tion of the Si diffusivity led Dingwell (1990) to suggest

that the values of diffusivity being expressed by most

of the cations in Figure 4 are controlled by the visc-

osity of the melt itself. These were termed then

‘extrinsic diffusivities’. They are subequal for all such

affected cations, there being only one value of

viscosity at a given composition and temperature.

Extrinsic diffusivities have, in addition, relatively

high activation energies, and they are necessarily

sensitive to any change in melt viscosity induced in
the system.

The Na and Li data are, if joined by further data
from melts of higher viscosity (Figure 5), shown to
be a second class of diffusivities with respect to
structural relaxation, such that cations exhibiting
extrinsic diffusivities in very low viscosity melts
exhibit the alternative behavior of Na and Li in
more viscous melts. These diffusivities, characterized
by low activation energies, higher diffusivities than
Si, and an insensitivity to melt viscosities, were
termed ‘intrinsic diffusivities’. Intrinsic diffusivities
were so named as their striking variation in magni-
tude and activation energy appears to reflect their
individual cationic properties quite rationally.

2.15.4 Melt Rheology

2.15.4.1 Methods of Investigation

The experimental measurement of silicate melt visc-
osity has a history going back a century. Studies
directly dedicated to the Earth sciences have been
performed for almost as long (e.g., Kozu and Kani,
1935). Inferences were drawn from such studies from
the very start regarding their geological and geophy-
sical application (Bowen, 1934). Elevated pressures
and temperatures were employed very early (see
Dingwell, 1998c) in such studies and fundamental
constraints on volcanism and magmatism were
derived. This long history, together with the obser-
vation that melt viscosity ranges over more than 10
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orders of magnitude, has resulted in the application
of a remarkable range of experimental methods for
the investigation of melt viscosity (Figure 6). In
principle, viscosity is determined either by setting
the rate of deformation (strain rate) and obtaining
the stress sustained by the liquid against its deforma-
tion or by setting the applied stress and obtaining the
deformation rate of the sample.

2.15.5 Viscosity of Liquids

2.15.5.1 Newtonian Rheology in
Silicate Melts

The Newtonian nature of the viscosity of silicate
liquids has been extensively investigated. It is stan-
dard practice in the most common methods of
viscometry employed for silicate liquids to system-
atically vary the strain rate during measurement in
order to test for non-Newtonian behavior. It is safe to
say that on the basis of the considerable viscosity data
set available today, the vast majority of melt defor-
mation and transport processes within the deep Earth
are likely to occur in the presence of a melt phase
exhibiting purely Newtonian behavior. The issue of
the boundaries of Newtonian behavior in the labora-
tory has been investigated extensively. Toward the
low strain rate side, the boundaries have not been
found. We infer that they do not exist. Thus, there is
no experimental evidence of yield strengths for

liquid silicates. Toward the high strain rate side, the
boundary of Newtonian behavior, or the so-called
onset of non-Newtonian behavior, has been found,
as described in detail below.

2.15.5.2 Temperature Dependence of
Newtonian Viscosity

The temperature dependence of the viscosity of sili-
cate melts may be expressed over limited
temperature intervals as an exponential function of
inverse absolute temperature.

In this so-called Arrhenian description, the tem-
perature dependence is reflected in the magnitude
of a coefficient commonly referred to as the
activation energy of viscous flow. By analogy to
rate theory, the activation energy was traditionally
interpreted as reflecting an average energy barrier to
flow. The temperature dependence of viscosity
of several melts is illustrated in Figure 7, where
the variation in activation energy, at a given
temperature, is reflected in the range of slope values.
The activation energy of geologic melts varies, at
superliquidus temperatures, from �30 to
70 kcal mol�1.

Inspection of Figure 7 readily reveals that the
temperature dependence of the viscosity of silicate
melts is, in general, non-Arrhenian. The temperature
dependence increases with decreasing temperature, to
a greater or lesser extent, for all melt compositions.
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This aspect of the temperature dependence of viscos-
ity is most commonly expressed in terms of the
addition of a term to the temperature dependence
that effectively reduces the reciprocal absolute
temperature. This empirical description of tempera-
ture-dependent melt viscosities using the Tammann–
Vogel–Fulcher formulation, despite providing a good
description of the data, lacks a theoretical basis.

A theoretical basis underlies the Adam–Gibbs
(1965) formulation of viscous flow (based on coop-
erative relaxation) by Richet (1984). Here the
viscosity is expressed as an inverse function of the
configurational entropy of the silicate melt. Adam–
Gibbs theory holds the promise of a link between
external thermodynamic properties of the silicate
melt phase and its flow behavior. As such, it has
been analyzed experimentally by comparison of
calorimetric and rheological data for model silicates.
The results for diopside liquid are presented in
Figure 8, where the linerization of the temperature
dependence of melt viscosity occurs via a normal-
ization to the temperature-dependent value of the
configurational entropy (Richet et al., 1986).

2.15.5.3 Pressure Dependence of
Newtonian Viscosity

The pressure dependence of the viscosity of silicate
melts has been investigated predominantly in the

low-viscosity regime at relatively high temperatures,
typically above the high-pressure liquidus of the
melts (Kushiro, 1976; Kushiro et al., 1976; Scarfe
et al., 1987; Wolf and McMillan, 1995). Such investi-
gations have been based chiefly on falling sphere
viscometry using Stokesian principles (see review
by Dingwell, 1998c). Figure 9 contains a collection
of pressure-dependent viscosity curves. The com-
plexity of these trends implies that we do not yet
have the proper structural information necessary for
describing the pressure-induced change in flow
mechanisms in silicate melts at high temperature in
a systematized fashion. Undoubtedly, some surprises
lie ahead.

2.15.5.4 Compositional Dependence of
Newtonian Viscosity

The database on compositional dependence of
Newtonian viscosity is vast. The salient features are
summarized here. Figure 10 illustrates the relative
viscosities of alkali and alkaline earth aluminosilicate
melts over a wide range of silica contents. It can be
seen that the relative viscosities of these systems do
not change and that the viscosity increases with
decreasing field strength of the network-stabilizing
cation. This has been interpreted as a consequence of
the relative mean bond strengths in these tectosilicate
liquids. Further, the fundamental feature of nonlinear
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compositional variation of viscosity is underlined by

the curvature of the viscosity trends with decreasing

silica content.
Coming from this relatively simple and ordered

picture of the composition dependence of viscosity,

we can obtain an impression of the variation in visc-

osity generated by melt composition from Figure 11

where the individual influences of a large number of

components on the viscosity of a haplogranitic melt

are illustrated. The influence of a further variable in

melt composition, oxidation state, on melt viscosity is

summarized for several ternary silicate melts in

Figure 12. Reduction of Fe-bearing melts results in

a nonlinear decrease in viscosity. The viscosities of

highly oxidized melts are very sensitive to oxidation
state whereas moderately reduced melts are rela-
tively insensitive.

The first non-Arrhenian model for geolo-
gically revelant melt compositions was generated
for the system calcalkaline rhyolite (metaluminous
haplogranite)–H2O (Hess and Dingwell, 1996). Its
parametrization illustrates all of the essential features
of the addition of water to a multicomponent silicate
melt (Figure 13). Sufficient low-temperature data
now exist to begin the effective modeling of non-
Arrhenian melt viscosity in multicomponent compo-
sitional space (Giordano and Dingwell, 2003;
Giordano et al., 2006). Figure 14(a) illustrates an
example of the compositional range of natural multi-
component melts investigated and their measured
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viscosities. The quality of multicomponent fitting is
illustrated in Figure 14(b), where the measured ver-

sus predicted viscosities are compared over 10 log
units of the viscosity. Figure 15 illustrates the mas-
sive influence of water on the glass transition
temperature of granitic melts. The next challenge in
multicomponent modeling thus clearly involves the
incorporation of volatile components in a non-
Arrhenian model (Gordano et al., 2007).

2.15.5.5 Non-Newtonian Rheology in
Silicate Melts

The onset of non-Newtonian viscosity has been

accessed experimentally using longitudinal com-

pression, simple shear, and elongation (Simmons

et al., 1982, 1988; Hessenkemper and Brueckner,

1988; Manns and Brueckner, 1988; Simmons and

Simmons, 1989; Webb and Dingwell, 1990a, 1990b).

The elongational results for natural nephelinitic,

basaltic, andesitic, and rhyolitic melts are presented

in Figure 16 as a function of strain rate. Also

included is the estimated relaxational strain rate

from the Maxwell relation. The offset between

the onset of noticeable strain rate dependence of

the viscosity and the relaxational relaxation strain

rate is constant and independent of composition.

Thus, normalization of the results to the relaxa-

tional strain rate generates a single master curve

for the onset of non-Newtonian viscosity at high

strain rates, independent of composition. Further,

the results from compressive longitudinal, simple

shear, and these elongational studies also adhere to

a single master curve. Thus, the tensorial proper-

ties of the strain do not influence the non-

Newtonian onset significantly. In this context, it

is noteworthy that the volume and shear viscosities

of silicate melts are equal. In Figure 17, the

assumption of an equivalence of the volume and

shear viscosities is demonstrated to hold up well in

the comparison of ultrasonically derived longitudi-

nal viscosities and concentric cylinder-derived

shear viscosities.
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2.15.5.6 Isostructural Viscosity

Inherent in the temperature dependence of the visc-
osity of melts is that the thermal energy in the system
as well as the configurational state of the liquid are
both varying with temperature. Thus, the tempera-
ture dependence of the so-called ‘equilibrium
viscosity’ is a combination of effects. To obtain the
temperature dependence of a single structured
liquid, special loading–unloading experiments have
been devised and conducted with the result that the
activation energy sinks to about half its equilibrium
value (Figure 18). This implies that about half of the
temperature dependence of equilibrium viscosity is
due to configurational changes in the structure of the
melt and the other half is due to thermal energy
increase in the individual bonds.

2.15.5.7 Failure of Melts

Incursions into the non-Newtonian flow of silicate
melts are commonly terminated by melt failure. The
non-Newtonian flow of the melt implies that the
thermodynamic equilibrium structure of the melt
cannot be maintained during viscous flow, generating
a runaway process of structure collapse in the melt.
The consequence of the collapse is shear thinning
followed by melt failure. The stresses for these fail-
ures have been experimentally constrained and
compared with estimates from other sources in the

literature (Romano et al., 1996). The experimental
observation of melt failure, together with its obvious
significance for explosive volcanic eruptions, has in
the meantime spawned a whole new field of investi-
gation: experimental volcanology (Alidibirov and
Dingwell, 1996a, 1996b, 2000). To date, the essential
character of melt failure and fragmentation has
yielded quantifications of the fragmentation thresh-
old (Figure 19; Spieler et al., 2004b), fragmentation
speed (Spieler et al., 2004a; Scheu et al., 2006), frag-
mentation efficiency (Spieler et al., 2003, Kueppers
et al., 2006a, 2006b), and the influence of permeability
on these parameters (Mueller et al., 2005). The transi-
tion from flow to failure/fragmentation, which lies at
the heart of major explosive eruptions (Dingwell,
1996), may even be a multiple, cyclic phenomenon
on extruding high-viscosity lavas (Tuffen et al., 2003;
Gonnerman and Manga, 2003; Tuffen and Dingwell,
2004) and thereby a central feature of magma ascent
with significant implications for the kinematics of
erupted magmas (Marti et al., 1999; Kennedy et al.
2005).

2.15.6 Concluding Statements

Rheology, viscosity, and transport lie at the heart of
the significance of melt generation and transport in
the evolution and behavior of our planet. Revised
understanding of these transport properties in the
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past decade have led to fundamental corrections in
our understanding of the liquid state and its behavior
in natural processes. Equally, entirely new experi-
mental branches have opened up due to the
questions posed by this revised appreciation of diffu-
sion, viscosity, and flow of melts.

References

Adam G and Gibbs JH (1965) On the temperature dependence
of cooperative relaxation properties in glass-forming liquids.
Journal of Chemical Physics 43: 139–146.

Alidibirov M and Dingwell DB (1996a) High temperature frag-
mentation of magma by rapid decompression. Nature
380: 146–149.

Alidibirov M and Dingwell DB (1996b) An experimental facility
for the investigation of high temperature magma fragmenta-
tion during rapid decompression. Bulletin of Volcanology
58: 411–416.

Alidibirov M and Dingwell DB (2000) Three fragmentation
mechanisms for highly viscous magma under rapid decom-
pression. Journal of Volcanology and Geothermal Research
100: 413–421.

Angell CA, Ngai KL, McKenna GB, McMillan PF, and Martin SW
(2000) Relaxation in glassforming liquids and amorphous
solids. Journal of Applied Physics 88(6): 3113–3157.

Bagdassarov N and Dingwell DB (1992) A rheological investi-
gation of vesicular rhyolite. Journal of Volcanological and
Geothermal Research 50: 307–322.

Bagdassarov N and Dingwell DB (1993a) Frequency-dependent
rheology of vesicular rhyolite. Journal of Geophysical
Research 98: 6477–6487.

Bagdassarov N and Dingwell DB (1993b) Deformation of
foamed rhyolites under internal and external stresses.
Bulletin of Volcanology 55: 147–154.

Behrens H, Zhang YX, and Xu ZG (2004) H2O diffusion in dacitic
and andesitic melts. Geochimica Cosmochim Acta
68: 5139–5150.

Bowen NL (1934) Viscosity data for silicate melts transactions.
American Geophysical Union 15: 249–255.

Chakraborty S (1995) Diffusion in silicate melts. In: Stebbins JF,
Dingwell DB, and McMillan PF (eds.) Reviews in Mineralogy,
Vol. 32: Structure, Dynamics and Properties of Silicate Melts,
pp. 411–503. Washington, DC: Mineralogical Society of
America.

Costa A and Macedonio G (2003) Viscous heating effects influ-
ence with temperature-dependent viscosity: Triggering of
secondary flows. Journal of Fluid Mechanics 540: 21–38.

Dingwell DB (1989) Shear viscosities of ferrosilicate liquids.
American Mineralogist 74: 1038–1044.

Dingwell DB (1990) Effects of structural relaxation on cationic
tracer diffusion in silicate melts. Chemical Geology
82: 209–216.

Dingwell DB (1991) Redox viscometry of some iron-
bearing silicate liquids. American Mineralogist
76: 1560–1562.

Dingwell DB (1995a) Relaxation in silicate melts: Some appli-
cations in petrology. In: Stebbins JF, Dingwell DB, and
McMillan PF (eds.) Reviews in Mineralogy, Vol. 32:
Structure, Dynamics and Properties of Silicate Melts,
pp. 21–66. Washington, DC: Mineralogical Society of
America.

Dingwell DB (1995b) Viscosity and anelasticity of melts and
glasses. In: Ahrens T. (ed.) Mineral Physics and
Crystallography: A Handbook of Physical Constants (AGU
Reference Shelf 2), pp. 209–217. Washington, DC: American
Geophysical Union.

Dingwell DB (1996) Volcanic dilemma: Flow or blow? Science
273: 1054–1055.

Dingwell DB (1997) The brittle–ductile transition in high-level
granites: Material constraints. Journal of Petrology
38: 1635–1644.

Dingwell DB (1998a) Magma degassing and fragmentation.
Recent experimental advances. In: Freundt A and Rosi M
(eds.) Explosive Volcanism: A Physical Description, pp. 318.
Berlin: Springer-Verlag.

Dingwell DB (1998b) A physical description of magma relevant
to explosive silicic volcanism. In: Gilbert JS and Sparks RSJ
(eds.) Physics of Explosive Volcanic Eruptions, Geological
Society of London Special publication 145, pp. 9–26. Bath:
The Geological Society.

Dingwell DB (1998c) Melt viscosity and diffusion under elevated
pressures. Reviews in Mineralogy 37: 397–424.

Dingwell DB (1998d) The glass transition in hydrous granitic
melts. Physics of the Earth and Planetary Interiors 107: 1–8.

Dingwell DB, Bagdassarov N, Bussod G, and Webb SL (1993)
Magma rheology. In: Luth RW (ed.) Mineralogical
Association of Canada Short Course on Experiments at High
Pressure and Applications to the Earth’s Mantle,
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2.16.1 Introduction

Seismic anisotropy is commonly defined as the

direction-dependent nature of the propagation
velocities of seismic waves. However, this definition

does not cover all the seismic manifestations of seismic
anisotropy. In addition to direction-dependent velo-

city, there is direction-dependent polarization of P-
and S-waves, and anisotropy can contribute to the

splitting of normal modes. Seismic anisotropy is a
characteristic feature of the Earth, with anisotropy

being present near the surface due to aligned cracks
(e.g., Crampin, 1984), in the lower crust, upper and

lower mantle due to mineral-preferred orientation
(e.g., Karato, 1998; Mainprice et al., 2000). At the bot-

tom of the lower mantle (D0layer, e.g., Kendall and
Silver (1998)) and in the solid inner core (e.g., Ishii

et al., 2002a) the causes of anisotropy are still contro-
versial (Figure 1). In some cases multiple physical

factors could be contributing to the measured aniso-
tropy, for example, mineral-preferred orientation and

alignment of melt inclusions at mid-ocean ridge sys-
tems (e.g., Mainprice, 1997). In the upper mantle, the

pioneering work of Hess (1964) and Raitt et al. (1969)
from Pn velocity measurements in the shallow mantle
of the ocean basins showed azimuthal anisotropy.
Long-period surface waves studies (e.g., Nataf et al.,
1984; Montagner and Tanimoto, 1990) have since con-

firmed that azimuthal and SH/SV polarization
anisotropy are global phenomena in the Earth’s upper
mantle, particularly in the top 200 km of the upper
mantle. Anisotropic global tomography, based on sur-
face and body wave data, has shown that anisotropy is
very strong in the subcontinental mantle and present

generally in the upper mantle, but significantly weaker
at greater depths (e.g., Beghein et al., 2006; Panning and
Romanowicz, 2006). The long wavelengths used in
long-period surface wave studies means that such
methods are insensitive to heterogeneity less than the
wavelength of about 1000 km. In an effort to address

the problem of regional variations of anisotropy, the
splitting of SKS teleseismic shear waves that propagate
vertically have been extensively used. At continental
stations SKS studies show that the azimuth of the fast
polarization direction is parallel to the trend of moun-
tain belts (Kind et al., 1985; Silver and Chan 1988,
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1991; Vinnik et al., 1989; Silver, 1996; Fouch and
Rondenay, 2006). From the earliest observations it
was clear that the anisotropy in the upper mantle was
caused by the preferred orientation of olivine crystals
induced by plastic deformation related to mantle flow
processes at the geodynamic or plate tectonic scale.

The major cause of seismic anisotropy in the upper
mantle is the crystal-preferred orientation (CPO)
caused by plastic deformation. Knowledge of the
CPO and its evolution requires well-characterized
naturally deformed samples, experimentally
deformed samples and numerical simulation for
more complex deformation histories of geodynamic
interest. The CPO not only causes seismic anisotropy,
but also records some aspects of the deformation
history. Samples of the Earth’s mantle are readily
found on the surface in the form of ultramafic massifs,
xenoliths in basaltic or kimberlitic volcanics and as
inclusions in diamonds. However, samples from
depths greater than 220 km are extremely rare.
Upper-mantle samples large enough for the measure-
ment of CPO have been recovered from kimberlitic
volcanics in South Africa to a depth of about 220 km
established by geobarometry (e.g., Boyd, 1973).

Kimberlite mantle xenoliths of deeper origin
(>300 km) with evidence for equilibrated majorite
garnet which is now preserved as pyrope garnet
with exsolved pyroxene have been reported
(Haggerty and Sautter, 1990; Sautter et al., 1991).
The Alpe Arami peridotite garnet lherzolite is pro-
posed to have been exhumed from a minimum depth
of 250 km based on clinoenstatite exsolution lamellae
present in diopside grains (Bozhilov et al., 1999).
Samples of even deeper origin are preserved as inclu-
sions in diamonds. Although most diamonds
crystallize at depths of 150–200 km, some diamonds
contain inclusions of majorite (Moore and Gurney,
1985), enstatite and ferripericlase (Scott-Smith et al.,
1984), and CaSiO3þ (Fe, Mg)SiO3þ SiO2 (Harte and
Harris, 1993). The mineral associations imply
transition zone (410–660 km) and lower-mantle
origins for these diamond inclusions (Kesson and
Fitz, 1991). Although these samples help to constrain
mantle petrology, they are too small to provide infor-
mation about CPO. Hence, knowledge of CPO in
the transition zone, lower mantle, and inner core
will be derived from deformation experiments at
high pressure and temperatue (e.g., olivine – Couvy
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et al., 2004; ringwoodite – Karato et al., 1998;
perovskite – Cordier et al., 2004b; MgGeO3 postper-
ovskite – Merkel et al., 2006a; "-phase iron – Merkel
et al., 2005).

It has been accepted since the PREM seismic
model (Dziewoński and Anderson, 1981) that the
top 200 km of the Earth’s mantle is anisotropic on a
global scale (Figure 1). However, there are excep-
tions, for example, under the Baltic shield the
anisotropy increases below 200 km (Pedersen et al.,
2006). The seismic discontinuity at about 200 km
was first reported by the Danish seismologist Inge
Lehmann (1959, 1961), that now bears her name.
However, the discontinuity is not always present at
the same depth. Anderson (1979) interpreted the
discontinuity as the petrological change of garnet
lherzolite to eclogite. More recently, interpreta-
tions have favored an anisotropy discontinuity,
although even this is controversial (see Vinnik
et al. (2005)), proposed interpretations include: a
local anisotropic decoupling shear zone marking
the base of the lithosphere (Leven et al., 1981), a
transition from an anisotropic mantle deforming by
dislocation creep to isotropic mantle undergoing
diffusion creep (Karato, 1992), simply the base of
an anisotropic layer beneath continents (e.g.,
Gaherty and Jordan, 1995), or the transition from
[100] to [001] direction slip in olivine (Mainprice
et al., 2005). Global tomography studies show that
the base of the anisotropic subcontinental mantle
may vary in depth from 100 to 450 km (e.g., Polet
and Anderson, 1995), but most global studies favor
an anisotropy discontinuity for S-waves at around
200–250 km, which is stronger and deeper (300 km)
beneath continents (e.g., Deuss and Woodhouse, 2002;
Ritsema et al., 2004; Panning and Romanowicz, 2006)
and weaker and shallower (200 km) beneath the
oceans. There is also evidence for weak seismic
discontinuities at 260 and 310 km which has been
reported in subduction zones by Deuss and
Woodhouse (2002).

A major seismic discontinuity at 410 km is due
to the transformation of olivine to wadsleyite (e.g.,
Helffrich and Wood, 1996) with a shear wave
impedance contrast of 6.7% (e.g., Shearer, 1996).
The 410 km discontinuity has topography within
5 km of the global average. The olivine to wad-
sleyite transformation will result in the lowering of
anisotropy with depth. Global tomography models
(e.g., Montagner, 1994a, 1994b; Montagner and
Kennett, 1996; Beghein et al., 2006; Panning and
Romanowicz, 2006) indicate that the strength of

anisotropy is less in the transition zone (410–
660 km) than in the upper mantle (Figure 1). A
global study of the anisotropy of transion zone by
Trampert and van Heijst (2002) has detected a
weak anisotropy shear wave of about 1–2%. The
surface wave overtone technique used by Trampert
and van Heijst (2002) cannot localize the aniso-
tropy within the 410–660 km depth range;
however the only mineral with a strong anisotropy
and significant volume fraction in the transition
zone is wadsleyite occurring between 410 and
520 km. Between 520 and 660 km there is an
increase the very weakly anisotropic phases, such
as garnet, majorite, and ringwoodite in the transi-
tion zone (Figure 1). Tommasi et al. (2004) have
shown that the CPO predicted by a plastic flow
model using the experimentally observed slip sys-
tems of wadsleyite can reproduce the weak
anisotropy observed by Trampert and van Heijst
(2002). A weaker discontinuity at 520 km, with a
shear wave impedance contrast of 2.9%, has been
reported by Shearer and co-workers (e.g., Shearer,
1996; Flanagan and Shearer, 1998). The disconti-
nuity at 520 km depth has been attributed to the
wadsleyite to ringwoodite transformation by
Shearer (1996). Deuss and Woodhouse (2001)
have reported the ‘splitting’ of the 520 km discon-
tinuity into two discontinuities at 500 and 560 km,
they interpret the variations of depth of 520 km,
and presence of two discontinuities at 500 and
560 km in certain regions can only be explained
by variations in temperature and composition (e.g
Mg/MgþFe ratio), which effect the phase transi-
tion Clapeyron. Regional seismic studies by Vinnik
and Montagner (1996) and Vinnik et al. (1997)
show evidence for a weakly anisotropic (1.5%)
layer for S-waves at the bottom 40 km of the
transition zone (620–660 km). The some global
tomography models (e.g., Montagner and Kennett,
1996; Montagner, 1998) also show significant trans-
verse isotropic anisotropy in the transition zone
with VSH > VSV and VPH > VPV. Given the low
intrinsic anisotropy of most of the minerals in the
lower part of the transition zone, Karato (1998)
suggested that this anisotropy is due to petrological
layering caused by garnet and ringwoodite rich
layers of transformed subducted oceanic crustal
material. Such transversely isotropic medium with
a vertical symmetry axis would not cause any
splitting for vertically propagating S-waves and
would not produce the azimuthal anisotropy
observed by Trampert and van Heijst (2002), but
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would produce the difference between horizontal
and vertical velocities seen by global tomography.
A global study supports this suggestion, as high-
velocity slabs of former oceanic lithosphere are
conspicuous structures just above the 660 km dis-
continuity in the circum-Pacific subuction zones
(Ritsema et al., 2004). A regional study by
Wookey et al. (2002) also finds significant shear
wave splitting associated with horizontally travel-
ling S-waves, which is compatiable with a layered
structure in the vicinity of the 660 km discontinu-
ity. However, recent anisotropic global tomography
models do not show significant anisotropy in this
depth range (Beghein et al., 2006; Panning and
Romanowicz, 2006).

The strongest seismic discontinuity at 660 km is
due to the dissociation of ringwoodite to perovskite
and ferropericlase (Figure 1) with a shear wave
impedance contrast of 9.9% (e.g., Shearer, 1996).
The 660 km discontinuity has an important topogra-
phy with local depressions of up to 60 km from the
global average in subduction zones (e.g., Flanagan
and Shearer, 1998). From 660 to 1000 km a weak
anisotropy is observed in the top of the lower mantle
with VSH < VSV and VPH < VPV (e.g., Montagner and
Kennett, 1996; Montagner, 1998). Karato (1998)
attributed the anisotropy to the CPO of perovskite
and possibly ferropericlase caused by plastic defor-
mation in the convective boundary layer at the top of
the lower mantle. In this depth range, Kawakatsu and
Niu (1994) have identified a flat seismic discontinu-
ity at 920 km with S to P converted waves with an
S-wave velocity change of 2.4% in Tonga, Japan Sea,
and Flores Sea subuction zones. They suggested that
this feature is thermodynamically controlled by some
sort of phase transformation or alternatively we may
suggest it marks the bottom of the anisotropic bound-
ary layer proposed by Montagner (1998) and Karato
(1998). Reflectors in lower mantle have been
reported by Deuss and Woodhouse (2001) at
800 km depth under North America and at 1050
and 1150 km beneath Indonesia; they only considered
the 800 km reflector to be a robust result. Karki et al.
(1997b) have suggested that the transformation of the
highly anisotropic SiO2 polymorphs stishovite to
CaCl2 structure at 50� 3 GPa at room temperature
may be the possible explanation of reflectivity in the
top of the lower mantle. However, according to
Kingma et al. (1995) the transformation would take
place at 60 GPa at lower mantle temperatures in the
range 2000–2500 K, corresponding to depth of 1200–
1500 km, that is, several hundred kilometers below

the 920 km discontinuity. It is highly speculative to
suggest that free silica is responsible for the 920 km
discontinuity as a global feature as proposed by
Kawakatsu and Niu (1994). Ringwood (1991) sug-
gested that 10% stishovite would be present from 350
to 660 km in subducted oceanic crust and this would
increase to about 16% at 730 km. Hence, in the sub-
duction zones studied by Kawakatsu and Niu (1994), it
is quite possible that significant stishovite could be
present to 1200 km and may be a contributing factor
to the seismic anisotropy of the top of the lower mantle.
From 1000 to 2700 km the lower mantle is isotropic
for body waves or free oscillations (e.g., Montagner
and Kennett, 1996; Beghein et al., 2006; Panning and
Romanowicz, 2006). Karato et al. (1995) have suggested
by comparison with deformation experiments of fine-
grained analogue oxide perovskite that the seismically
isotropic lower mantle is undergoing deformation by
superplasticity or diffusive creep which does not pro-
duce a crystal-preferred orientation. In the bottom of
the lower mantle the D0 layer (100–300 km thick)
appears to be transversely isotropic with a vertical
symmetry axis characterized by VSH > VSV

(Figure 1) (e.g., Kendall and Silver, 1996, 1998),
which may be caused by CPO of the constituent
minerals, shape-preferred orientation of horizontally
aligned inclusions, possibly melt (e.g., Williams and
Garnero, 1996; Berryman, 2000) or core material. It
has been suggested that the melt fraction of D0 may be
as high as 30% (Lay et al., 2004). Seismology has shown
that D0 is extremely heterogeneous as shown by glob-
ally high fluctuations of shear (2–3%) and
compressional (1%) wave velocities (e.g., Mégnin and
Romanowcz, 2000; Ritsema and van Heijst, 2001; Lay
et al., 2004), a variation of the thickness of D0 layer
between 60 and 300 km (e.g., Sidorin et al., 1999a),
P- and S-wave velocities variations are some times
correlated and sometimes anticorrelated (thermal, che-
mical, and melting effects?) (e.g., Lay et al., 2004),
ultralow velocity zones (ULVZs) at the base of D0

with Vp 10% slower and Vs 30% slower than surround-
ing material (e.g., Garnero et al., 1998), regions with
horizonal (e.g., Kendall and Silver, 1998; Kendall, 2000)
or inclined anisotropy (e.g., McNamara et al., 2003;
Garnero et al., 2004; Maupin et al., 2005; Wookey
et al., 2005a) in the range 0.5–1.5% and isotropic
regions, localized patches of shear velocity discontinu-
ity, even predicted the possibility of a globally
extensive phase transformation (Nataf and Houard,
1993) and its Claperon slope (Sidorin et al., 1999b).
Until recently, the candidate phase for this transition
was SiO2. However, the mineralogical picture of the
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D0 layer has been completely changed with the dis-
covery of postperovskite by Murakami et al. (2004),
which is produced by the transformation of Mg-per-
ovskite in the laboratory at pressures greater than
125 GPa at high temperature. Seismic modeling of
the D0 layer using the new phase diagram and elastic
properties of perovskite and postperovskite can explain
many features mentioned above near the core–mantle
boundary (Wookey et al., 2005b).

The inner solid core was the last elastic shell of
the Earth to be identified by the Danish seismolo-
gist Inge Lehmann in a paper published in 1936
with the short title P9. She identified P-waves that
traveled through the core region (PKP, where K
stands for core) at epicentral distances of 105–142�

in contradiction to the expected travel times for a
single core model. She proposed a two-shell model
for the core with a uniform velocity of about 10 km
s�1 with a small velocity discontinuity between
each shell and a inner shell radius of 1400 km,
close to the actually accepted value of 1221.5 km
from PREM (Dziewoński and Anderson, 1981).
The liquid nature of the outer core was first pro-
posed by Jeffreys (1926) based on shear wave
arrival times and the solid nature of inner core
was first proposed by Birch (1940) based on the
compressibility of iron at high pressure. Given the
great depth (5149.5 km) and the number of layers a
seismic wave has to traverse to reach the inner
core and return to the surface it is not surprising
the first report of anisotropy of the inner core was
inferred fifty years after the discovery of the inner
core. Poupinet et al. (1983) were the first to observe
that PKIKP (where K now stands for the outer
core and I is for inner core) P-waves travel about
2 s faster parallel to the Earth’s rotation axis than
waves traveling the equatorial plane. They inter-
preted their observations in terms of a possible
heterogeneity of the inner core. Shortly afterwards,
a PKIKP travel time study by Morelli et al.
(1986) and normal modes (free oscillations) by
Woodhouse et al. (1986) reported new observations
and interpreted the results in terms of anisotropy.
However, the interpretation of PKIKP body wave
travel times in terms of anisotropy remained con-
troversial, with an alternative interpretation being
that the inner core had a nonspherical structure
(e.g., Widmer et al., 1992). Finally, the observation
of large differential travel times for PKIKP for
paths from the South Sandwich Islands to Alaska
by Creager (1992), Song and Helmberger (1993),
and the interpretation of higher-quality free

oscillation data by Tromp (1993, 1994) and Durek
and Romanowicz (1999) gave further strong sup-
port for the homogenous transverse anisotropy
interpretation. The general consensus became that
the inner core is strongly anisotropic, with a
P-wave anisotropy of about 3–4% with the fast
velocity direction parallel to the Earth’s rotation
axis (see reviews by Creager (2000), Song (1997),
and Tromp (2001). However, many studies have
suggested variations to this simple anisotropy
model of the inner core. It has been suggested
that the symmetry axis of the anisotropy is tilted
from the Earth’s rotation axis (Shearer and Toy,
1991; Creager, 1992; Su and Dziewoński, 1995) by
5–10�. A significant difference in the anisotropy
between Eastern and Western Hemispheres of the
inner core has been reported by Tanaka and
Hamaguchi (1997) and Creager (1999) with the
Western Hemisphere having significantly stronger
anisotropy than the Eastern Hemisphere that is
nearly isotropic. Several recent studies concur
that the outer part (100–200 km) of the inner core
is isotropic and inner part is anisotropic (e.g., Song
and Helmberger, 1998; Garcia and Souriau, 2000,
2001; Song and Xu, 2002; Garcia, 2002). It has also
been suggested that there is a small innermost
inner core with radius of about 300 km with dis-
tinct transverse isotropy relative to the outermost
inner core by Ishii and Dziewoński (2002)
Figure 2(a). The innermost core has the slowest
P-wave velocity at 45� to the east–west direction
and the outer part has a weaker anisotropy with
slowest P-wave velocity parallel to the east–west
direction. Using split normal mode constraints,
Beghein and Trampert (2003) also showed that
there is a change in velocity structure with radius
in the inner core; however, their model
(Figure 2(b)) shows that the symmetry of the
P- and S-wave changes at about 400 km radius,
suggesting a radical change, such as a phase transi-
tion of iron. Much of the complexity of the
observations seems to be station and method
dependent (see Ishii et al. (2002a, 2002b). In a
detailed study Ishii et al. (2002a, 2002b) derive a
model that simultaneously satisfies normal mode,
absolute travel time, and differential travel time
data. It has allowed them to separate a mantle
signature and regional structure from global aniso-
tropy of the inner core. Their preferred model of
homogeneous transverse isotropy with a symmetry
axis aligned with the rotation axis contradicts many
of models proposed above, but is similar to
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previous suggestions. In a study of inner-core
P-wave anisotropy using both finite-frequency and
ray theories, Calvet et al. (2006) found that the data
can be explained by three families of models which
all exhibit anisotropy changes at a radius between
550 and 400 km (compared to 300 km for Ishii and
Dziewoński (2002, 2003) and about 400 km for
Beghein and Trampert (2003)). The first model
has a weak anisotropy with a slow P-wave velocity
symmetry axis parallel to Earth’s rotation axis.
The second model has a nearly isotropic innermost
inner core. Lastly, the third model has a strongly
anisotropic innermost inner core with a fast
symmetry axis parallel to Earth’s rotation axis.
These models have very different implications for
the origin of the anisotropy and the history of
Earth’s core. These divergences partly reflect the
uneven sampling of the inner core by PKP(DF)
paths resulting from the spatial distribution of
earthquakes and seismographic stations. More data
are required to improve the determination of the
anisotropic structure of the innermost inner core,
as for example, nearly antipodal waves that may
provide crucial constraints on the structures at the
centre of the Earth.

Theoretical studies of the process of generating
the Earth’s magnetic field through fluid motion of
the outer core have predicted that the electromag-
netic torque would force the inner core to rotate
relative to the mantle (Steenbeck and Helmis,
1975; Gubbins, 1981; Szeto and Smylie, 1984;
Glatzmaier and Roberts, 1995, 1996). Song and
Richards (1996) first reported seismic differential

travel time observations based of three decades of
data supporting the eastward relative rotation of
inner core by about 1� per year faster than the
daily rotation of the mantle and crust. Around the
equator of the inner core, this rotation rate corre-
sponds to a speed of a few tens of kilometers per
year. The interpretation of the observed travel
times required using the seismic anisotropy model
inner core established by Su and Dziewoński
(1995). Clearly to establish such small relative rota-
tion rate a detailed knowledge of anisotropy,
heterogeneity, and shape of the inner core is
required, as travel times will change with direction
and time (Song, 2000). The result was supported
by some studies (e.g., Creager, 1997) and chal-
lenged by other studies (e.g., Souriau et al., 1997),
but all indicated a smaller rotation rate than 1� per
year. The most recent study to date by Zhang et al.
(2005) confirms a rotation rate of 0.3–0.5� using
techniques that avoids artifacts of poor event
locations and contamination by small-scale
heterogeneities. Shear waves are very useful for
determining the magnitude and orientation of ani-
sotropy along individual ray paths. Despite several
claims to have observed shear waves (e.g., Julian
et al., 1972; Okal and Cansi 1998), the analysis of
the attenuation (Doornbos, 1974) and frequency
range (Deuss et al., 2000) reveals that these claims
are unjustified. The analysis and validation of
observations by Deuss et al. (2000) provide the
first reliable observation of long period (20–30 s)
shear waves providing new possibilities for explor-
ing the anisotropy of inner core.
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Figure 2 (a) The outer–inner core and innermost inner-core P-wave anisotropy models of Ishii and Dziewoński (2002).
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The transverse isotropy observed for P-waves
traveling through the inner core could be explained
by the CPO of hexagonal close packed (h.c.p.) from of
iron ("-phase) crystals or a layered structure.
Analysis of the coda of short period inner core
boundary reflected P-waves (PKiKP) require only a
few percent heterogeneity at length scales of 2 km
(Vidale and Earle, 2000) which suggests a relatively
homogenous nonstructured inner core; however, this
interpretation of coda has recently been questioned by
Poupinet and Kennett (2004). The mechanism
responsible for the CPO has been the subject of con-
siderable speculation in recent years. The suggested
mechanisms include: alignment of crystals in the mag-
netic field as they solidify from the liquid outer core
(Karato, 1993), the alignment of crystals by plastic
flow under the action of Maxwell normal stresses
caused the magnetic field (Karato, 1999), faster crystal
growth in the equatorial region of the inner core
(Yoshida et al., 1996), anisotropic growth driven by
strain energy, dendric crystal growth aligned with
the direction of dominant heat flow (Bergman, 1997),
plastic flow in a thermally convective regime ( Jeanloz
and Wenk, 1988; Wenk et al., 1988; Wenk et al., 2000),
and plastic flow under the action of magnetically
induced Maxwell shear stresses (Buffett and Wenk,
2001). An alternative explication was proposed by
Singh et al. (2000) to explain the P-wave anisotropy
and the low shear wave velocity of about 3.6 km s�1

(Deuss et al. 2000) is the presence of a volume fraction
of 3–10% liquid iron (or FeS) in the form of oblate
spherical inclusions aligned in the equatorial plane in a
matrix of iron crystals with their c-axes aligned paral-
lel to the rotation axis as originally proposed by
Stixrude and Cohen (1995). The S-wave velocity
and attenuation data are mainly from the outer part
of the inner core and hence it was suggested that the
liquid inclusions are present in this region. Note this is
in contradiction with other studies, which suggest that
the outer core has a low anisotropy. Several problems
posed by all models to different degrees include:
whether the inner core is thermally convective (see
Weber and Machetel, 1992; Yukutake, 1998); the visc-
osity of the inner core; the strength of magnetic field
and magnitude of the Maxwell stresses necessary to
cause crystal alignment; and the presence of liquids or
even the ability of the models to correctly predict the
magnitude and orientation of the seismic P-wave
anisotropy. Given the range of seismic models and
the variety of physical phenomena proposed to
explain these models, better constraints on the seismic
data, probably using better-quality data and a wider

geographical distribution of seismic stations in polar

regions are urgently required.
In this chapter, our current knowledge of the

seismic anisotropy of the constituent minerals of

the Earth’s interior and our ability to extrapolate

these properties to mantle conditions of tempera-

ture and pressure (Figure 1) are reviewed. The

chapter begins by reviewing the fundamentals of

elasticity, plane wave propagation in anisotropic

crystals, the measurements of elastic constants,

and the effective elastic constants of crystalline

aggregates.

2.16.2 Mineral Physics

2.16.2.1 Elasticity and Hooke’s Law

Robert Hooke’s experiments demonstrated that

extension of a spring is proportional to the weight

hanging from it which was published in De Potentia

Restitutiva (or of Spring Explaining the Power of

Springing Bodies 1678), establishing that in elastic

solids there is a simple linear relationship between

stress and strain. The relationship is now commonly

known as Hooke’s law (Ut tensio, sic vis – which

translated from Latin is ‘as is the extension, so is the

force’ – was the solution to an anagram announced

two years early in ‘A Description of Helioscopes and

some other Instruments 1676’, to prevent Hooke’s

rivals from claiming to have made the discovery

themselves!). In the case of small (infinitesimal)

deformations a Maclaurin expansion of stress as a

function of strain developed to first order correctly

describes the elastic behavior of most linear elastic

solids:

sij "klð Þ ¼ sij 0ð Þ þ qsij

q"kl

� �
q"kl¼0

� "kl þ
1

2

qsij

q"klq"mn

� �
q"kl¼0
q"mn¼0

"kl"mn þ � � �

as the elastic deformation is zero at a stress of zero
then sij(0)¼ 0 and restricting our analysis to first
order, then we can define the fouth rank elastic
tensor cijkl as

cijkl ¼
qsij

q"kl

� �
q"kl¼0
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where "kl and sij are, respectively, the stress and
infinitesimal strain tensors. Hooke’s law can now be
expressed in its traditional form as

sij ¼ cijkl "kl

The coefficients of the elastic fourth-rank tensor cijkl

translate the linear relationship between the second-

rank stress and infinitesimal strain tensors. The four

indices (ijkl) of the elastic tensor have values between

1 and 3, so that there are 34¼ 81 coefficients. The stress

tensor is symmetric as we assume that stresses acting on

opposite faces are equal and opposite; hence, there are

no stress couples to produce a net rotation of the elastic

material. The infinitesimal strain tensor is also sym-

metric; because we assume that pure and simple shear

quantities are so small that their squares and products

can be neglected. Due to the symmetric symmetry of

stress and infinitesimal strain tensors, they only have six

independent values rather than nine for the nonsym-

metric case; hence, the first two (i, j) and second two

(k, l) indices of the elastic tensor can be interchanged:

cijkl ¼ cjikl and cijkl ¼ cijlk

The permutation of the indices caused by the
symmetry of stress and strain tensors reduces the

number of independent elastic coefficients to

62¼ 36 because the two pairs of indices (i, j ) and

(k, l ) can only have six different values:

1 X ð1; 1Þ 2 X ð2; 2Þ 3 X ð3; 3Þ 4 X ð2; 3Þ ¼ ð3; 2Þ 5 X ð3; 1Þ
¼ ð1; 3Þ 6 X ð1; 2Þ ¼ ð2; 1Þ

It is practical to write a 6 by 6 table of 36 coeffi-
cients with two Voigt indices m and n (cmn) that have

values between 1 and 6, whereas the representation

of the cijkl tensor with 81 coefficients would be a

printer’s nightmare. The relation between the Voigt

(mn) and tensor indices (ijkl ) can be expressed most

compactly by

m ¼ �ij i þ 1 – �ij

� �
9 – i – jð Þ and

n ¼ �kl k þ 1 – �klð Þ 9 – k – 1ð Þ

where �ij is the Kronecker delta (�ij¼ 1 when i¼ j and
�ij¼ 0 when i 6¼ j ).

Combining the first and second laws of thermo-
dynamics for stress–strain variables we can define the

variation of the internal energy (dU ) per unit volume

of a deformed anisotropic elastic body as a function of

entropy (dS) and elastic strain (d"ij) at an absolute

temperature (T ) as

dU ¼ sij d"ij þ T dS

U and S are called state functions. From this equation
it follows that the stress tensor at constant entropy
can be defined as

sij ¼
qU

q"ij

� �
S

¼ cijkl"kl

hence

cijkl ¼
qsij

q"kl

� �
and cklij ¼

qskl

q"ij

� �
and finally we can write the elastic constants in terms
of internal energy and strain as

cijkl ¼
q

q"kl

qU

q"ij

� �
S

¼ q2U

q"ij q"kl

� �
S

¼ q2U

q"klq"ij

� �
S

¼ cklij

The fourth-rank elastic tensors are referred to as
second-order elastic constants in thermodynamics,
because they are defined as second-order derivatives
of a state function (e.g., internal energy q2U

for adiabatic or Helmhotz free energy q2F for isother-
mal constants) with respect to strain. It follows from
these thermodynamic arguments that we can
interchange the first pair of indices (ij ) with second (kl ):

cijkl ¼ cjikl and cijkl ¼ cijlk and now cijkl ¼ cklij

The additional symmetry of cijkl¼ cklij permutation
reduces the number of independent elastic coeffi-
cients from 36 to 21 and tensor with two Voigt
indices is symmetric, cmn¼ cnm. Although we have
illustrated the case of isentropic (constant entropy,
equivalent to an adiabatic process for a reversible
process such as elasticity) elastic constants which
intervene in the propagation of elastic waves whose
vibration is too fast for thermal diffusion to establish
heat exchange to achieve isothermal conditions,
these symmetry relations are also valid for isothermal
elastic constants which are used in mechanical pro-
blems. The vast majority of elastic constants reported
in the literature are determined by the propagation
ultrasonic elastic waves and are adiabatic. More
recently, elastic constants predicted by atomic mod-
eling for mantle conditions of pressure, and in some
cases temperature, are also adiabatic (see review by
Karki et al. (2001), also see Chapter 2.06).

The elastic constants in the literature are
presented in the form of 6� 6 tables for the triclinic
symmetry with 21 independent values; here the
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independent values are shown in bold characters in the

upper diagonal of cmn with the corresponding cijkl.

c11 c12 c13 c14 c15 c16

c12 c22 c23 c24 c25 c26

c13 c23 c33 c34 c35 c36

c14 c24 c34 c44 c45 c46

c15 c25 c35 c45 c55 c56

c16 c26 c36 c46 c56 c66

66666666666666664

77777777777777775

¼

c1111 c1122 c1133 c1123 c1113 c1112

c1122 c2222 c2233 c2223 c2213 c2212

c1133 c2233 c3333 c3323 c3313 c3312

c1123 c2223 c3323 c2323 c2313 c2312

c1113 c2213 c3313 c2313 c1313 c1312

c1112 c2212 c3312 c2312 c1312 c1212

66666666666666664

77777777777777775

In the triclinic system there are no special
relationships between the constants. On the other

extreme is the case of isotropic elastic symmetry

defined by just two coefficients. Note this is not

the same as cubic symmetry, where there are three

coefficients and that a cubic crystal can be elasti-

cally anisotropic. The isotropic elastic constants

can be expressed in the four-index system as

cijkl ¼ ��ij �kl þ � �ik�jl þ �il�jk

� �
where � is Lamé’s coefficient and � is the shear
modulus. � and � are often referred to as Lamé’s
constants after the French mathematician
Gabriel Lamé, who first published his book Leçons

sur la théorie mathématique de l ’é lasticité des corps solides

in 1852. In the two-index Voigt system the indepen-
dent values are

c11 ¼ c22 ¼ c33 ¼ �þ 2�

c12 ¼ c23 ¼ c13 ¼ �

c44 ¼ c55 ¼ c66 ¼
1

2
c11 – c12ð Þ ¼ �

In matrix form this is written as

c11 c12 c12 0 0 0

c12 c11 c12 0 0 0

c12 c12 c11 0 0 0

0 0 0
1

2
c11 – c12ð Þ 0 0

0 0 0 0
1

2
c11 – c12ð Þ 0

0 0 0 0 0
1

2
c11 – c12ð Þ

26666666666666664

37777777777777775
where the two independent values are c11 and c12.
Another symmetry that is very important in seismology
is the transverse isotropic medium (or hexagonal crystal
symmetry). In many geophysical applications of trans-
verse isotropy, the unique symmetry direction (X3) is
vertical and the other perpendicular elastic axes (X1
and X2) are horizontal and share the same elastic
properties and velocities. It is very common in seismo-
logical papers to use the notation of Love (1927) for the
elastic constants of transverse isotropic media where

A ¼ c11 ¼ c22 ¼ c1111 ¼ c2222

C ¼ c33 ¼ c3333

F ¼ c13 ¼ c23 ¼ c1133 ¼ c2233

L ¼ c44 ¼ c55 ¼ c2323 ¼ c1313

N ¼ c66 ¼
1

2
c11 – c12ð Þ ¼ c1212 ¼

1

2
c1111 – c1122ð Þ

and

A – 2N ¼ c12 ¼ c21 ¼ c11 – 2c66 ¼ c1212 ¼ c2211

¼ c1111 – 2c1212

c11 c12 c13 0 0 0

c12 c11 c13 0 0 0

c13 c13 c33 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0
1

2
ðc11 – c12Þ

2666666666666664

3777777777777775

¼

A A – 2N F 0 0 0

A – 2N A F 0 0 0

F F C 0 0 0

0 0 0 L 0 0

0 0 0 0 L 0

0 0 0 0 0 N

266666666666664

377777777777775
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and the velocities in orthogonal directions that char-
acterize a transverse isotropic medium are functions
of the leading diagonal of the elastic tensor and are
given as

A ¼ c11 ¼ �V 2
PHC ¼ c33 ¼ �V 2

PVL ¼ c44 ¼ �V 2
SVN

¼ c66 ¼ �V 2
SH

where � is density, VPH and VPV are the velocities of
horizontally (X1 or X2) and vertically (X3) propagat-
ing P-waves, VSH and VSV are the velocities of
horizontally and vertically polarized S-waves propa-
gating horizontally.

Elastic anisotropy can be characterized by taking
ratios of the individual elastic coefficients. Thomsen

(1978) introduced three parameters to characterize

the elastic anisotropy of any degree, not just weak

anisotropy, for transverse isotropic medium,

" ¼ c11 – c33=2 c33 ¼ A – C=2C

� ¼ c66 – c44=2 c44 ¼ N – L=2L

and

�� ¼ 1

2
c2

33 2 c13þ c44ð Þ2 – c33 – c44ð Þ c11þ c33 – 2c44ð Þ
� �

�� ¼ 1

2
C2 2 F þ Lð Þ2 – C – Lð Þ Aþ C – 2Lð Þ
� �

Thomsen also proposed a weak anisotropy version of
the �� parameter,

� ¼ c13 þ c44ð Þ2 – c33 – c44ð Þ2
� �

= 2c33 c33 – c44ð Þ½ �
¼ F þ Lð Þ2 – C – Lð Þ2
� �

= 2C C – Lð Þ½ �

These parameters go to zero in the case of isotropy
and have values of much less than 1 (i.e., 10%) in the

case of weak anisotropy. The parameter " describes

the P-wave anisotropy and can be defined in terms of

the normalized difference of the P-wave velocity in

the directions parallel to the symmetry axis (X3, ver-

tical axis) and normal to the symmetry axis (X12,

horizontal plane). The parameter � describes the S-

wave anisotropy and can be defined in terms of the

normalized difference of the SH-wave velocity in the

directions normal to the symmetry axis (X12, horizon-

tal plane) and parallel to the symmetry axis (X3,

vertical axis), but also in terms SH and SV, because

SH parallel to the symmetry axis has the same velocity

as SV normal to the symmetry axis:

" ¼ V pðX12Þ – V pðX3Þ=V pðX3Þ ¼ VPH – VPV=VPV

� ¼ VSHðX12Þ – VSHðX3Þ=VSHðX3Þ
¼ VSHðX12Þ – VSVðX12Þ=VSVðX12Þ ¼ VSH –VSV=VSV

Thomsen (1986) found that the parameter �� con-
trols most of the phenomena of importance for
exploration geophysics, such as velocities inclined
to the symmetry axis (vertical), some of which
are non-negliable even when the anisotropy is
weak. The parameter �� is an awkard combination
of elastic parameters, which is totally independent of
the velocity in the direction normal to the symmetry
axis (X12 horizontal plane) and which may be either

postitive or negative. Mensch and Rasolofosaon
(1997) have extended the application of Thomsen’s
parameters to anisotropic media of arbitary symme-
tery and the associated analysis in terms of the
perturbation of a reference model that can exhibit
strong S-wave anisotropy.

In the domain of one- or three-dimensional radial
anisotropic seismic tomography, it has been the prac-
tice to use the parameters j, �, and � to characterize
the transverse anisotropy, where

j ¼ c33=c11 ¼ C=A ¼ VPV
2 =VPH

2

� ¼ c66=c44 ¼ N=L ¼ VSH
2 =VSV

2

� ¼ c13=ðc11 – 2c44Þ ¼ F=ðA – 2LÞ

For characterizing the anisotropy of the inner
core, some authors (e.g., Song, 1997) use a
variant of Thomsen’s parameters, "0¼ (c33� c11)/
2c11¼ (C� A)/2A (positions of c11 and c33 reversed
from Thomsen, double prime has been added to
avoid confusion here with Thomsen’s parameter)

� ¼ c66 – c44ð Þ=2c44 ¼ ðN – LÞ=2L

ðsame as ThomsenÞ

s ¼ c11 þ c33 – 4c44 – 2c13ð Þ=2c11

¼ ðAþ C – 4L – 2FÞ=2A

ðvery different from Thomsen’s ��Þ

others (e.g., Woodhouse et al., 1986) use

	 ¼ c33 – c11ð Þ=Ao ¼ ðC – AÞ=Ao


 ¼ c66 – c44ð Þ=Ao

� ¼ c11 – 2c44 – c13ð Þ=Ao ¼ ðA – 2N – FÞ=Ao

where Ao¼ �oVpo
2 is calculated using the density �o

and P-wave velocity Vpo at the center of the spheri-
cally symmetric reference Earth model, PREM
(Dziewoński and Anderson, 1981). With at least
four different sets of triplets of anisotropy parameters
to describe transverse isotropy in various domains of
seismology, the situation is complex for a researcher
who wants to compare the anisotropy from different
published works. Even when comparisons are made,
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for example, for the inner core (Calvet et al., 2006),
drawing conclusions may be difficult as the para-
meters refect only certain aspects of the anisotropy.

In studying the effect of symmetry of the elastic
properties of crystals, one is directly concerned with

only the 11 Laue classes and not the 32 point groups,

because elasticity is a centrosymmetrical physical

property. The velocity of an elastic wave depends

on its direction of propagation in an anisotropic

crystal, but not the positive or negative sense of

the direction. In this chapter we are restricting

our study to second-order elastic constants, corre-

sponding to small strains characteristic elastic

deformations associated with the propagation of seis-

mic waves. If we wanted to consider larger finite

strains or the effect of an externally applied stress,

we would need to consider third-order elastic con-

stants as the approximation adopted in limiting the

components of the strain tensor to terms of the first

degree in the derviatives is no longer justified. For

second-order elastic constants the two cubic and two

hexagonal Laue classes are not distinct (e.g.,

Brugger, 1965) and may be replaced by a single

cubic and a single hexagonal class, which results in

only nine distinct symmetry classes for crystals

shown in Table 1.

Table 1 Second-order elastic constants of all Laue crystal symmetries

(Continued )
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2.16.2.2 Plane Waves and Christoffel’s
Equation

There are two types of elastic waves, which propa-

gate in an isotropic homogeneous elastic medium, the

faster compressional (or longitudinal) wave with dis-
placements parallel to propagation direction and

slower shear (or transverse) wave with displacements

perpendicular to the propagation direction. In aniso-

tropic elastic media there are three types of

waves:one compressional wave and two shear waves

with, in general, different velocities. In order to

understand the displacements associated with differ-

ent waves, their relationship to the propagation

direction and elastic anisotropy, it is important to

consider the equation of propagation of a mechanical

disturbance in an elastic medium. If we ignore the

effect of gravity, we can write the equation of dis-

placement (ui) as function of time (t) as

�
q2ui

qt 2

� �
¼ qsij

qxj

� �

where � is the density and xj is position. Using
Hooke’s law, stress can be written as

sij ¼ cijkl

qul

qxk

� �

Hence, elasto-dynamical equation describing the
inertial forces can be rewritten with one unknown
(the displacement) as

�
q2 ui

q t 2

� �
¼ cijkl

q2 ul

q xj xk

� �

The displacement of monochromatic plane wave
can be described by any harmonic form as a function

of time (e.g. Fedorov, 1968):

u ¼ A exp iðk:x – !tÞ

where A the amplitude vector, which gives the direc-
tion and magnitude of particle motion, t is time, n the
propagation direction normal to the plane wavefront,
! the angular frequency, which is related to fre-
quency by f¼!/2�, k is the wave vector which is
related to the phase velocity (V) by V¼!/k and the
plane wavefront normal (n) by k¼ (2�/�)n, where �
is the wavelength. For plane waves the total phase
�¼ (k.x – !t) is a constant along the wavefront.
Hence, the equation for a surface of equal phase at
any instant of time (t) is a plane perpendicular to the
propagation unit vector (n). Now if we insert the
solution for the time-dependant displacement into
the elasto-dynamical equation, we find the

Table 1 (Continued)

The number in brackets is the number of independent constants.

448 Seismic Anisotropy of the Deep Earth



Christoffel equation first published by E.B.
Christoffel in 1877:

Cijkl sj sl pk ¼ �V 2pi or Cijkl sj sl pk ¼ �pi

Cijkl nj nl – �V 2�ik

� �
pk ¼ 0 or Cijkl sj sl – ��ik

� �
pk ¼ 0

where V are the phase velocities, � is density, pk polar-
ization unit vectors, nj propagation unit vector, and sj

are the slowness vector of magnitude 1/V and the same
direction as the propagation direction (n). The polar-
ization unit vectors pk are obtained as eigenvectors and
corresponding eigenvalues of the roots of the equation

detjCijkl nj nl – �V 2�ikj ¼ 0 or

detjCijkl sj sl – ��ikj ¼ 0

We can simplify this equation by introducing the
Christoffel (Kelvin–Christoffel or acoustic) tensor

Tik¼Cijkl nj nl and three wave moduli M¼ �V2;

hence, detjTik�M�ikj ¼ 0. The equation can be writ-

ten in full as

T11 – M T12 T13

T21 T22 – M T23

T31 T32 T33 – M

��������
�������� ¼ 0

which upon expansion yields the cubic polynominal
in M

M3 – IT M2 þ IIT M – IIIT ¼ 0

where IT¼Tii, IIT ¼ 1
2(TiiTjj�TijTij), and

IIIT¼ detjTij j are the first, second, and third invar-
iants of the Christoffel tensor. The three roots of the
cubic polynominal in M are the three wave moduli M.
The eigenvectors (ej) associated with each wave
moduli can be found by solving (Tij – M�ij)ej¼ 0.
Analytical solutions for the Christoffel tensor have
been proposed in various forms by Červený (1972),
Every (1980), Mainprice (1990), Mensch and
Rasolofosaon (1997), and probably others.

The Christoffel tensor is symmetric because of
symmetry of the elastic constants, and hence

Tik ¼ Cijkl nj nl ¼ Cjikl nj nl ¼ Cijlk nj nl ¼ Cklij nj nl ¼ Tki

The Christoffel tensor is also invariant upon the
change of sign of the propagation direction (n) as
the elastic tensor is not sensitive to the presence
or absence of a center of symmetry, being a cen-
tro-symmetric physical property. Because the
elastic strain energy ((1/2)Cijkl"ij"kl) of a stable

crystal is always positive and real (e.g., Nye, 1957),
the eigenvalues of the 3� 3 Christoffel tensor (being a
Hermitian matrix) are three positive real values of the
wave moduli (M) corresponding to �Vp

2, �Vs1
2, �Vs2

2 of
the plane waves propagating in the direction n. The
three eigenvectors of the Christoffel tensor are the
polarization directions (also called vibration, particle
movement or displacement vectors) of the three
waves. As the Christoffel tensor is symmetric, the
three eigenvectors (and polarization) vectors are
mutually perpendicular. In the most general case,
there are no particular angular relationships between
polarization directions ( p) and the propagation direc-
tion (n); however, typically the P-wave polarization
direction is nearly parallel and the two S-waves polar-
izations are nearly perpendicular to the propagation
direction and they are termed quasi-P or quasi-S
waves. If polarizations of the P-wave and two S-waves
are, respectively, parallel and perpendicular to the pro-
pagation direction, which may happen along a
symmetry direction, then the waves are termed pure
P and pure S or pure modes. Only velocities in pure
mode directions can be directly related to single elastic
constants (Neighbours and Schacher, 1967). In general,
the three waves have polarizations that are perpendi-
cular to one another and propagate in the same
direction with different velocities, with Vp > Vs1 > Vs2.
A propagation direction for which two (or all three) of
the phase velocities are identical is called an acoustic
axis, which occur even in crystals of triclinic symmetry.
Commonly, the acoustic axis is associated with the two
S-waves having the same velocity. The S-wave may be
identified by their relative velocity Vs1 > Vs2 or by their
polarization being parallel to a symmetry direction or
feature, for example, SH and SV, where the polarization
is horizontal and vertical to the third axis of reference
Cartesian frame of the elastic tensor (X3 in the termi-
nology of Nye (1957), X3 is almost always parallel to
the crystal c-axis) in mineral physics and perpendicular
to the Earth’s surface in seismology.

The velocity at which energy propagates in a
homogenous anisotropic elastic medium is defined
as the average power flow density divided by average

total energy density and can be calculated from the

phase velocity using the following relationship given
by Fedorov (1968):

Vi
e ¼ Cijkl pj pl nk=�V

The phase and energy velocities are related by a
vector equation Vi

e . ni¼Vi. It is apparent from this
relationship that Ve is not in general parallel to
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propagation direction (n) and has a magnitude equal

or greater to the phase velocity (V¼!/k). The pro-

pagation of waves in real materials occurs as packets
of waves typically having a finite band of frequencies.

The propagation velocity of wave packet is called the

group velocity and this is defined for plane waves of

given finite frequency range as

V
g

i ¼ q!=qkið Þ

The group velocity is in general different to
the phase velocity except along certain symmetry

directions. In lossless anisotropic elastic media the

group and energy velocities are identical (e.g., Auld,
1990); hence, it is not necessary to evaluate the dif-

ferential angular frequency versus wave vector to

obtain the group velocity as Vg¼Ve. The group

velocity has direct measurable physical meaning

that is not apparent for the energy or phase velocities.
Various types of plots have been used to illustrate

the variation of velocity with direction in crystals.

Velocities measured by Brillouin spectroscopy are

displayed via graphs of velocity as a function of

propagation directions used in the experiments.

The phase velocities Vp,Vsh, and Vsv of Stishovite

are shown in Figure 3, using the elastic constants
from Weidner et al. (1982); although this type of plot

may be useful for displaying the experimental results,

it does not convey the symmetry of the crystal. In

crystal acoustics, the phase velocity and slowness

surfaces have traditionally illustrated the anisotropy

of elastic wave velocity in crystals as a function of the
propagation direction (n) and plots of the wavefront

(ray or group) surface given by tracing the extremity
of the energy velocity vector defined above. The

normal to the slowness surface has the special prop-
erty of being parallel to the energy velocity vector.

The normal to the wavefront surface has the special
property of being parallel to the propagation (n) and

wave vector (k). We can illustrate these polar reci-

procal properties using the elastic constants of the
h.c.p. "-phase of iron, which is considered to be the

major constituent of the inner core, determined by
Mao et al. (1998) at high pressure (Figure 4). Note

that the twofold symmetry along the a[2�1�10] axis of
hexagonal "-phase is respected by the slowness and

wavefront surfaces of the SH-waves. The wavefront
surface can be regarded as a recording after 1 s of the

propagation from a spherical point source at the
center of the diagram. The wavefront is a surface

that separates the disturbed regions from the undis-
turbed ones. Anisotropic media have velocities that

vary with direction, and hence the phase velocity and
the slowness surfaces with concave and convex undu-

lations in three dimensions. The undulations are not
sharp as velocities and slownesses change slowly with

orientation. In contrast, the wave surface can have
sharp changes in direction, called cusps or folded

wave surfaces in crystal physics (e.g., Musgrave,
2003) and triplications or caustics in seismology

(e.g.,Vavrycuk, 2003), particularly for S-waves,
which correspond in orientation to undulations in

the phase velocity and slowness surfaces. The high-
pressure form of SiO2 called Stishovite illustrates the

various facets of the phase velocity, slowness, and
wavefront surfaces in a highly anisotropic mineral
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Figure 3 The variation of velocity with direction for

tetragonal Stishovite as described by Weidner et al. (1982).
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Figure 4 The polar reciprocal relation between the
slowness and wavefront surfaces in hexagonal "-phase iron

at 211 GPa using the elastic constants determined by Mao

et al. (1998). The normal to the slowness surface is the
energy vector (brown) and the normal to the wavefront

surface is the propagation direction (parallel to the wave

vector). Note the twofold symmetry on the surfaces.

450 Seismic Anisotropy of the Deep Earth



(Figure 5). Velocity clearly varies strongly with pro-
pagation direction; in the case of Stishovite, the
variation for SH is very important, whereas SV is
constant in the (001) plane. Stishovite has tetragonal
symmetry; hence, the c-axis has fourfold symmetry
that can clearly be identified in the various surfaces
in (001) plane. There are orientations where the SH
and SV surfaces intersect; hence, there is no shear
wave splitting (S-wave birefringence) as both
S-waves have the same velocity. The phase velocity
and slowness surfaces have smooth changes in orien-
tation corresponding to gradual changes in velocity.
In contrast, along the a[100] and b[010] directions,
the SH wavefront has sharp variations in orientation
called cusps. The cusps on the SH wavefront are
shown in more detail in Figure 6, where the cusps
on the wavefront are clearly related to minima of the
slowness (or maxima on the phase velocity) surface.
The propagation of SH in the a[100] direction is
instructive; if one considers seismometer at the
point S, then seismometer will record first the arrival
of wavefront AA9, then BB9 and finally CC9. The
parabolic curved nature of the cusp AA9 is also at
the origin of the word caustic to describe this phe-
nomena by analogy with the convergent rays in
optics, whereas the word triplication evokes the arri-
val of the three wavefronts. Although we are dealing
with homogeneous anisotropic medium, a single
crystal of stishovite, the seismometer will record
three arrivals for SH, plus of course SV and P, giving

a total of five arrivals for a single mechanical distur-
bance. Media with tetragonal elastic symmetry are
not very common in seismology, whereas media with

hexagonal (or transverse isotropic) symmetry are
very common and has been postulated, for example,

for the D0 layer above the core–mantle boundary
(CMB) (e.g., Kendall, 2000). The three surfaces of
the hexagonal "-phase of iron are shown in Figure 7

in the a(2�1�10) and c(0001) planes, which are respec-
tively the perpendicular and parallel to the elastic

symmetry axis (c-axis or X3) of transverse isotropic
elastic symmetry. First, in this chapter the wave

properties in the a(2�1�10) plane are considered. In
this plane the maximum P-wave velocity is 45�

from the c-axis and minimum parallel to the a- and
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Figure 5 The three surfaces used to characterize acoustic properties, the phase velocity, slowness, and wavefront surfaces

for tetragonal Stishovite. Note fourfold symmetry of the surfaces and the cusps on the SH wavefront surface. The elastic

constants of Stishovite were measured by Weidner et al. (1982) at ambiante conditions.
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Figure 6 Cusps on the wavefront surface of tetragonal

Stishovite and its relation to the slowness surface in the

[100] direction. The propagation directions of the wavefront

are marked by arrows every 10� (see the text for detailed
discussion).
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c-axes. The maximum SH velocity is parallel to the
c-axis and the minimum parallel to b-axis, where as the

SV velocity has a maximum parallel to the a- and
c-axes and a minimum 45� to the c-axis. The polariza-

tion direction of P-waves is not perpendicular to the

phase velocity surface in general, and not parallel to
the propagation direction, except along the symmetry

directions m[01�10] and c[0001] axes. The SH polar-
izations are all normal to the c-axis and hence they

appear as points in the a(2�1�10) plane. The SV polar-

izations are inclined to the a-axis; hence, they appear as
lines of variable length depending on their orientation.

The SH and SV velocity surfaces intersect parallel to
the c-axis and at 60� from the c-axis, where they have

the same velocity. The minima in the SV slowness

surface along the a-and c-axes correspond to the
cusps seen on the wavefront surface. The wave proper-

ties in the (0001) plane are completely different as both
the P- and S-waves display a single velocity, hence the

name transverse isotropy as the velocities do not vary

with direction in this plane perpendicular (transverse)

to the unique elastic symmetry axis (c-axis or X3). The

isotropic nature of this plane is also shown by the

polarizations of the P-waves, which are normal to

the phase velocity surface, and parallel to the propaga-

tion direction, as in the isotropic case. Similarly for the

S-waves, the polarization directions for SV are parallel

and SH are normal to the symmetry axis, and both are

perpendicular to the propagation direction.
The illustrations used so far are only two-dimen-

sional sections of the anisotropic wave properties.

Ideally, we would like to see the three-dimensional

form of the velocity surfaces and polarizations.

A three-dimensional plot of the P, SH, and SV velo-

cities in Figure 8 shows the geometrical relation of

the polarizations to the crystallographic axes, but is

too complicated to see the variation in velocities;

only a few directions have been plotted for clarity.
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Figure 7 Velocity surfaces of "-phase of iron in the second-order prism and basal plane illustrating the anisotropy in a

hexagonal or transverse isotropic structure. Note the perfectly isotropic (circular) velocity surfaces in the base plane. The

polarizations are marked on the phase velocity surfaces and for the basal plane the polarizations for P are normal to the
surface and parallel to the propagation direction, where as for S they are normal and vertical for SV and tangential and

horizontal for SH as in an isotropic medium. The energy vector and propagation direction are normal to the slowness and

wavefront surface in the basal plane.
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A more practical representation that is directly

related to spherical plot in Figure 8 is the pole figure

plot of contoured and shaded velocities with polar-

izations shown in Figure 9. The circular nature of

the velocity and polarization around the sixfold sym-

metry axis c[0001] is immediately apparent. The

maximum shear wave splitting and SV velocity is in

the basal (0001) plane. From the plot we can see that

"-phase of iron is very anisotropic at the experimen-

tal conditions of Mao et al. (1998) with a P-wave

anisotropy of 7.1%. The shear wave anisotropy has

a maximum of 26.3%, because in this transverse iso-

tropic structure, SH has a minimum and SV has a

maximum velocity in the basal plane. At first sight

the pole figure plot of polarizations appears complex.

To illustrate the representation of S-wave polariza-

tions on a pole figure a single propagation direction

in Figure 10 has been drawn. In this chapter, stisho-

vite has been chosen as an example mineral because

it is very anisotropic and hence the angles between

the polarizations are clearly not parallel (qP) or pen-

dicular (qS1, qS2) to the propagation direction.

2.16.2.3 Measurement of Elastic Constants

Elastic properties can be measured by a various meth-
ods, including mechanical stress–strain, ultrasonic,
resonant ultrasound spectroscopy Brillouin spectro-
scopy, nonhydrostatic radial X-ray diffraction, X-ray
and neutron inelastic scattering, and shock measure-
ments. In addition to physical measurements, atomic
scale first-principles methods can predict elastic prop-
erties of crystals (see review by Karki et al. (2001), also
see Chapter 2.06). The classical mechanical stress–
strain measurements of elastic constants are no longer
used due to the large errors and most compilations of
single-crystal elastic constants (e.g., Bass, 1995; Isaak,
2001) are mainly based on ultrasonic measurements,
the traditional technique at ambient conditions for
large specimens. The measurement of the elastic con-
stants for minerals from the deep Earth using classical
techniques requires large (<1 cm3) gem quality crys-
tals. However, many minerals of the deep Earth are
not stable, or meta-stable, at ambient conditions
and no large gem quality crystals are available.
Furthermore, the main applications of elastic constants
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are for the interpretation of seismological data at the
high pressure and temperature conditions of the
Earth’s mantle and core. Although ultrasonic techni-
ques are still widely used, new methods are constantly
being developed and refined for measurements at
higher pressures and temperatures (Liebermann and
Li, 1998; Li et al., 2004; Jacobsen et al., 2005).

Ultrasonic measurements require a mechanical
contact between the transducers that produce and
detect the ultrasonic signal and the sample. For
experiments at high pressure and temperature the
contact is generally made via the high-pressure pis-
tons and a high-temperature ceramic buffer rod or
directly with the diamond anvils. Various corrections
are necessary to take into account the ray paths
through the pistons and buffer rods and transducer-
bond phase shift effects. The technique most com-
monly used is based on the ultrasonic interferometry
method introduced by Jackson and Niesler (1982) to
obtain accurate pressure derivatives of single-crystal
MgO to 3 GPa in a piston cylinder apparatus. The
use of ultrasonic interferometry in conjunction with
synchrotron X-radiation in multianvil devices per-
mits a more accurate measurement of elastic
constants at simultaneous high pressure and tempera-
ture (Li et al., 2004), as the sample length can be
directly measured by X-radiography in situ, thereby
reducing uncertainties in velocity measurements.
A new gigahertz ultrasonic interferometer has
recently been developed for the diamond anvil cell
( Jacobsen et al., 2005). The gigahertz frequency
reduces the wavelength in minerals to a few micro-
meters, which allows the determination of velocity
and the elastic constants for samples of a few tens of
micrometers in thickness. Another ultrasonic techni-
que called resonant ultrasound spectroscopy has been
used to study the elastic constants of minerals with
high precision to very high temperatures at ambient
pressure (e.g., Isaak, 1992; Isaak et al., 2005).

Brillouin scattering spectroscopy has become an
established tool for measuring elastic constants
since the introduction of laser sources and multi-
pass Fabry–Perot interferometers (e.g., Vacher and
Boyer, 1972). Unlike the ultrasonic techniques
which usually measure the velocity in relatively
few crystallographic directions, and where possible
in pure mode directions, using Brillouin scattering
the velocities can be measured along many propa-
gation directions and the numerous velocities are
inverted to obtain a least-squares determination of
the elastic constants (Weidner and Carleton, 1977);
hence, it is very suitable for the measurement of

low-symmetry crystals. Brillouin scattering has

several advantages for measurements of transparent

minerals at high pressure and temperature in a

diamond anvil cell; it only requires a small sample;

no physical contact with the sample is required and

the Brillouin peaks increase with temperature

(Sinogeikin et al., 2005). The elastic constants of

MgO have been determined to high pressure

(55 Gpa; Zha et al., 2000) and high temperature

(1500 K; Sinogeikin et al., 2005) using Brillouin

scattering. A related technique using laser-induced

phonon spectroscopy in the form of impulsive scat-

tering in a diamond anvil cell has been used to

measure elastic constants of mantle minerals to

20 GPa (e.g., Chai et al., 1977, 1997; Abramson

et al., 1997).
Several X-ray and neutron diffraction and scatter-

ing techniques (e.g., Fiquet et al., 2004) have recently

been developed to explore elastic behavior at

extreme pressures (>100 GPa) in diamond anvils.

Experiments using X-ray radial diffraction of poly-

crystalline samples under nonhydrostatic stress have

been used to estimated the single-crystal elastic con-

stants by using the measured lattice strains and

crystal-preferred orientation combined with model

polycrystalline stress distribution (e.g., Voigt or

Reuss) (e.g., Mao et al., 1998; Merkel et al., 2005,

2006b). The uncertainties in the absolute value of

the elastic constants may be on the order of

10–20% and model-dependent stress or strain distri-

butions may be limited by the presence of elastic and

plastic strain in some cases; however, this technique

provides valuable information at extreme pressures.

Inelastic X-ray scattering has provided volume aver-

aged P-wave velocities of h.c.p. iron as a function of

pressure to 110 GPa (Fiquet et al., 2001). Using

knowledge of the CPO combined with different scat-

tering geometries, Antonangeli et al. (2004) have

determined the P-wave velocities in several direc-

tions and C11 elastic constant of h.c.p. iron, providing

a valuable independent validation of results from

radial diffraction. The nuclear-resonant inelastic

X-ray scattering technique provides a direct probe

of the phonon density of states. By the integration of

the measured phonon density of states, the elastic and

thermodynamic parameters are obtained; when com-

bined with a thermal equation of state, the P- and

S-wave velocities of h.c.p. iron have been determined

to 73 GPa and 1700 K in a laser-heated diamond

anvil cell by Lin et al. (2005), illustrating the rapid

progress in this area.
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2.16.2.4 Effective Elastic Constants for
Crystalline Aggregates

The calculation of the physical properties from micro-
structural information (crystal orientation, volume
fraction, grain shape, etc.) is important for upper-
mantle rocks because it gives insight into the role of
microstructure in determining the bulk properties; it is
also important for synthetic aggregates experimentally
deformed at simulated conditions of the Earth’s inter-
ior. A calculation can be made for the in situ state at
high temperature and pressure of the deep Earth for
samples where the microstructure has been changed
by subsequent chemical alteration (e.g., the transfor-
mation olivine to serpentine) or mechanically induced
changes (e.g., fractures created by decompression).
The in situ temperatures and pressures can be simu-
lated using the appropriate single-crystal derivatives.
Additional features not necessarily preserved in the
recovered microstructure, such as the presence of
fluids (e.g., magma) can be modeled (e.g., Blackman
and Kendall, 1997; Mainprice, 1997; Williams and
Garnero, 1996). Finally, the effect of phase change
on the physical properties can also be modeled using
these methods (e.g., Mainprice et al., 1990). Modeling is
essential for anisotropic properties as experimental
measurements in many directions necessary to fully
characterize anisotropy are not currently feasible for
the majority of the temperature and pressure condi-
tions found in the deep Earth.

In the following, we will only discuss the elastic
properties needed for seismic velocities, but the
methods apply to all tensorial properties where the
bulk property is governed by the volume fraction of
the constituent minerals. Many properties of geophy-
sical interest are of this type, for example, thermal
conductivity, thermal expansion, elasticity and seis-
mic velocities. However, these methods do not apply
to properties determined by the connectivity of a
phase, such as the electrical conductivity of rocks
with conductive films on the grain boundaries (e.g.,
carbon). We will assume that the sample may be
microscopically heterogeneous due to grain size,
shape, orientation, or phase distribution, but will be
considered macroscopically uniform. The complete
structural details of the sample are in general never
known, but a ‘statistically uniform’ sample contains
many regions, which are compositionally and struc-
turally similar, each fairly representative of the entire
sample. The local stress and strain fields at every
point r in a linear elastic polycrystal completely
determined by Hooke’s law are as follows:

sij ðrÞ ¼ Cijkl ðrÞ"kl ðrÞ

where sij(r)is the stress tensor, Cijkl(r) is the elastic
stiffness tensor, and "kl(r) the strain tensor at point r.
The evaluation of the effective constants of a poly-
crystal would be the summation of all components as
a function of position, if we know the spatial func-
tions of stress and strain. The average stress <s> and
strain <"> of a statistically uniform sample are linked
by an effective macroscopic modulus C* that obeys
Hookes’s law of linear elasticity,

C� ¼<s><"> – 1

where

<">¼ 1

V

Z
"ðrÞ dr

and

<s>¼ 1

V

Z
sðrÞ dr

and V is the volume, the notation <> denotes an
ensemble average. The stress s(r) and strain "(r)
distribution in a real polycrystal varies discontinu-
ously at the surface of grains. By replacing the real
polycrystal with a ‘statistically uniform’ sample, we
are assuming that s(r) and strain "(r) are varying
slowly and continuously with position r.

A number of methods are available for determining
the effective macroscopic effective modulus of an
aggregate. We will briefly present these methods
which try to take into account an increasing amount
of microstructural information, which of course results
in increasing theoretical complexity, but yields esti-
mates which are closer to experimental values. The
methods can be classified by using the concept of the
order of the statistical probability functions used to
quantitatively describe the microstructure (Kröner,
1978). A zero-order bound is given when one has no
statistical information of the microstructure of the
polycrystal and for example we do not know the
orientation of the component crystals; in this case we
have to use the single-crystal properties. The maxi-
mum and minimum of the single-crystal property are
the zero-order bounds. The simplest and best-known
averaging techniques for obtaining estimates of the
effective elastic constants of polycrystals are the
Voigt (1928) and Reuss (1929) averages. These
averages only use the volume fraction of each phase,
the orientation and the elastic constants of the single
crystals or grains. In terms of statistical probability
functions, these are first-order bounds as only the
first-order correlation function is used, which is the
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volume fraction. Note no information about the shape
or position of neighboring grains is used. The Voigt
average is found by simply assuming that the strain
field is everywhere constant (i.e., "(r) is independent of
r). The strain at every position is set equal to the
macroscopic strain of the sample. C* is then estimated
by a volume average of local stiffnesses C(gi) with
orientation gi, and volume fraction Vi ,

C� 	 CVoigt ¼
X

i

ViCðgiÞ
" #

Reuss average is found by assuming that the stress
field is everywhere constant. The stress at every
position is set equal to the macroscopic stress of the
sample. C� or S� is then estimated by the volume
average of local compliances S(gi),

C� 	 CReuss ¼
X

i

ViSðgiÞ
" # – 1

S� 	 SReuss ¼
X

i

ViSðgiÞ
" #

CVoigt 6¼ CReuss and CVoigt 6¼ SReuss
� � – 1

These two estimates are not equal for anisotropic
solids with the Voigt being an upper bound and the
Reuss a lower bound. A physical estimate of the mod-
uli should lie between the Voigt and Reuss average
bounds as the stress and strain distributions are
expected to be somewhere between uniform strain
(Voigt bound) and uniform stress (Reuss bound). Hill
(1952) observed that arithmetic mean (and the geo-
metric mean) of the Voigt and Reuss bounds,
sometimes called the Hill or Voigt–Reuss–Hill
(VRH) average, is often close to experimental values.
The VRH average has no theoretical justification. As it
is much easier to calculate the arithmetic mean of the
Voigt and Reuss elastic tensors, all authors have
tended to apply the Hill average as an arithmetic
mean. In Earth sciences, the Voigt, Reuss, and Hill
averages have been widely used for averages of
oriented polyphase rocks (e.g., Crosson and Lin,
1971). Although the Voigt and Reuss bounds are
often far apart for anisotropic materials, they still
provide the limits within which the experimental
data should be found.

Several authors have searched for a geometric
mean of oriented polycrystals using the exponent of
the average of the natural logarithm of the eigenva-
lues of the stiffness matrix (Matthies and Humbert,
1993). Their choice of this averaging procedure was

guided by the fact that the ensemble average elastic

stiffness <C> should equal the inverse of the ensem-

ble average elastic compliances <S>�1, which is not

true, for example, of the Voigt and Reuss estimates. A

method of determining the geometric mean for arbi-

trary orientation distributions has been developed

(Matthies and Humbert, 1993). The method derives

from the fact that a stable elastic solid must have an

elastic strain energy that is positive. It follows from

this that the eigenvalues of the elastic matrix must all

be positive. Comparison between Voigt, Reuss, Hill,

and self-consistent estimates shows that the geo-

metric mean provides estimates very close to the

self-consistent method, but at considerably reduced

computational complexity (Matthies and Humbert,

1993). The condition that the macroscopic polycrys-

tal elastic stiffness <C> must equal the inverse of the

aggregate elastic compliance <S>�1 would appear to

be a powerful physical constraint on the averaging

method (Matthies and Humbert, 1993). However, the

arithmetic (Hill) and geometric means are very simi-

lar (Mainprice and Humbert, 1994), which tends to

suggest that they are just mean estimates with no

additional physical significance.
The second set of methods use additional infor-

mation on the microstructure to take into account the

mechanical interaction between the elastic elements

of the microstructure. Mechanical interaction will be

very important for rocks containing components of

very different elastic moduli, such as solids, liquids,

gases, and voids. The most important approach in this

area is the ‘self-consistent’ (SC) method (e.g., Hill,

1965). The SC method was introduced for materials

with a high concentration of inclusions where the

interaction between inclusions is significant. In the

SC method, an initial estimate of the anisotropic

homogeneous background medium of the polycrystal

is calculated using the traditional volume averaging

method (e.g.,Voigt). All the elastic elements ( grains,

voids, etc.) are inserted into the background medium

using Eshelby’s (1957) solution for a single ellipsoidal

inclusion in an infinite matrix. The elastic moduli of

the ensemble, inclusion, and background medium are

used as the ‘new’ background medium for the next

inclusion. The procedure is repeated for all inclu-

sions and repeated in an iterative manner for the

polycrystal until a convergent solution is found.

The interaction is notionally taken into account by

the evolution of the background medium that con-

tains information about the inclusions, albeit in a

homogenous form. As the inclusion can have an
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ellipsoidal shape an additional microstructural para-
meter is taken into account by this type of model.

Several scientists (e.g., Bruner, 1976) have
remarked that the SC progressively overestimates
the interaction with increasing concentration. They
proposed an alternative differential effective medium
(DEM) method in which the inclusion concentration
is increased in small steps with a re-evaluation of the
elastic constants of the aggregate at each increment.
This scheme allows the potential energy of the med-
ium to vary slowly with inclusion concentration
(Bruner, 1976). Since the addition of inclusions to
the backgound material is made in very small incre-
ments, one can consider the concentration step to be
very dilute with respect to the current effective med-
ium. It follows that the effective interaction between
inclusions can be considered negligible and we can
use the inclusion theory of Eshelby (1957) to take
into account the interaction. In contrast, the SC uses
Eshelby’s theory plus an iterative evaluation of the
background medium to take into account the inter-
action. Mainprice (1997) has compared the results of
SC and DEM for anisotropic oceanic crustal and
mantle rocks containing melt inclusions and found
the results to be very similar for melt fractions of less
than 30%. At higher melt fractions the SC exhibits a
threshold value around 60% melt, whereas the DEM
varies smoothly up a 100% melt. The presence of a
threshold in the SC calculations is due to the specific
way that the interaction is taken into account. The
estimates of both methods are likely to give relatively
poor results at high fractions of a phase with strong
elastic contrast with the other constituents as other
phenomena, such as mechanical localization related
to the percolation threshold, are likely to occur.

The third set of methods uses higher-order statis-
tical correlation functions to take into account the
first- or higher-order neighbor relations of the var-
ious microstructural elements. The factors that need
to be statistically described are the elastic constants
(determined by composition), orientation, and rela-
tive position of an element. If the element is
considered to be small relative to grain size, then
grain shape and the heterogeneity can be accounted
for the relative position correlation function. Nearest
neighbors can be taken into account using a two-
point correlation function, which is also called an
autocorrelation function by some authors. If we use
the ‘statistically uniform’ sample introduced above,
we are effectively assuming that all the correlation
functions used to describe the microstructure up to
order infinity are statistically isotropic; this is clearly

a very strong assumption. In the special case where
all the correlation functions up to order infinity are
defined, Kröner (1978) has shown that the upper and
lower bounds converge for the self-consistent
method so that C sc¼ (S sc)�1. The statistical conti-
nuum approach is the most complete description and
has been extensively used for model calculations
(e.g., Beran et al., 1996; Mason and Adams, 1999).
Until recently, it has been considered too involved
for practical application. With the advent of auto-
mated determination of crystal orientation and
positional mapping using electron back-scattered dif-
fraction (EBSD) in the scanning electron microscope
(Adams et al., 1993), digital microstructural maps are
now available for the determination of statistical cor-
relation functions. This approach provides the best
possible estimate of the elastic properties but at the
expense of considerably increased computational
complexity.

The fact that there is a wide separation in the
Voigt and Reuss bounds for anisotropic materials is
caused by the fact that the microstructure is not fully
described by such methods. However, despite the fact
that these methods do not take into account such
basic information as the position or the shape of the
grains, several studies have shown that the Voigt or
the Hill average are within 5–10% of experimental
values for low porosity rocks free of fluids. For exam-
ple, Barruol and Kern (1996) showed for several
anisotropic lower crust and upper mantle rocks
from the Ivrea zone in Italy that the Voigt average
is within 5% of the experimentally measured
velocity.

2.16.2.5 Seismic Properties of
Polycrystalline Aggregates at High Pressure
and Temperature

Orientation of crystals in a polycrystal can be mea-
sured by volume diffraction techniques (e.g., X-ray or
neutron diffraction) or individual orientation mea-
surements (e.g., U-stage and optical microscope,
electron channelling or EBSD). In addition, numer-
ical simulations of polycrystalline plasticity also
produce populations of crystal orientations at mantle
conditions (e.g., Tommasi et al., 2004). An orientation,
often given the letter g, of a grain or crystal in sample
coordinates can be described by the rotation matrix
between crystal and sample coordinates. In practice,
it is convenient to describe the rotation by a triplet of
Euler angles, for example, g¼ (j1 � j2) used by
Bunge (1982). One should be aware that there are
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many different definitions of Euler angles that are

used in the physical sciences. The orientation distri-

bution function (ODF) f (g) is defined as the volume

fraction of orientations with an orientation in the

interval between g and gþ dg in a space containing

all possible orientations given by

�V=V ¼
Z

f ðgÞ dg

where �V/V is the volume fraction of crystals with
orientation g, f (g) is the texture function, and
dg ¼ 1/8�2 sin � dj1 d� dj2 is the volume of the
region of integration in orientation space.

To calculate the seismic properties of a polycrys-
tal, one must evaluate the elastic properties of the

aggregate. In the case of an aggregate with a crystal-

lographic fabric, the anisotropy of the elastic

properties of the single crystal must be taken into

account. For each orientation g the single-crystal

properties have to be rotated into the specimen

coordinate frame using the orientation or rotation

matrix gij,

Cijkl ðgÞ ¼ g ip?g jq?g kr ?g lt Cpqrt ðg�Þ

where Cijkl(g) is the elastic property in sample coor-
dinates, gij ¼ g(j1 � j2) the measured orientation in
sample coordinates, and Cpqrt(g

o) is the elastic prop-
erty in crystal coordinates.

The elastic properties of the polycrystal may be
calculated by integration over all possible orienta-

tions of the ODF. Bunge (1982) has shown that

integration is given as

<Cijkl>
m¼

Z
Cijkl

m ðgÞ?f ðgÞ dg

where <Cijkl>
m is the elastic properties of the aggre-

gate of mineral m. Alternatively, it may be
determined by simple summation of individual
orientation measurements:

<Cijkl>
m¼

X
Cijkl

m ðgÞ?vðgÞ

where v(g) is the volume fraction of the grain in
orientation g. For example, the Voigt average of the
rock for m mineral phases of volume fraction v(m) is
given as

<Cijkl>
Voigt¼

X
vðmÞ <Cijkl>

m

The final step is the calculation of the three seis-
mic phase velocities by the solution of the Christoffel

equation, details of which are given above.

To calculate the elastic constants at pressures and
temperatures, the single-crystal elastic constants are
given at the pressure and temperature of their mea-
surement by using the following relationship:

Cij ðPTÞ ¼ Cij ðPo ToÞ þ ðdCij =dPÞ?�P

þ 1

2
ðd2Cij =dP2Þ?�P2 þ ðdCij =dTÞ?�T

þ ðd2Cij =dPdT Þ?�P?�T

where Cij (PT) are the elastic constants at pressure P

and temperature T, Cij (PoTo) the elastic constants at
a reference pressure Po (e.g., 0.1 MPa) and tempera-
ture To (e.g., 25�C), dCij/dP is the first-order
pressure derivative, dCij/dT is the first-order tem-
perature derivative, �P¼ P – Po and �T¼T – To.
The equation is a Maclaurin expansion of the elastic
tensor as a function of pressure and temperature,
which is a special case of a Taylor expansion as the
series is developed about the elastic constants at the
reference condtion Cij(PoTo). The series only repre-
sent the variation of the Cij in their intervals of
pressure and temperature of convergence; in other
words, the pressure and temperature range of the
experiments or atomic modeling calculations used
to determine the derivatives. Note this equation is
not a polynomial and care has to taken when using
the results of data fitted to polynomials, as for exam-
ple the second-order derivatives fitted to a
polynomial should be multiplied by 2 for use in the
equation above, for example, second-order pressure
derivatives for MgO given by Sinogeikin and Bass
(2002). Also, note this equation is not a Eulerian finite
strain equation of state (e.g., Davies, 1974, see below)
and data fit to such an equation will not have deriva-
tives compatible with the equation above, for
example, the pressure derivatives of Brucite deter-
mined by Jiang et al. (2006). The second-order
pressure derivatives d2Cij/dP2 are available for an
increasing number of mantle minerals (e.g., olivine,
orthopyroxene, garnet, MgO) and first-order tem-
perature derivatives seem to adequately describe
the temperature dependence of most minerals,
although second-order derivatives are also available
in a few cases (e.g., garnet, fayalite, fosterite, rutile;
see Isaak (2001) for references). Experimental mea-
surements of the cross pressure–temperature
derivatives d2Cij/dPdT (that is the temperature deri-
vative of the Cij/dP at constant temperature) are still
very rare. For example, despite the fact that MgO
(periclase) is a well-studied reference material for
high-pressure studies, the complete set of single-
crystal cross-derivatives were measured for the first
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time by Chen et al. (1998) to 8 GPa and 1600 K. The
effect of the cross-derivatives on the Vp and dVs

anisotropy of MgO is dramatic; the anisotropy is
increased by a factor of 2 when cross derivatives are
used (Figure 11). Note when a phase transitions
occurs, then the specific changes in elastic constants
at pressures near the phase transition will have to be
taken into account, for example, the SiO2 poly-
morphs (Karki et al., 1997b; Cordier et al., 2004a;
Carpenter, 2006). The seismic velocities also depend
on the density of the minerals at pressure and tem-
perature which can be calculated using an
appropriate equation of state (Knittle, 1995). The
Murnaghan equation of state derived from finite
strain is sufficiently accurate at moderate compres-
sions (Knittle, 1995) of the upper mantle and leads to
the following expression for density as a function of
pressure:

�ðPÞ ¼ �oð1þ ðK 9=K Þ?ðP – PoÞÞ1=K 9

where K is bulk modulus, K9¼ dK/dP the pressure
derivative of K, �o is the density at reference pressure
Po and temperature To. For temperature the density
varies as

�ðTÞ ¼ �o 1 –

Z
	vðT ÞdT

	 

	 �o 1 – 	avðT – ToÞ½ �

where 	v(T )¼ (1/V)(qV/qT) is the volume thermal
expansion coefficient as a function of temperature
and 	av is an average value of thermal expansion
which is constant over the temperature range (Fei,

1995). According to Watt (1988) an error of less 0.4%
on the P- and S-velocity results from using 	av to
1100 K for MgO. For temperatures and pressures of
the mantle, the density is described by

�ðP;TÞ¼ �o 1þ K 9=Kð Þ? P – Poð Þð Þ1=K 9 1 –	avðT – ToÞ½ �
n o

An alternative approach for the extrapolation
elastic constants to very high pressures is Eulerian
finite strain theory (e.g., Davies, 1974). The theory is

based on a Maclaurin expansion of the free energy in
terms of Eulerian finite volumetric strain. For exam-
ple, Karki et al. (2001) reformulated Davies’s

equations for the elastic constants in terms of finite
volumetric strain (f ) as

Cijkl ðf Þ ¼ ð1þ 2f Þ7=2

� Coijkl þ b1f þ 1

2
b 2 f þ � � �

	 

–P�ijkl

where

f ¼ 1

2
Vo=Vð Þ2=3 – 1

h i
b1 ¼ 3Ko dCoijkl=dP

� �
– 5Coijkl

b2 ¼ 9K 2
o d2Coijkl=dP2
� �

þ 3 Ko=dPð Þ b1 þ 7Coijkl

� �
– 16b1 – 49Coijkl

�ijkl ¼ – �ij �kl – �ik�jl – �il�jk

However, with advent of practical computational
methods for applying first-principles (ab initio) meth-
ods to calculation of elastic constants of minerals at
extreme pressures reduces the Eulerian finite strain

theory to a descriptive tool, if tensors are available at
the appropriate pressure (and temperature) condi-
tions. The simple Maclaurin series expansions given

above for pressure and temperature are a compact
way of describing the variation of the elastic tenors in

experimentations at high pressure and temperature.
Extrapolation of the simple Maclaurin series expan-
sions outside the range of experimental (or

computational) data is not recommended, as the for-
mulation is descriptive. The relative complexity of
the Eulerian finite volumetric strain formulation has

the merit of a physical basis and hence extrapolation
beyond the experimental data range may be under-
taken with caution. In practice, applications of the

Eulerian finite volumetric strain formulation have
been limited to high symmetry crystals (e.g., Li
et al., 2006b, cubic Ca-pervoskite, trigonal brucite;
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Jiang et al., 2006), a new thermodynamically correct

formulation of the problem in terms of pressure and

temperature has recently proposed by Stixrude and

Lithgow-Bertelloni (2005a, 2005b).

2.16.2.6 Anisotropy Minerals in the Earth’s
Mantle and Core

To understand the anisotropic seismic behavior of

polyphase rocks in the Earth’s mantle, it is instruc-

tive to first consider the properties of the

component single crystals. In this section emphasis
is on the anisotropy of individual minerals rather

than the magnitude of velocity. The percentage

anisotropy (A) is defined here as A¼ 200 (Vmaximum –

Vminimum)/(VmaximumþVminimum), where the maxi-

mum and minimum are found by exploring a

hemisphere of all possible propagation directions.

Note for P-wave velocities the anisotropy is defined

by the maximum and minimum velocities in two

different propagation directions, for example, the
maximum A is given by the maximum and minimum

Vp in a hemipshere, or for Vp in two specific direc-

tions such as the vertical and horizontal can be used.

For S-waves in an anisotropic medium there are two

orthogonally polarized S-waves with different velo-

cites for each propagation direction; hence, A can be

defined for each direction. The consideration of the

single-crystal properties is particularly important for

the transition zone (410–660 km) and lower mantle
(below 660 km) as the deformation mechanisms and

resulting preferred orientation of these minerals

under the extreme conditions of temperature and

pressure are very poorly documented by experimen-

tal investigations. In choosing the anisotropic single-

crystal properties, where possible, the most recent

experimental determinations have been included. A

major trend in recent years is the use of computa-
tional modeling to determine the elastic constants at

very high pressures and more recently at high tem-

peratures. The theoretical modeling gives a first

estimate of the pressure and temperature derivatives

in a range not currently accessible to direct measure-

ment (see review by Karki et al. (2001), also see

Chapter 2.06). Although there is an increasing

amount of single-crystal data available to high tem-

perature or pressure, no data is available for
simultaneous high temperature and pressure of the

Earth’s lower mantle or inner core (see Figure 1 for

the pressure and temperatures).

2.16.2.6.1 Upper mantle

The upper mantle (down to 410 km) is composed of
three anisotropic and volumetrically important
phases: olivine, enstatite (orthopyroxene), and diop-
side (clinopyroxene). The other volumetrically
important phase is garnet, which is nearly isotropic
and hence not of great significance to our discussion
of anisotropy.

Olivine. A certain number of accurate determina-
tions of the elastic constants of olivine are now
available which all agree that the anisotropy of Vp is
25% and maximum anistropy of Vs is 18% at ambient
conditions for a mantle composition of about Fo90.
The first-order temperature derivatives have been
determined between 295 and 1500 K for forsterite
(Isaak et al., 1989a) and olivine (Isaak, 1992). The
first- and second-order pressure derivatives for oli-
vine were first determined to 3 GPa by Webb (1989).
However, a determination to 17 GPa by Zaug et al.
(1993) and Abramson et al. (1997) has shown that the
second-order derivative is only necessary for elastic
stiffness modulus C55. The first-order derivatives are
in good agreement between these two studies. The
second-order derivative for C55 has proved to be
controversial. Zaug et al. (1993) where first to mea-
sure nonlinear variation of C55 with pressure, but
other studies have not reproduced this behavior
(e.g., for olivine: Chen et al., 1996 and Zha et al.,
1998 or fosterite Zha et al., 1996). The anisotropy of
the olivine single crystal increases slightly with tem-
perature (þ 2%) using the data of Isaak (1992) and
reduces slightly with increasing pressure using the
data of Abramson et al. (1997).

Orthopyroxene. The elastic properties of orthopyr-
oxene (Enstatite or Bronzite) with a magnesium
number (Mg/(MgþFe)) near the typical upper
mantle value of 0.9 has also been extensively studied.
The Vp anisotropy varies between 15.1% (En80
Bronzite; Frisillo and Barsch (1972)) and 12.0%
(En100 Enstatite; Weidner et al. (1978)) and the max-
imum Vs anisotropy between 15.1% (En80 Bronzite;
Webb and Jackson, 1993), and 11.0% (En100
Enstatite; Weidner et al., 1978). Some of the variation
in the elastic constants and anisotropy may be related
to composition and structure in the orthopyroxenes.
The first-order temperature derivatives have been
determined over a limited range between 298 and
623 K (Frisillo and Barsch, 1972). The first- and
second-order pressure derivatives for Enstatite have
been determined up to 12.5 GPa by Chai et al. (1997).
This study confirms an earlier one of Webb and
Jackson to 3 GPa that showed that first- and
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second-order pressure derivatives are needed to

describe the elastic constants at mantle pressures.

The anisotropy of Vp and Vs does not vary signifi-

cantly with pressure using the data of Chai et al.

(1997) to 12.5 GPa. The anisotropy of Vp and Vs

does increase by about 3% when extrapolating to

1000�C using the first-order temperature derivatives

of Frisillo and Barsch (1972).
Clinopyroxene. The elastic constants of clinopyrox-

ene (Diopside) of mantle composition have only been

experimentally measured at ambient conditions

(Levien et al., 1979; Collins and Brown, 1998); both

studies show that Vp anisotropy is 29% and Vs aniso-

tropy is between 20% and 24%. There are no

measured single-crystal pressure derivatives. In one

of the first calculations of the elastic constants of a

complex silicate at high pressure, Matsui and Busing

(1984) predicted the first-order pressure derivatives

of diopside from 0 to 5 GPa. The calculated elastic

constants at ambient conditions are in good agree-

ment with the experimental values and the predicted

anisotropy for Vp and Vs of 35.4% and 21.0%, respec-

tively, is also in reasonable agreement. The predicted

bulk modulus of 105 GPa is close to the experimental

value of 108 GPa given by Levien et al. (1979). The

pressure derivative of the bulk modulus 6.2 is slightly

lower than the value of 7.8� 0.6 given by Bass et al.

(1981). Using the elastic constants of Matsui and

Busing (1984), the Vp anisotropy decreases from

35.4% to 27.7% and Vs increases from 21.0% to

25.5% with increasing pressure from ambient to

5 GPa. In the absence of experimental measurements,

the author would recommend using the values given

by Matsui and Busing (1984). A major problem until

recently was the lack of clinopyroxene temperature

derivatives. Isaak et al. (2005) have mesured the

temperature derivatives of chrome diopside to

1300 K at room pressure that are notably smaller

than other mantle minerals. The single-crystal seis-

mic properties of olivine, enstatite, and diopside at

220 km depth are illustrated in Figure 12. Garnet is

nearly isotropic with Vp anisotropy of 0.6% and Vs of

1.3%. With an increasing interest in the water cycle

in the deep Earth and subduction processes, the

properties of hydrated phases are being studied.

Although very little is currently known about the

elastic properties of olivine containing water, the

single-crystal elastic constants of the A-phase have
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Figure 12 Single-crystal anisotropic seismic properties of upper mantle minerals olivine (orthorhombic), enstatite
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been determined at ambient conditions (Sanchez-
Valle et al., 2006). The A-phase is the only dense
hydrous magnesium silicate occurring along the fos-
terite–humite join. The A-phase is hexagonal and can
contain up 11.8 wt.% water and is about 8% less
dense than olivine. The hydration of forsterite to
phase A decreases the bulk and shear moduli by
about 18% and 21%, respectively, while both com-
pressional and shear wave velocities decrease by
about 7%. These results suggest that water could be
identified seismologically, if phase A is present in
abundance in cold (below 1000�C at 15 GPa) sub-
ducted slabs. The A-phase is anisotropic with Vp

anisotropy of 11.6% and dVs of 15.8%. However,
their actuel presence in the mantle is currently con-
sidered as speculative (see Jacobsen (2006)).

2.16.2.6.2 Transition zone

Over the last 20 years a major effort has been made to
experimentally determine the phase petrology of the
transition zone and lower mantle. Although single
crystals of upper-mantle phases are readily available,
single crystals of transition zone and lower mantle for
elastic constant determination have to be grown at
high pressure and high temperature. The petrology
of the transition zone is dominated by garnet, major-
ite, wadsleyite, ringwoodite, calcium-rich perovskite,
clinopyroxene, and possibly stishovite.

Majorite. The pure Mg end-member majorite of
the majorite–pyrope garnet solid solution has tetra-
gonal symmetry and is weakly anisotropic with 1.8%
for Vp and 9.1% for Vs (Pacalo and Weidner, 1997).
A study of the majorite–pyrope system by
Heinemann et al. (1997) shows that tetragonal form
of majorite is restricted to a composition of less 20%
pyrope and hence is unlikely to exist in the Earth’s
transition zone. Majorite with cubic symmetry is
nearly isotropic with Vp anisotropy of 0.5% and Vs

of 1.1%. Pressure derivatives and temperature deri-
vatives for majorite and majorite–pyrope have been
determined by Sinogeikin and Bass (2002), respec-
tively. Cubic majorite has very similar properties to
pyrope garnet (Chai et al., 1997) as might be expected.
The elastic properties of sodium-rich Majorite have
studied by Pacalo et al. (1992).

Wadsleyite. The elastic constants of Mg2SiO4 wad-
sleyite were first determined by Sawamoto et al.
(1984) and this early determination was confirmed
by Zha et al. (1987) with a Vp anisotropy of 16% and
Vs of 17%. The (Mg, Fe)2SiO4 wadsleyite has slightly
lower velocities and higher anisotropies (Sinogeikin
et al., 1998). The first-order pressure derivatives

determined from the data of Zha et al. (1997) to
14 GPa show that the anisotropy of Mg2SiO4 wad-
sleyite decreases slightly with increasing pressure. At
pressures corresponding to the 410 km seismic dis-
continuity (c. 13.8 GPa), the Vp anisotropy would be
11.0% and Vs 12.5%.

Ringwoodite. The elastic constants of Mg2SiO4

ringwoodite were first measured by Weidner et al.
(1984) and (Mg, Fe)2SiO4 ringwoodite by Sinogeikin
et al. (1998) at ambient conditions with Vp anisotropy
of 3.6% and 4.7%, and Vs of 7.9% and 10.3%, respec-
tively. Kiefer et al. (1997) have calculated the elastic
constants of Mg2SiO4 ringwoodite to 30 GPa. Their
constants at ambient conditions give a Vp anisotropy
of 2.3% and Vs of 4.8% very similar to the experi-
mental results of Weidner et al. (1984). There is a
significant variation (5–0%) of the anisotropy of ring-
woodite with pressure, 15 GPa (c. 500 km depth) the
Vp anisotropy is 0.4% and Vs is 0.8%; hence, ring-
woodite is nearly perfectly isotropic at transition
zone pressures. Single-crystal temperature derivatives
have been measured for ringwoodite ( Jackson et al.,
2000), but none are available for wadsleyite. Olivine
transforms to wadsleyite at about 410 km, and wad-
sleyite transforms to ringwoodite at about 500 km,
both transformations result in a decrease in anisotropy
with depth. The gradual transformation of clinopyr-
oxene to majorite between 400 and 475 km would also
result in a decrease in anisotropy with depth. The
seismic anisotropy of wadsleyite and ringwoodite is
illustrated in Figure 13. A recent ab initio molecular
dynamics study by Li et al. (2006a) has shown that
ringwoodite is nearly isotropic at transition zone con-
ditions with P- and S-wave anisotropy close to 1%,
extrapolated experimental values to a depth of 550 km
(19.1 GPa, 1520�C) suggest that the Vp and Vs aniso-
tropy are 3.3% and 8.2%. Both Ringwoodite and
Wadsleyite have hydrous forms. Wadsleyite can con-
tain up to 3.3 wt.% water, in fact perfectly anhydrous
Wadsleyite is unknown. No single-crystal elastic con-
stants are available for hydrous Wadsleyite.
Ringwoodite can contain up to 2.5 wt.% water and
the single-crystal elastic properties of pure Mg end
member (Inoue et al., 1998; Wang et al., 2003) and
Fo90 hydrous ringwoodite ( Jacobsen et al., 2004)
have be measured at ambiante conditions. The pres-
sure derivatives for Fo90 hydrous ringwoodite have
recently been determined to 9 GPa ( Jacobsen and
Smyth, 2006). Hydrous ringwoodite has the same
anisotropy as the anhydrous mineral at ambient pres-
sure. Both forms have an anisotropy that decreases
with pressure, the hydrous from would become
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isotropic at about 17 GPa (Figure 14(a)). Comparison
with Brucite Mg(OH)2 is interesting as it is a model
system for understanding dense hydrous magniesium
minerals (alphabet phases) under hydrostatic com-
pression and an important structural unit of many
layer silicates, such as chlorite, lizardite and talc. The
single-crystal elastic constants of Brucite have recently
been measured to a pressure of 15 GPa by Jiang et al.
(2006). The seismic anisotropy of brucite is

exceptionally high at ambient conditions with P- and
S-wave anisotropy of 57% and 46%, respectively. As
in hydrous ringwoodite both forms of anisotropy
decrease with increasing pressure being 12% and
24% at 15 GPa for P- and S-wave anisotropy of 57%
and 46%, respectively (Figure 14(b)). The stronger
decrease of P-wave anisotropy compared to S-wave is
probably related to the very important linear compres-
sibility along the c-axis. The apparent symmetry of the
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Figure 13 Single-crystal anisotropic seismic properties of transition zone minerals wadsleyite (orthorhombic) at about

450 km (15.2 GPa, 1450�C) and ringwoodite (cubic) at about 550 km (19.1 GPa, 1520�C).
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seismic anisotropy of brucite changes with pressure
(Figure 15). Brucite is stable to 80 GPa and modest
temperatures, so it could be an anisotropic component
of cold subducted slabs.

2.16.2.6.3 Lower mantle

The lower mantle is essentially composed of perovs-
kite, ferripericlase, and possibly minor amount of
SiO2 in the form of stishovite in the top part of the
lower mantle (e.g., Ringwood, 1991). Ferripericlase is
the correct name for (Mg, Fe),O with small percen-
tage of iron, less than 50% in Mg site; previously this
mineral was incorrectly called magnesiowustite,
which should have more than 50% Fe. It is com-
monly assumed that there is about 20% Fe in
ferripericlase in the lower mantle. MgSiO3 may be
in the form of perovskite or possibly ilmenite. The
ilmenite structured MgSiO3 is most likely to occur at
the bottom of the transition zone and top of the lower
mantle. In addition, perovskite transforms to postper-
ovskite in the D0 layer, although extact distribution
with depth (or pressure) of the phases will depend on
the local temperature and their iron content.

Perovskite (MgSiO3, CaSiO3). The first determina-
tion of the elastic constants of pure MgSiO3

perovskite at ambient conditions was given by
Yeganeh-Haeri et al. (1989). However this determina-
tion has been replaced by a more accurate study of a
better quality crystal (Yeganeh-Haeri, 1994). The

1994 study gives Vp anisotropy of 13.7% and Vs of
33.0%. The [010] direction has the maximum dVs

anisotropy. A new measurement of the elastic con-
stants of MgSiO3 perovskite at ambient conditions
was made by Sinogeikin et al. (2004), gives Vp aniso-
tropy of 7.6% and dVs of 15.4%, which has very
similar velocity distribution to the determination of
Yeganeh-Haeri (1994), but the anisotropy is reduced
by a factor of 2. Karki et al. (1997a) calculated the
elastic constants of MgSiO3 perovskite 140 GPa at
0 K. The calculated constants are in close agreement
with the experimental measurements of Yeganeh-
Haeri (1994) and Sinogeikin et al. (2004). Karki et al.

(1997a) found that significant variations in anisotropy
occurred with increasing pressure, first decreasing to
6% at 20 GPa for Vp and to 8% at 40 GPa for Vs and
then increasing to 12% and 16%, respectively, at
140 GPa. At the 660 km seismic discontinuity
(c. 23 GPa) the Vp and Vs anisotropy would be 6.5%
and 12.5%, respectively. Recent progress in finite
temperature first-principles methods for elastic con-
stants has allowed their calculation at lower mantle
pressures and temperatures. Oganov et al. (2001) cal-
culated the elastic constants of Mg-perovskite at two
pressures and three temperatures for the lower man-
tle (Figure 16). More recently, Wentzcovitch et al.
(2004) have calculated the elastic constants over
the complete range of lower mantle conditions and
produced pressure and temperature derivatives.
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The results for pure Mg-perovskite from Oganov
et al. and Wentzcovitch et al. agree quite closely for
P-wave anisotropy, but Oganov’s elastic constants
give a higher S-wave anisotropy. At ambient condi-
tions the results from all studies are very similar with
Vp anisotropy is 13.7% and the Vs anisotropy is
33.0%. When extrapolated along a geotherm using
the pressure and temperature derivatives of
Wentzcovitch et al. (2004) the P- and S-wave aniso-
tropies about the same at 8% at 1000 km depth and
again similar anisotropies of 13% at 2500 km depth.
The other perovskite structure present in the lower
mantle is CaSiO3 perovskite, recent ab initio molecu-
lar dynamics study by Li et al. (2006b) has shown that
this mineral is nearly isotropic at lower mantle con-
ditions with P- and S-wave anisotropy close to 1%.

MgSiO3 ilmenite. Experimental measurements by
Weidner and Ito (1985) have shown that MgSiO3

ilmenite of trigonal symmetry is very anisotropic at
ambient conditions with Vp anisotropy of 21.1% and
Vs of 36.4%. Pressure derivatives to 30 GPa have
been obtained by first-principles calculation
(Da Silva et al., 1999) and the anisotropy decreases
with increasing pressure to 9.9% for P-waves and
24.8% for S-waves at 30 GPa.

Ferripericlase. The other major phase is ferriperi-
clase (Mg, Fe)O, for which the elastic constants have
been determined. The elastic constants of the pure
end-member periclase MgO of the MgO–FeO solid
solution series has been measured to 3 GPa by
Jackson and Niesler (1982). Isaak et al. (1989a,

1989b) have measured the temperature derivatives
for MgO to 1800 K. Both these studies indicate a Vp

anisotropy of 11.0% and Vs of 21.5% at ambient
conditions. Karki et al. (1997c) calculated the elastic
constants of MgO to 150 GPa at 0 K. The thermo-
elasticty of MgO at lower mantle temperatures and
pressures has been studied by Isaak et al. (1990), Karki
et al. (1999, 2000) (Figure 16), and more recently by
Sinogeikin et al. (2004, 2005); there is good agreement
between these studies for the elastic constants and
pressure and temperature derivatives. However, the
theoretical studies do not agree with experimentally
measured cross pressure–temperature derivatives of
Chen et al. (1998). At the present time only the
theoretical studies permit the exploration of the sei-
mic properties of MgO at lower mantle conditions.
They find considerable changes in anisotropy is pre-
served at high temperature with increasing pressure,
along a typical mantle geotherm, MgO is isotropic
near the 670 km discontinuity, but the anisotropy of
P- and S-waves increases rapidly with depth reaching
17% for Vp and 36% for Vs at the D0 layer. The
anisotropy of MgO increases linearly from 11.0%
and 21.5% for Vp and Vs, respectively, at ambient
conditions to 20% and 42%, respectively, at 1800 K
according to the data of Isaak et al. (1989b). The effect
of temperature on anisotropy is more important a low
pressure than at lower mantle pressures, where the
effect of pressure dominates according to the results
of Karki et al. (1999). Furthermore, not only the
magnitude of the anisotropy of MgO, but also the
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Figure 16 Single-crystal anisotropic seismic properties of lower mantle minerals Mg-perovskite (orthorhombic) and MgO

(periclase – cubic) at about 2000 km (88 GPa, 3227�C) using the elastic constants determined at high PT by Oganov et al.
(2001) and Karki et al (2000) respectively.
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orientation of the anisotropy changes with increasing

pressure according to the calculations of Karki et al.

(1999), for example, the fastest Vp is parallel to [111] at

ambient pressure and becomes parallel to [100] at

150 GPa pressure and fastest S-wave propagating in

the [110] direction has a polarization parallel to [001]

at low pressure that changes to [1–10] at high pressure.

Ferripericlase–magnesiowustite solid solution series

has been studied at ambient conditions by Jacobsen

et al. (2002), for ferripericlase with 24% Fe the P-wave

anisotropy is 10.5% and maximum S-wave is 23.7%,

slightly higher than pure MgO at the same conditions.

Data are required at lower mantle pressures to evalu-

ate if the presence of iron has a significant effect on

anisotropy of ferripericlase of mantle composition.
SiO2 polymorphs. – The free SiO2 in the transition zone

and the top of the lower mantle (to a depth of 1180 km or

47 GPa) will be in the form of stishovite. The original

experimental determination of the single-crystal elastic

constants of stishovite by Weidner et al. (1982) and the

more recent calculated constants of Karki et al. (1997b)

both indicate a Vp and Vs anisotropy at ambient

conditions of 26.7–23.0% and 35.8–34.4%, respectively,

making this a highly anisotropic phase. The calculations

of Karki et al. (1997a) show that the anisotropy increases

dramatically as the phase transition to CaCl2 structured

SiO2 is approached at 47 GPa. The Vp anisotropy

increases from 23.0% to 28.9% and Vs from 34.4% to

161.0% with increasing pressure from ambient to

47 GPa. The maximum Vp is parallel to [001] and the

minimum parallel to [100]. The maximum dVs is paral-

lel to [110] and the minimum parallel to [001].
Postperovskite. Finally, this new phase is present in

the D0 layer. Discovered and published in May 2004

by Murakami et al. (2004), the elastic constants at 0 K

were rapidly established at low (0 GPa) and high

(120 GPa) pressure by static atomistic calculations

(Iitaka et al., 2004; Oganov and Ono, 2004; Tsuchiya

et al., 2004). From these first results we can see that

Mg-postperovskite is very different to Mg-perovs-

kite as there are substantial changes in the

distribution of the velocity anisotropy with increas-

ing pressure (Figure 17). At zero pressure the

anisotropy is very high, 28% and 47% for
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Figure 17 Single-crystal anisotropic seismic properties of the D0 layer mineral Mg-postperovskite (orthorhombic).

Increasing the pressure from 0 to 120 GPa at a temperature of 0 K decreases the anisotropy and also changes the distribution
the maximum velocities and S-wave polarizations. Elastic constants calculated by Tsuchiya et al. (2004). Increasing the

pressure to 136 GPa and temperature to 4000 K, there are relatively minor changes in the anisotropy. Elastic constants

calculated by Stackhouse et al. (2005).
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P- and S-waves, respectively. The maximum for
Vp is parallel to [100] with small submaxima par-
allel to [001] and minimum near [111]. The shear
wave splitting (dVs) has maxima parallel to <101>
and <110>. At 120 GPa the anisotropy has
reduced to 15% and 22% for P- and S-waves,
respectively. The distribution of velocities has
changed, with the P maximum still parallel to
[100] and submaximum parallel to [001] which is
now almost the same velocity as parallel to [100],
the minimum is now parallel to [010]. The S-
wave splitting maxima have also changed and
are now parallel to <111>. Apparently, the com-
pression of the postperovskite stucture has caused
important elastic changes as in MgO. An ab initio

molecular dynamics study by Stackhouse et al.
(2005) at high temperature revealed that the velo-
city distribution and anisotropy were little
affected by inceasing the temperature from 0 to
4000 K when at a pressure of 136 GPa (Figure 17).
Wentzcovitch et al. (2006) produced a more exten-
sive set of high-pressure elastic constants and
pressure and temperature derivatives, similar P
distributions and slightly different shear wave
splitting pattern with maximum along the [001]
axis which is not present in the Stackhouse et al.
velocity surfaces or in high pressure 0 K results.

In conclusion for the mantle, we can say that the
general trend favors an anisotropy decrease with
increasing pressure and increase with increasing
temperature; olivine is a good example of this beha-
vior for minerals in upper mantle and transition
zone. The changes are limited to a few percent in
most cases. The primary causes of the anisotropy
changes are minor crystal structural rearrangements
rather than velocity changes due to density change
caused by compressibility with pressure or thermal
expansion with temperature. The effect of tempera-
ture is almost perfectly linear in many cases; some
minor nonlinear effects are seen in diopside, MgO,
and SiO2 polymorphs. Nonlinear effects with
increasing pressure on the elastic constants cause
the anisotropy of wadsleyite, ringwoodite to first
decrease. In the case of the lower mantle minerals
Mg-perovskite and MgO, there is a steady increase
in the anisotropy in increasing depth; this is a very
marked effect for MgO. Stishovite also shows major
changes in anisotropy in the pressure range close to
the transformation to the CaCl2 structure. The sin-
gle-crystal temperature derivatives of wadsleyite,
ilmenite MgSiO3, and stishovite are currently
unknown which make quantitative seismic

anisotropic modeling of the transition zone and
upper part of the lower-mantle speculative. To
illustrate the variation of anisotropy as a function
of mantle conditions of temperature and pressure,
the seismic properties along a mantle geotherm
(Figure 18) were calculated. The mantle geotherm
is based on the PREM model for the pressure scale.
The temperature scale is based on the continental
geotherm of Mercier (1980) from the surface to
130 km and Ito and Katsura (1989) for the transition
zone and Brown and Shankland (1981) for the lower
mantle. The upper-mantle minerals olivine (Vp, Vs)
and enstatite (Vp) show a slight increase of aniso-
tropy in the first 100 km due to the effect of
temperature. With increasing depth, the trend is
for decreasing anisotropy except for Vs of enstatite
and diopside. In the transition zone and lower man-
tle, the situation is more complex due to the
presence of phase transitions. In the transition zone
diopside may be present to about 500 km with an
increasing Vs and decreasing Vp anisotropy with
depth. Wadsleyite is less anisotropic than olivine
at 410 km, but significantly more anisotropic than
ringwoodite found below 520 km. Although the
lower mantle is known to be seismically isotropic,
the constituent minerals are anisotropic. MgO
shows important increase in anisotropy with depth
(10–30%), at 670 km it is isotropic and 2800 km it is
very anisotropic, possibly being candidate mineral
to explain anisotropy of the D0 layer. Mg-perovskite
is strongly anisotropic (c. 10%) throughout the
lower mantle. The SiO2 polymorphs are all strongly
anisotropic, particularly for S-waves. If free silica is
present in the transition zone or lower mantle, due
perhaps to the presence of subducted basalt (e.g.,
Ringwood, 1991), then even a small volume fraction
of the SiO2 polymorphs could influence the seismic
anisotropy of the mantle. However, to do so, the
SiO2 polymorphs would have to be oriented, either
due to dislocation glide (plastic flow), oriented grain
growth, or anisometric crystal shape (viscous flow)
(e.g., Mainprice and Nicolas, 1989). Given that the
SiO2 polymorphs are likely to be 10% less by
volume (Ringwood, 1991) and hence would not be
the load-bearing framework of the rock, it is more
likely that the inequant shape of SiO2 polymorphs
would control their orientation during viscous flow.

2.16.2.6.4 Inner core

Unlike the mantle the Earth’s inner core is composed
primarily of iron, with about 5 wt.% nickel and very
small amounts of other siderophile elements such as
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chromium, manganese, phosphorus, cobalt, and some
light elements such as are oxygen, sulfur, and silicon.
The stable structure of iron at ambient conditions is
body-centered cubic (b.c.c.). When the pressure is
increased above 15 GPa iron transforms to an h.c.p.
structure called the "-phase. At high pressure and
temperature iron most likely remains h.c.p.
However, there have been experimental observations

of a double hexagonal close-packed structure
(d.h.c.p.) (Saxena et al., 1996) and a distorted h.c.p.
structure with orthorhombic symmetry (Andrault
et al., 1997). Atomic modeling at high pressure and
high temperature suggests that the h.c.p. structure is
still stable at temperatures above 3500 K in pure iron
(Vočadlo et al., 2003a), although the energy differ-
ences between the h.c.p. and b.c.c. structures is very
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small and the authors speculate that the b.c.c. struc-
ture may be stabilized by the presence of light
elements. A suggestion echoed by the seismic study
of Beghein and Trampert (2003). To make a quanti-
tative anisotropic seismic model to compare with
observations, one needs either velocity measure-
ments or the elastic constants of single-crystal h.c.p.
iron at the conditions of the inner core. The measure-
ment or first-principles calculation of the elastic
constants of iron is major challenge for mineral phy-
sics. The conditions of the inner core are extreme
with pressures from 325 to 360 GPa, and tempera-
tures from 5300 to 5500 K. To date experimental
measurements have been using diamond anvil cells
to achieve the high pressures on polycrystalline h.c.p.
iron. Inelastic X-ray scattering has been used to mea-
sure Vp at room temperature and high pressure up to
110 GPa at 298 K (Fiquet et al., 2001), up to 153 GPa
(Mao et al., 2001) and the anisotropy of Vp has been
characterized in two directions up to 112 GPa
(Antonangeli et al., 2004). Vp has been determined at
simultaneous high pressure and temperature up to
300 GPa and up to 1200 K from X-ray Debye–Waller
temperature factors (Dubrovinsky et al., 2001) and up
to 73 GPa and 1700 K using inelastic X-ray scattering
by Lin et al. (2005). Radial X-ray diffraction has been
used to measure the elastic constants of polycrystal-
line iron with simultaneous measurement of the CPO
at room temperature and pressures up to 211 GPa
(Singh et al., 1998; Mao et al., 1998 (with corrections,
1999); Merkel et al., 2005), which is still well below

inner-core pressures. The experimental results are
plotted in Figure 19 as Vp, VSH, and VSV of a hex-
agonal media. Note that the polycrystals have a
strong uniaxial (fiber) CPO with high concentration
of c-axes parallel to compression direction of the
diamond anvil cell as the symmetry axis and hence
has hexagonal elastic symmetry like the single
crystal.

In order to simulate the in situ conditions the static
(0 K), elastic constants have been calculated at inner-
core pressures (Stixrude and Cohen, 1995). The cal-
culated elastic constants predict maximum P-wave
maximum velocity parallel to the c-axis and the
difference in velocity between the c- and a-axes is
quite small (Figure 20). The anisotropy of the calcu-
lated elastic constants being quite low required that
the crystal-preferred orientation is very strong; it was
even suggested that inner core could be a single
crystal of h.c.p. iron to be compatible with the seismic
observations, and that c-axis is aligned with Earth’s
rotation axis. Other studies with calculations in static
conditions include Steinle-Neumann et al. (2001) and
Vočadlo et al. (2003b), which indicated a higher
anisotropy for P-waves than Stixrude and Cohen
(1995), but with same P-wave distribution with a
maximum parallel to the c-axis. The first attempt to
introduce temperature into first-principles methods
for iron by Laio et al. (2000) produced estimates of the
isotropic bulk and shear modulus at inner-core con-
ditions (325 GPa and 5400 K) and single-crystal
elastic constants at conditions comparable with the
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experimental study of Mao et al. (1998) (210 GPa and
300 K). The first study of simulate inner core tem-
peratures (up to 6000 K) and pressures by Steinle-
Neumann et al. (2001) produced two unexpected
results, first the increase of the unit cell axial c/a

ratios by a large amount (10%) with increasing tem-
perature, and second the migration of the P-wave
maximum velocity to the basal plane at high tem-
perature. These new high-temperature results
required a radical change in the seismic anisotropy
model with one-third of c-axes being aligned normal
to the Earth’s rotation axis giving an excellent agree-
ment with travel time differences. However, recently
new calculations (Gannarelli et al., 2003, 2005; Sha
and Cohen, 2006) have failed to reproduce the large
change in c/a axial ratios with temperature, which
casts some doubt on the elastic constants of Steinle-
Neumann et al. at high temperature. It should be said
that high-temperature first-principls calculations
represent frontier science in this area. What is per-
haps even more troublesome is that there is very poor
agreement, or perhaps one should say total disagree-
ment, between experimental results and first
principles for P- and S-wave velocity distribution in
single-crystal h.c.p. iron at low temperature and high
pressure where methods are considered to be well
established. Experimental techniques can be criti-
cized as one has to use polycrystalline samples and
so the results represent a lower bound on anisotropy
of the single-crystal elastic constants. The diamond
anvil cells imposed a strong axial strain on the sam-
ples that results in a very strong orientation of c-axes

parallel to the compression axis that can be used as
reasonable proxy for a single crystal, even before
corrections for the presence of CPO are made. The
radial X-ray diffraction techniques allow the mea-
surement of the CPO (texture) in situ; on the other
hand, it requires a model of the microscopic stress–
strain distribution to determine the single-crystal
elastic constants, where at present simple models
like the constant stress (Reuss) are used. The fact
that the samples undergo elastic and plastic strain
complicates the rigorous interpretation of this type
of experiment (Weidner et al., 2004; Merkel et al.,
2006b) in terms of elastic constants. One reassuring
observation is that different experimental techniques,
for example, radial X-ray diffraction and inelastic X-
ray scattering, both give a similar P-wave velocity
distribution with the maximum velocity at 45� to the
c- and a-axes and an apparently increasing anisotropy
with increasing pressure. All reports of first-princi-
ples calculations at 0 K give similar P-wave velocity
with the maximum parallel to the c-axis. However,
differences can be seen in the magnitude of the
anisotropy and the position of the minimum velocity,
minimum at 50� from the c-axis (Stixrude and
Cohen, 1995; Steinle-Neumann et al., 2001) or at
90� (Laio et al., 2000; Vočadlo et al., 2003b). The
differences between experiment and theory are
even more flagrant for S-waves. The experimental
data show that SH is greater than SV except at more
than 60� from the c-axis, SH has maximum parallel to
the c-axis, and SV has minimum velocity at 45� to the
c-axis. Results from theory show more variability

9.0

9.5

10.0

10.5

11.0

11.5

12.0

12.5

13.0

0 30 60 90

V
p 

(k
m

 s
–1

)

Angle from C-axis

SN 01 0 K

SC 95 0 K

Laio 00 300 KSN 01 4000 K

5000 K

6000 K

Vocadlo 03 0 K

2

3

4

5

6

7

0 30 60 90

V
s 

(k
m

/s
)

Angle from C-axis

SN 01 0 K
SC 95 0 K

Laio 00 300 K

SN 01 4000 K

5000 K

6000 K

Vocadlo 03 0 K

SH
SV

SV
SH

SH
SV

Figure 20 The seismic velocities at 0 K or high temperature in single-crystal hexagonal e-phase iron calculated from the

theoretically determined elastic constants (see text for discussion).

Seismic Anisotropy of the Deep Earth 471



between authors, SV is greater than SH, and SV has
maximum velocity at 45� to the c-axis in the work of
Stixrude and Cohen (1995) and Steinle-Neumann
et al. (2001), which is the exact opposite of the experi-
mental results. Laio et al. (2000) and Vočadlo et al.
(2003b) have a much lower S-wave anisotropy than
in the experiments. From this brief survey of recent
results in this field, it is clear that there is still much
to do to unravel the meaning of seismic anisotropy of
the inner core and physics of iron at high pressure
and temperature in particular. Although the stability
of h.c.p. iron at inner-core conditions has been ques-
tioned from time to time on experimental or
theoretical grounds, that the inner core may not be
pure iron (e.g., Poirier, 1994), the major problem at
the present time is to get agreement between theory
and experiment at the same physical conditions.
Interpretation of the mechanisms responsible for
inner-core seismic anisotropy is out of the question
without a reliable estimate of elastic constants of
h.c.p. iron; indeed if the inner core is composed of
h.c.p. iron (e.g., Beghein and Trampert, 2003;
Vočadlo et al., 2003a), nowhere in the Earth is
Francis Birch’s ‘high pressure language’ (positive
proof¼ vague suggestion etc, Birch, 1952) more
appropriate.

2.16.3 Rock Physics

2.16.3.1 Introduction

In this section the contribution of CPO to seismic
anisotropy in the deep Earth with cases of olivine and
the role of melt is illustrated. The CPO in rocks of
upper-mantle origin is now well established
(e.g., Mercier, 1985; Nicolas and Christensen, 1987;
Mainprice et al., 2000) as direct samples are readily
available from the first 50 km or so, and xenoliths
provide further sampling down to depths of about
220 km. Ben Ismaı̈l and Mainprice (1998) created a
database of olivine CPO patterns from a variety of
the upper-mantle geodynamic environments (ophio-
lites, subduction zones, and kimberlites) with a range
of microstructures. However, for the deeper mantle
(e.g., Wenk et al., 2004) and inner core (e.g., Merkel
et al., 2005) we had to rely traditionally on high-
pressure and -temperature experiments to character-
ize the CPO at extreme conditions. In recent years,
the introduction of various types of polycrystalline
plasticity models to stimulate CPO development for
complex strain paths has allowed a high degree of
forward modeling using either slip systems

determined from studying experimentally deformed
samples using transmission electron microscopy (e.g.,
wadsleyite – Thurel et al., 2003; ringwoodite – Karato
et al., 1998), X-ray diffraction peak broadening ana-
lysis for electron radiation sensitive minerals
(e.g., Mg-perovskite – Cordier et al., 2004b) or pre-
dicted systems from atomic-scale modeling of
dislocations (e.g., olivine – Durinck et al., 2005a,
2005b ; ringwoodite – Carrez et al., 2006). The poly-
crystalline plasticity modeling has allowed forward
modeling of upper mantle (e.g., Chastel et al., 1993;
Blackman et al., 1996; Tommasi, 1998), transition
zone (e.g., Tommasi et al., 2004), lower mantle
(e.g., Wenk et al., 2006), D0 layer (e.g., Merkel et al.,
2006a), and the inner core (e.g., Jeanloz and Wenk,
1988; Wenk et al., 2000).

2.16.3.2 Olivine the Most Studied Mineral:
State of the Art – Temperature, Pressure,
Water, Melt, ETC

Until the papers by Jung and Karato (2001),
Katayama et al. (2004), and Katayama and Karato
(2006) were published, the perception of olivine
dominated flow in the upper mantle was quite simple
with [100]{0kl} slip be universally accepted as the
mechanism responsable for plastic flow and the
related seismic anisotropy (e.g., Mainprice et al.,
2000). The experimental deformation of olivine in
hydrous conditions at 2 GPa pressure and high tem-
perature by Karato and co-workers produced a new
type of olivine CPO developed at low stress with
[001] parallel to the shear direction and (100) in the
shear plane, which they called C-type, which is asso-
ciated with high water content. They introduced a
new olivine CPO classification that illustrated the
role of stress and water content as the controlling
factors for the development of five CPO types
(A, B, C, D, and E) (Figure 21). The five CPO
types are assumed to represent the dominant slip
system activity on AU [100](010), BU [001](010),
CU [001](100), DU [100]{0kl}, and EU [100](001).
The Ben Ismaı̈l and Mainprice (1998) olivine CPO
database with 110 samples has been taken and the
percentages for each CPO type and added an addi-
tional class called AG-type (or axial b- [010] girdle
by Tommasi et al., 2000) have been estimated which
is quite common in naturally deformed samples.
The CPO types in percentage of the database are
A-type (49.5%), D-type (23.8%), AG-type (10.1%),
E-type (7.3%), B-type (7.3%), and C-type (1.8%). It
is clear that CPO associated with [100] direction
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slip (A, AG, D, E types) represent 90.8% of the
database and therefore only 9.2% are associated
with [001] direction slip (B and C types). Natural

examples of all CPO types taken from the database
are shown in Figure 22, with the corresponding

seismic properties in Figure 23. There is only one
unambiguous C-type sample and another with tran-
sitional CPO between B and C types. The database

contains samples from palaeo-mid ocean ridges
(e.g., Oman ophiolite), the circum Pacific suduction

zones (e.g., Philippines, New Caledonia, Canada)
and subcontinental mantle (e.g., kimberlite xenoliths

from South Africa). There have been some recent
reports of the new olivine C-type CPO (e.g.,
Mizukami et al., 2004) associated with high water

content and others from ultrahigh pressure (UHP)
rocks (e.g., Xu et al., 2006) have relatively low water

contents. It is instructive to look at the solubility of
water in olivine to understand the potential impor-
tance of the C-type CPO. In Figure 24, the

experimentally determined solubility of water in
nominally anhydrous upper-mantle silicates (oli-

vine, cpw, opx, and garnet) in the presence of free
water are shown over the upper-mantle pressure

range. The values given in the review by Bolfan-
Casanova (2005) are in H2O ppm wt using the
calibration of Bell et al. (2003), so the values of

Karato et al. in H/106 Si using the infra-red calibra-
tion of Paterson (1982) have to be multiplied by 0.22

to obtain H20 ppm wt. If free water is available, then

olivine can incorporate, especially below 70 km
depth, many times the concentration necessary for

C-type CPO to develop according to the results of

Karato and co-workers.
Why is it that the C-type CPO is relatively rare? It

is certain that deforming olivine moving slowly
toward the surface will lose its water due to the

rapid diffusion of hydrogen. For example, even xeno-

liths transported to the surface in a matter of hours
lose a significant fraction of their initial concentration

(Demouchy et al., 2006). Hence, it very plausible that

in the shallow mantle (less than about 70 km depth),

the C-type will not develop because the solubility of
water is too low in olivine at equilibrium conditions

and that ‘wet’ olivine upwelling from greater depths

and moving toward the surface by slow geodynamic
processes will lose their excess water by hydrogen

diffusion. In addition, any ‘wet’ olivine coming into

contact with basalt melt tends to ‘dehydrate’ as the

solubility of water in the melt phase is hundreds to
thousands of times greater than olivine (e.g., Hirth

and Kohlstedt, 1996). The melting will occur in

upwelling ‘wet’ peridotites at a well-defined depth
when the solidus is exceeded and the volume fraction
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Figure 23 Anisotropic seismic properties of olivine at 1000�C and 3 GPa with CPO of the samples in Figure 20. X marks the
lineation, the horizontal line is the foliation plane.
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of melt produced is controlled by the amount of

water present. Karato and Jung (1998) estimate that
melting is initiated at about 160 km in the normal

mid-ocean ridge (NMORB) source regions and at

greater depth of 250 km in back-arc-type MORB
with the production of 0.25–1.00% melt, respectively.

Given the small melt fraction the water content oli-

vine is unlikely to be greatly reduced. As more
significant melting will of course occur when the

‘dry’ soldius is exceeded with 0.3% melt per km

melting at about 70 km, then melt (3% or more) is
quickly produced and the water content of olivine

will be greatly reduced. So the action of reduced

solubility and selective partitioning of water into
the melt phase are likely made the first 70 km of

oceanic mantle olivine very dry. The other region

where water is certainly present is in subduction
zones, where relatively water-rich sediments, oceanic

crust, and partly hydrated oceanic lithosphere will

add to the hydrous budget of the descending slab.
Partial melting is confined in the mantle wedge to the

hottest regions, where the temperatures approach the

undisturbed asthenospheric conditions at 45–70 km

depth, and 5–25 wt.% melt will be produced by a
lherzolitic source (Ulmer, 2001). Hence even in the

mantle wedge the presence of large volume fractions

of melt is likely to reduce the water content of olivine
to low levels, possibly below the threshold of the

C-type CPO, for depths shallower than 70 km.
Is water the only reason controlling the develop-

ment of the C-type fabric or [001] direction slip in
general? The development of slip in the [001]

direction on (010) and (100) planes at high stresses
in olivine has been known experimentally since
transmission electron microscopy study of Phakey
et al. (1972). Recently, Couvy et al. (2004) have pro-
duced B- and C-type CPO in fosterite at very high
pressure (11GPa) using nominally dry starting mate-
rials. However, as pointed out by Karato (2006) the
infrared spectrophotometry of the deformed samples
revealed the present of water, presumably due to the
dehydatation of sample assembly at high pressure.
However, concentration of water in the fosterite
increases linearly with time at high pressure, whereas
the CPO is acquired at the beginning of the experi-
ment in the stress-relaxation tests conducted by
Couvy et al. (2004), so it is by no means certain that
significant water was present at the beginning of the
experiment. Mainprice et al. (2005) suggested that
pressure was the controlling variable, partly inspired
by recent atomic modeling of dislocations in fosterite
(Durinck et al., 2005b), which shows that the energy
barrier for [100] direction slip increases with hydro-
static pressure, whereas for [001] it is constant, which
could explain the transition form [100] to [001] with
pressure. It remains a possibility that [001] slip occurs
at high pressure in dry samples, but experiments with
better control of water content are needed to confirm
or deny this possibility.

What are the seismic consequences of the recent
discovery of C-type CPO in experiments in hydrous
conditions? The classic view of mantle flow domi-
nated by [100]{0kl} slip is not challenged by this new
discovery as most of the upper mantle is will be dry
and at low stress. The CPO associated with [100] slip,
that is, 90.8% of the Ben Ismaı̈l and Mainprice data-
base (1998), produces seismic azimuthal anisotropy
for horizontal flow with maximum Vp, polarization of
the fastest S-wave parallel to the flow direction and
VSH > VSV. The seismic properties of all the CPO
types are shown in Figure 23. It remains to apply the
C-, B-, and possibly E-type fabrics to hydrated sec-
tion of the upper mantle. Katayama and Karato
(2006) propose that the mantle wedge above subduc-
tion zones are regions where the new CPO types are
likely to occur, with the B-type CPO occurring in the
low-temperature (high stress and wet) subduction
where an old plate is subducted (e.g., NE Japan).
The B-type fabric would result anisotropy parallel
normal to plate motion (i.e., parallel to the trench). In
the back-arc, the A-type (or E-type reported by
Michibayashi et al. (2006) in the back-arc region of
NE Japan) fabric is likely dominant because water
content is significantly reduced in this region due to
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the generation of island arc magma. Changes in the
dominant type of olivine fabric can result in complex
seismic anisotropy, in which the fast shear-wave
polarization direction is parallel to the trench in the
fore-arc, but is normal to it in the back-arc (Kneller
et al., 2005). In higher-temperture subduction zones
(e.g., NW America, Cascades) the C-type CPO will
develop in the mantle wedge (low stress and wet),
giving rise to anisotropy parallel to plate motion (i.e.,
normal to the trench). Although these models are
attractive, trench parallel flow was first described by
Russo and Silver (1994) for flow beneath the Nasca
Plate, where there is a considerable path length of
anisotropic mantle to generate the observed differ-
ential arrival time of the S-waves. On the other hand,
a well-exposed peridotite body analog of arc-parallel
flow of south central Alaska reveals that horizontal
stretching lineations and olivine [100] slip directions
are subparallel to the Talkeetna arc for over 200 km,
clearly indicating that mantle flow was parallel to the
arc axis (Mehl et al., 2003). The measured CPO of
olivine shows that the E-type fabric is dominant
along the Talkeetna arc; in this case, foliation is
parallel to the Moho suggesting arc parallel shear
with a horizontal flow plane. Tommasi et al. (2006)
also report the E-type fabric with trench parallel
tectonic context in a highly depleted peridotie massif
from the Canadian Cordillera in dunites associated
with high degrees of melting, and hence probably
dry, whereas harzburgites have an A-type fabric. In
limiting the path length to the region of no melting,
in coldest part of the mantle wedge, above the plate,
the vertical thickness is also constrained to about 45–
70 km depth, if one accepts the arguments for melting
(Ulmer, 2001). For NE Japan the volcanic front is
about 70 km above the top of the slab defined by the
hypocenter distribution of intermediate-depth earth-
quakes (Nakajima and Hasegawa, 2005, their
figure1), typical S-wave delay times are 0.17 s (max-
imum 0.33 s, minimum 0.07 s). The delay times from
local slab sources are close to the minimum of 0.07 s
for trench parallel fast S-wave polarizations to the
east of the volcanic front (i.e., above the coldest part
of the mantle wedge) and are over 0.20 s for the
trench normal values (i.e., the back-arc side). Are
these CPO capable of producing a recordable seismic
anisotropy over such a short path length? The verti-
cal S-wave anisotropy can be estimated from the
delay time given by Nakajima and Hasegawa (2005)
(e.g., 0.17 s), the vertical path length (e.g., 70 km), the
average S-wave velocity (e.g., 4.46 km s�1) to give a
1.1% S-wave anisotropy, which is less than

maximum S-wave anisotropy of 1.7% given for a
B-type CPO in a vertical direction given by
Katayama and Karato (2006) for horizontal flow, so
B-type CPO is compatible with seismic delay time,
even if we allow some complexity in the flow pattern.
The case for C-type in the high-temperature sub-
duction zones is more difficult to test, as the S-wave
polarization pattern will be the same for C- and A-
types (Katayama and Karato, 2006). The clear seismic
observations of fast S-wave polarizations parallel to
plate motion (trench normal) given for the Cascadia
(Currie et al., 2004) and Tonga (Fischer et al., 1998)
subduction zones, which would be compatible with
A- or C-types. In general, some care has to taken to
separate below slab, slab, and above slab anisotropy
components to test mantle wedge anisotropy.

2.16.3.3 Seismic Anisotropy and Melt

The understanding of the complex interplay between
plate separation, mantle convection, adiabatic
decompression melting, and associated volcanism at
mid-ocean ridges in the upper mantle (e.g., Solomon
and Toomey, 1992), presence of melt in the deep
mantle in the D0 layer (e.g., Williams and Garnero,
1996) and inner core (Singh et al., 2000) are chal-
lenges for seismology and mineral physics. For the
upper mantle two contrasting approaches have been
used to study mid-ocean ridges, on the one hand
marine geophysical (mainly seismic) studies of active
ridges and on the other hand geological field studies
of ophiolites, which represent ‘fossil’ mid-ocean
ridges. These contrasting methods have yielded
very different views about the dimensions of the
mid-ocean ridge or axial magma chambers (AMCs).
The seismic studies have given us three-dimensional
information about seismic velocity and attenuation in
the axial region. The critical question is how can this
data be interpreted in terms of geological structure
and processes? To do so we need data on the seismic
properties at seismic frequencies of melt containing
rocks, such as hartzburgites, at the appropriate tem-
perature and pressure conditions. Until recently
laboratory data for filling these conditions was lim-
ited for direct laboratory measurements to isotropic
aggregates (e.g. Jackson et al., 2002), but deformation
of initially isotropic aggregates with a controlled melt
fraction in shear (e.g., Zimmerman et al., 1999;
Holtzman et al., 2003) allows simultaneous develop-
ment of the CPO and anisotropic melt distribution.
To obtain information concerning anisotropic rocks,
one can use various modeling techniques to estimate
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the seismic properties of idealized rocks (e.g.,
Mainprice, 1997; Jousselin and Mainprice, 1998;
Taylor and Singh, 2002) or experimentally deformed
samples in shear (e.g., Holtzman et al., 2003). This
approach has been used in the past for isotropic
background media with random orientation distribu-
tions of liquid filled inclusions (e.g., Mavko, 1980;
Schmeling, 1985; Takei, 2002). However, their direct
application to mid-ocean ridge rocks is compromised
by two factors. First, field observations on rock sam-
ples from ophiolites show that the harzburgites found
in the mid-ocean ridges have strong crystal-preferred
orientations (e.g., Nicolas and Boudier, 1995), which
results in the strong elastic anisotropy of the back-
ground medium. For the case of the D0 layer and the
inner core the nature of the background media is not
well defined and an isotropic medium has been
assumed (Williams and Garnero, 1996; Singh et al.,
2000). Second, field observations show that melt films
tend to be segregated in the foliation or in veins, so
that the melt-filled inclusions should be modeled
with a preferred shape orientation.

The rock matrix containing melt inclusions is
modeled using effective medium theory, to represent
the overall elastic behavior of the body. The micro-
structure of the background medium is represented by
the elastic constants of the crystalline rock, including
the CPO of the minerals and their volume fractions.
Quantitative estimates of how rock properties vary
with composition and CPO can be divided into two
classes. There are those that take into account only the
volume fractions with simple homogenous strain or
stress field and upper and lower bounds for anisotro-
pic materials such as Voigt–Reuss bounds, which give
unacceptably wide bounds when the elastic contrast
between the phases is very strong, such as a solid and a
liquid. The other class takes into account some simple
aspects of the microstructure, such as inclusion shape
and orientation. There are two methods for the imple-
mentation of the inclusions in effective medium
theory to cover a wide range of concentrations; both
methods are based on the analytic solution for the
elastic distortion due to the insertion of a single inclu-
sion into an infinite elastic medium given by Eshelby
(1957). The uniform elastic strain tensor inside the
inclusion ("ij) is given by

"ij ¼
1

2
Gikjl þ Gjkil

� �
Cklmn "

�mn

where Gikjl is the tensor Green’s function associated
with displacement due to a unit force applied in a
given direction, Cklmn are the components of the

background medium elastic stiffness tensor and "�mn

is the eigenstrain or stress-free strain tensor due to
the imaginary removal of the inclusion from the
constraining matrix. The symmetrical tensor
Green’s function Gikjl is given by Mura (1987)

Gikjl ¼
1

4�

Z �

0

sin  d

Z 2�

0

K – 1
ij ðxÞxkx1

� �
d�

with Kip(x)¼Cijplxjxl, the Christoffel stiffness tensor
for direction (x), and x1¼ sin  cos�/a1, x2¼ sin  sin
�/a2 and x3¼ cos /a3 .

The angles  and � are the spherical coordinates
that define the vector x with respect to the principal
axes of the ellipsoidal inclusion. The semiaxes of the
ellipsoid are given by a1, a2, and a3. The integration
to obtain the tensor Green’s function must be done
by numerical methods, as no analytical solutions exist
for a general triclinic elastic background medium.
Greater numerical efficiency, particularly for inclu-
sions with large axial ratios, is achieved by taking the
Fourier transform of Gikjl and using the symmetry of
the triaxial ellipsoid to reduce the amount of integra-
tion (e.g., Barnett, 1972). The self-consistent (SC)
method introduced by Hill (1965) uses the solution
for a single inclusion and approximates the interac-
tion of many inclusions by replacing the background
medium with the effective medium.

In the formulation of SC scheme by Willis (1977),
a ratio of the strain inside the inclusion to the strain
in the host medium can be identified as Ai,

Ai ¼ I þ G Ci – Cscsð Þ½ � – 1

"scsh i ¼
Xi¼n

i¼1

ViAi sscsh i ¼
Xi¼n

i¼1

Vi Ci Ai

Cscs ¼ sscsh i "scsh i – 1

where I is the symmetric four rank unit tensor
Iijkl¼ (1/2) (�ik �jlþ �il �jk), �ik is the Kronecker
delta, Vi is volume fraction and Ci are the elastic
moduli of the ith inclusion. The elastic contants of
the SC scheme (Cscs) occur on both sides of the
equation because of the stain ratio factor (A), so that
solution has to be found by iteration. This method is
the most widely used in Earth sciences, being rela-
tively simple to compute and well established (e.g.,
Kendall and Silver, 1996, 1998). Certain consider that
when the SC is used for two phases, for example, a
melt added to a solid crystalline background matrix,
the melt inclusions are isolated (not connected)
below 40% fluid content, and the solid and fluid
phases can only be considered to be mutually fully
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interconnected (bi-connected) between 40% and
60%. For our application to magma bodies, one
would expect such interconnection at much lower
melt fractions. The second method is DEM. This
models a two-phase composite by incrementally add-
ing inclusions of melt phase to a crystalline
background phase and then recalculating the new
effective background material at each increment.
McLaughlin (1977) derived the tensorial equations
for DEM as follows:

dCDEM

dV
¼ 1

1 – Vð Þ Ci – CDEM
� �

Ai

Here again the term Ai is the strain concentration
factor coming from the Eshelby formulation of the
inclusion problem. To evaluate the elastic moduli
(CDEM) at a given volume fraction V, one needs to

specify the starting value of CDEM and the component
that is the inclusion. Unlike the SC, the DEM is
limited to two components A and B. Either A or B
can be considered to be the included phase. The

initial value of CDEM is clearly defined at 100% of
phase A or B. The incremental approach allows the
calculations at any composition irrespective of start-
ing concentrations of original phases. This method is

also implemented numerically and addresses the
drawback of the SC in that either phase can be fully
interconnected at any concentration. Taylor and
Singh (2002) attempted to take advantages of both

of these methods and minimize their shortcomings by
using a combined effective medium method, a com-
bination of the SC and DEM theory. Specifically,
they used the formulation originally proposed by

Hornby et al. (1994) for shales, an initial melt-crystal-
line composite is calculated using the SC with melt
fraction in the range 40–60% where they claim that
each phase (melt and solid) is connected and then

uses the DEM method to incrementally calculate the
desired final composition that may be at any concen-
tration with a bi-connected microstructure.

To illustrate the effect on oriented melt inclusions,
the data from the study of a harzburgite sample
(90OF22) collected from the Moho transition zone of

the Oman ophiolite (Mainprice, 1997) will be used.
The crystal-preferred orientation and petrology of the
sample have been described by Boudier and Nicolas
(1995) and CPO of the olivine (AG type) is given in

Figure 22. The mapping area records a zone of
intense melt circulation below a fast spreading palaeo
mid-ocean ridge at a level between the asthenospheric
mantle and the oceanic crust. The DEM effective

medium method combined with Gassmann’s (1951)
poro-elastic theory to ensure connectivity of the
melt system at low frequency relevant to seismology
is used (see Mainprice (1997) for further details and
references). The harzburgite (90OF22) has a composi-
tion of 71% olivine and 29% opx. The composition
combined with CPO of the constituent minerals and
elastic constants extrapolated to simulate conditions of
1200�C and 200 MPa where the basalt magma would
be liquid predicts the following P-wave velocities in
the principal structural direction X¼ 7.82, Y¼ 7.69,
Z¼ 7.38 km s�1 (X¼ lineation, Z¼ normal to folia-
tion, Y is perpendicular to X and Z). The crystalline
rock with no melt has essentially an orthorhombic
seismic anisotropy. First, by adding the basalt spherical
basalt inclusions, the velocities for P- and S-waves
decrease and attuation increases (Figure 25) with
increasing melt fraction and the rock becomes less
anisotropic, but preserves its orthorhombic symme-
try. When pancake-shaped basalt inclusions with
X:Y:Z¼ 50:50:1 are added, to simulate the distribu-
tion of melt in the foliation plane observed by
Boudier and Nicolas (1995), certain aspects of the
original orthorhombic symmetry of the rock are pre-
served, such as the difference between Vp in the
X- and Y-directions. However, many velocities and
attenuations change illustrating the domination of
the transverse isotropic symmetry with Z-direction
symmetry axis associated with the pancake-shaped
basalt inclusions. The Vp in the Y-direction decreases
rapidly with increasing melt fraction, causing the
seismic anisotropy of P-wave velocities between
Z and X or Y to increase. The contrast in behavior
for P-wave attenuation is also very strong with
attenuation (Q�1) increasing for Z and decreasing for
X- and Y-directions. For the S-waves, the effects are
even more dramatic and more like a transverse
isotropic behavior. The S-waves propagating in
X-direction with a Y-polarization, VsX(Y), and those
propagating in the Y-direction with X-polarization,
VsY(X) (see Figure 26 for directions), are fast velo-
cities; because they are propagating along the XY

(foliation) plane with polarizations in XY plane, we
can call these VSH waves for a horizontal foliation. In
contrast, all the other S-waves have either their pro-
pagation or polarization (or both) direction in the
Z-direction and have the same lower velocity, these
we can call VSV. Similarly for the S-wave attenuation
VSH is less attenuated than VSV. From this study we
can see that a few percent of aligned melt inclusions
with high axial ratio can change the symmetry and
increase the anisotropy of crystalline aggregate (see
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Figure 26 for summary), completely replacing the

anisotropy associated with crystalline background

medium in the case of S-waves. Taylor and Singh

(2002) come to the same conclusion, that S-wave

anisotropy is an important diagnostic tool for the

study of magma chambers and regions of partial

melting.
One of the most ambitious scientific programs in

recent years was the Mantle Electromagnetic and

Tomography (MELT) Experiment that was designed

to investigate the forces that drive flow in the mantle

beneath a mid-ocean ridge, MELT Seismic Team,

(1998). Two end-member models often proposed can

be classified into two groups; the flow is a passive

response to diverging plate motions, or buoyancy

forces supplied a plate-independent component var-

iation of density caused by pressure release partial

melting of the ascending peridotite. The primary

objective in this study was to constrain the seismic

structure and geometry of mantle flow and its rela-

tionship to melt generation by using teleseismic body

waves and surface waves recorded by the MELT

seismic array beneath the superfast spreading south-

ern East Pacific Rise (EPR). The observed seismic

signal was expected to be the product of elastic

anisotropy caused by the alignment of olivine crystals

due to mantle flow and the presence of aligned melt

channels or pockets of unknown structure at depth

(e.g., Kendall 1994; Blackman et al., 1996; Blackman

and Kendall, 1997; Mainprice 1997). Observations
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Figure 25 The effect of increasing basalt melt fraction on the seismic velocities and attenuation (Q�1) of a hartzburgite (see
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revealed that on the Pacific plate (western) side of the
EPR had lower seismic velocities (Forsyth et al., 1998;
Toomey et al., 1998) and greater shear wave splitting
(Wolfe and Solomon, 1998). The shear wave splitting
showed that the fast shear polarization was consis-
tently parallel to the speading direction, and at no
time parallel to the ridge axis with no null splitting
being recorded near the ridge axis. In addition, the
delay time between S-wave arrivals on the Pacific
plate was twice that of the Nasca plate. P delays
decreased within 100 km of the ridge axis (Toomey
et al., 1998) and Rayleigh surface waves indicated a
decrease in azimuthal anisotropy near the ridge axis.
Any model of the EPR must take into account that
the average spreading rate at 17� S on the ridge is
73 mm yr�1 and the ridge migrates 32 mm yr�1 to the
west. Anisotropic modeling of the P and S data within
500 km of the ridge axis by Toomey et al. (2002) and
Hammond and Toomey (2003) showed that a best-
fitting finite-strain hexagonal-symmetry two-dimen-
sional flow model had an asymmetric distribution of
higher melt fraction and temperature, dipping to the
west under the Pacific plate and lower melt fraction
and temperature with an essentially horizontal struc-
ture under the Nasca plate. Hammond and Toomey
(2003) introduce low melt fractions, <2%) in relaxed
(connected) cuspate melt pockets (Hammond and
Humphreys, 2000) to match the observed velocities.
Blackman and Kendall (2002) used a three-dimen-
sional texture flow model to predicted pattern of
upper-mantle flow beneath the EPR oceanic spread-
ing center with asymmetric asthenospheric flow

pattern. Blackman and Kendall (2002) explored a
series of models for the EPR and found that asym-
metric thermal structure proposed by Toomey et al.
(2002) produced the model in closest agreement with
seismic observations. The three-dimensional model
shows that shear wave splitting will be lowest at
about 50 km to the west of the EPR on the Pacific
plate with similar low value at 400 km to the east on
the Nasca plate, and not the ridge axis because of the
underlying asymmetric mantle structure. The
MELT experiment has shown that melt flow beneath
a fast spreading ridge is more complicated than ori-
ginally predicted, with a deep asymmetric structure
present to 200 km depth. The influence of the near
surface configuration (e.g., ridge migration) was also
important in controlling the asthenospheric return
flow toward the Pacific superswell in the west
(Hammond and Toomey, 2003). The influence of
melt geometry appears to be small in the case of the
EPR, as the essential anisotropic seismic structure is
captured by models that do not have melt geometries
with strong shape-preferred orientation. The situa-
tion may be different for the oceanic crust at fast
oceanic spreading centers. The seismic anisotropy
in regions of important melt production, such as
Iceland (Bjarnason et al., 2002), does not show the
influence of melt geometry on anisotropy, but rather
the influence of large-scale mantle flow. In other
contexts, such as the rifting, for example, the Red
Sea (Vauchez et al., 2000) and East African Rifts
(Kendall et al., 2004), the melt geometry does seem
to have an important influence of seismic anisotropy.
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velocities (VSH). Diagram inspired a figure in the thesis of Barruol (1993).

Seismic Anisotropy of the Deep Earth 481



2.16.4 Conclusions

In this chapter some aspects of seismology that have a

bearing on the geodynamics of the deep interior of the

Earth have been reviewed. In particular, the emphasis

is on the importance of seismic anisotropy and the

variation of anisotropy on a global and regional basis.

In the one-dimensional PREM model (Dziewoński

and Anderson, 1981), anisotropy was confined to the

first 250 km of the upper mantle. Subsequently, other

studies of the mantle found various additional forms of

global anisotropy associated with the transition zone,

the 670 km boundary layer, and the D0 layer (e.g.,

Montagner, 1994a, 1994b; Montagner and Kennett,

1996; Montagner, 1998). The most recent global stu-

dies using more complete data sets and new methods

of analysis emphasize the exceptionally strong nature

of the upper-mantle anisotropy, the anisotropy of the

D0 layer and no significant deviation from the original

isotropic PREM for the rest of the mantle (e.g.,

Beghein et al., 2006; Panning and Romanowicz, 2006).

To explain velocity variations that are observed in the

mantle studies using probabilistic tomography, the

authors put the emphasis on chemical heterogeneity

and lateral temperature variations in the mantle

(Trampert et al., 2004; Deschamps and Trampert,

2003). Trampert and van der Hilst (2005) argue that

spatial variations in bulk major element composition

dominates buoyancy in the lowermost mantle, but

even at shallower depths, its contribution to buoyancy

is comparable to thermal effects. The case of the D0

layer is perhaps even more challenging, as it is clearly

a region with strong temperature and compositional

gradients (e.g., Lay et al., 2004), but also a regionally

varying seismic anisotropy (e.g., Maupin et al., 2005;

Wookey et al., 2005a) with an overall global signature

(e.g., Montagner and Kennett, 1996; Beghein et al.,

2006; Panning and Romanowicz, 2006). The inner

core has well-known travel time variations that can

be modeled to fit various single or double concentric

layered anisotropy scenarios. Recent studies (Ishii and

Dziewoński, 2002; Beghein and Trampert, 2003) tend

to favor a difference in anisotropy between the outer-

most and innermost inner core; however, they

disagree in the magnitude and symmetry of the aniso-

tropy. The most recent study (Calvet et al., 2006)

further suggests that data set is too poor to distinguish

between several current models. In the mantle and the

inner core, there are often differences between studies

at the global and regional scales, and differences

between one- and three-dimensional global models.

The seismic sampling over different radial and lateral
length scales using surface and body waves of variable
frequency has made reference models very important
in the reporting and understanding of complex data
sets. Kennett (2006) has shown, for example, that it is
difficult to achieve comparable P- and S-wave defini-
tion for the whole mantle. Mineral physics can play
important role because a representation based on
elastic moduli rather than wave speeds would provide
a better interpretation in terms of composition,
temperature, and anisotropy.

In addressing the basics of elasticity, wave propa-
gation in anisotropic crystals and the nature of the
anisotropy polycrystalline aggregate with CPO, the
author hopes to have provided some of keys neces-
sary for the interpretation of seismic anisotropy. CPO
produced by plastic deformation is the link between
deformation history and the seismic anisotropy of the
Earth’s deep interior. We have seen above that many
regions of the mantle (e.g., lower mantle) do not have
a pronounced seismic anisotropy. However, from
mineral physics we have seen that in the upper man-
tle olivine has a strong elastic anisotropy, in the
transition zone wadsleyite is quite anisotropic, in
the lower mantle Mg-perovskite and MgO have
inceasing anisotropy with depth, in the D0 layer
postperovskite is very anisotropic and the inner-
core h.c.p. iron is moderately anisotropic. In addition,
if we add minerals from the hydrated mantle in
suduction regions, such as the A-phase, hydro-ring-
woodite, and brucite, these can be quite anisotropic
to exceeding anisotropic in the case of brucite.
Potentially, the mineralogy suggests that seismic ani-
sotropy could be present if these minerals have a
CPO. Aligned melt inclusions and compositional
layers can also produce anisotropy. To understand
why there are regions in the deep Earth that have no
seismic anisotropy is clearly a challenge for mineral
physics, seismology, and geodynamics.
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Nomenclature
a spacing between adjacent Peierls

valleys

ad period of kink potential measured

parallel to dislocation line

b Burgers vector

d grain size; characteristic separation of

vacancy sources

f frequency; the reciprocal of du/dx¼
tan� (Figure 4(c))

g dimensionless multiplier of Tm/T in

exponent for thermal activation of

relaxation time
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h separation of closely spaced disloca-

tions in subgrain wall

hj jth coefficient in Fourier series repre-

senting grain-boundary topography

k Boltzmann constant

ml effective mass per unit length of

dislocation

n exponent in term �tn representing

transient creep in the Andrade model

p internal variable providing link between

stress and anelastic strain

pL(L) distribution of dislocation segment

lengths

ps small fluctuation in pressure P

p0 stress-dependent equilibrium value

s Laplace transform variable; distance

measured along dislocation line;

exponent describing grain-size sensi-

tivity of Q�1

t time

u displacement of dislocation segment,

or position of grain boundary, in

y-direction

u0 x-independent amplitude of u; position

of straight dislocation segment under

static stress �

um maximum displacement for newly

formed kink pair

wk width of a single geometrical kink

x coordinate measuring distance parallel

to dislocation line or grain boundary

x1 unstable equilibrium spacing of kinks

of opposite sign

y coordinate measuring distance per-

pendicular to dislocation line

A measure of anisotropy or inter-phase

variability in elastic moduli or thermal

expansivity involved in thermoelastic

relaxation strength

B dislocation drag coefficient

COH concentration of hydroxyl ions

D diffusivity (either of matter or heat)

D(� ) normalised distribution of anelastic

relaxation times

Db grain-boundary diffusivity

Dk kink diffusivity

Dmc multicomponent diffusivity

E activation energy for relaxation time

Ed elastic strain energy per unit length of

dislocation or line tension

EP activation energy describing position

(period) of dissipation peak

Eup binding energy of dislocation to pin-

ning point

G shear modulus

Gm free energy of kink migration

GHS mean of the Hashin–Shtrikmann

bounds on the shear modulus of a

polycrystalline aggregate

GR relaxed value of shear modulus (ane-

lastic relaxation only)

GRS Reuss average of single-crystal elastic

constants for shear

GU unrelaxed shear modulus

Hint kink interaction energy

Hk formation energy for a single geome-

trical kink

Hkp kink-pair formation energy

Hm enthalpy of kink migration

Hmc activation enthalpy for multicomponent

diffusion

J(t) creep function

J1 real part of J�

J2 negative imaginary part of J�

JU unrelaxed compliance ("/�)

J� dynamic compliance

Kf bulk modulus of fluid

Km bulk modulus of melt

Ks bulk modulus of solid matrix

K bulk modulus of composite of coexist-

ing phases

L length of dislocation segment between

adjacent pinning points

Lc critical dislocation segment length for

dislocation multiplication

L subgrain diameter

N number of terms retained in Fourier

series representing grain-boundary

topography

Nv number of dislocation segments of

given length L per unit volume

P of internal variable p

Q�1 inverse quality factor (¼ tan�), a mea-

sure of strain energy dissipation

Q�1
D height of the Debye dissipation peak of

the standard anelastic solid

R radius of curvature of dislocation

bowed out under applied stress;

gas constant; radius of grain-edge

tubule
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Sm entropy of kink migration

T absolute temperature

Tm melting temperature

To oscillation period (¼ 2�/!)

U equilibrium distance for grain-bound-

ary sliding

U(u) Peierls potential

X chemical composition

Y Youngs modulus

� negative of exponent describing fre-

quency dependence of Q�1

�b aspect ratio of grain-boundary region

(¼ �/d)

�e aspect ratio (minimum/maximum

dimension) of ellipsoidal inclusion

�t aspect ratio of grain-edge tubule

(¼ 2R/d)

� coefficient of term �tn representing

transient creep in the Andrade model

	 multiplicative constant of order unity

	s multiplicative constant

� phase lag between stress and strain;

width of grain-boundary region (<<d)

�G anelastic relaxation of the shear

modulus

�J anelastic relaxation of the compliance

�P width in pressure of binary loop

�T0 width of melting interval

�Ts pressure-induced perturbation to soli-

dus and liquidus temperatures

�� pressure-induced perturbation in melt

fraction

" strain

"a anelastic strain

"e elastic strain

"m maximum anelastic strain due to

migration of geometrical kinks on a

dislocation segment

"0 amplitude of sinusoidally time-varying

strain


 viscosity or effective viscosity


1 viscosity of dashpot in parallel with

spring in the anelastic element of the

Burgers model


b grain-boundary viscosity


f fluid viscosity


m melt viscosity

� wavelength of periodic grain-boundary

topography or of seismic wave

�k kink mobility (¼Dk/kT)

 Poisson’s ratio

k0 attempt frequency of dislocation

vibration

� crystal density

�k
�, �k

þ densities of kinks of opposite sign

(number per unit length of dislocation

line)

�k0
�, �k0

þ as above, under conditions of zero

stress

�k
eq equilibrium kink density: number of

kinks per unit length of dislocation line

� stress, usually shear stress

�n normal stress

�P Peierls stress

�t tectonic shear stress

�up unpinning shear stress

�0 amplitude of sinusoidally time-varying

stress

� relaxation time

�A anelastic relaxation time

�d duration of transient diffusional creep

�dr timescale for draining of cylindrical

laboratory specimen

�e relaxation time for elastically accom-

modated grain-boundary sliding

�M Maxwell (viscous) relaxation time

�s,t relaxation time for melt squirt between

grain-edge tubules

�s,e relaxation time for melt squirt between

ellipsoidal inclusions

� melt fraction; the angle betweeen a

dislocation segment and its Peierls

valley

! angular frequency

!0 (angular) resonance frequency of dis-

location segment

� Gamma function

� anelastic relaxation strength

� dislocation density, that is, dislocation

length per unit volume¼NvL

�m density of mobile dislocations

� molecular volume of diffusing species

(��/�)0 fractional density contrast between

coexisting polymorphs

(��/�)a fractional change in density resulting

from small change in proportions of

coexisting phases; anelastic volu-

metric strain

(��/�)e fractional change in density caused by

pressure ps
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2.17.1 Introduction

The Earth and its constituent materials are subjected

to naturally applied stresses that vary widely in inten-

sity and timescale. At sufficiently high temperatures,

nonelastic behavior will be encountered – even at the

low stress amplitudes of seismic wave propagation,

tidal forcing, and glacial loading (Figure 1). For har-

monic loading, nonelastic behavior is manifest in a

phase lag between stress and strain giving rise to strain

energy dissipation and associated frequency depen-

dence (dispersion) of the relevant modulus or wave

speed. In the case of glacial loading, the transient creep

of mantle material of sufficiently low viscosity allows

time-dependent relaxation of the stresses imposed by

the growth and decay of ice sheets with consequent

time-dependent surface deformations.

Departures from elastic behavior have long been
studied in metals. Notable early successes came from
the application of resonance (pendulum) methods at
fixed frequencies near 1 Hz that revealed low-
temperature dissipation peaks attributable to various
types of point-defect relaxation (e.g., Zener, 1952;
Nowick and Berry, 1972). Until recently most of the
available information concerning elastic wave speeds in
geological materials and their variations with pressure
and temperature came from ultrasonic and opto-acous-
tic techniques at frequencies at least six orders of
magnitude higher than those of teleseismic waves
(Figure 1). However, there is growing recognition of
the need for a thorough understanding of viscoelastic
behavior in minerals and rocks at low strains and seis-
mic frequencies. It is the purpose of this article to assess
the relaxation mechanisms most likely to produce sig-
nificant departures from elastic behavior under the
high-temperature conditions of the Earth’s interior.
Among these are intragranular mechanisms involving
the motion of point defects and dislocations, grain-
boundary migration and sliding, the stress-induced
redistribution of an intergranular fluid phase, and
effects associated with phase transformations.

Section 2.17.2 focuses on the theoretical framework
for the description of viscoelasticity provided by broad
phenomenological considerations and models for the
operation of specific microphysical relaxation mechan-
isms. A thorough review of this material in a materials
science context is provided by Schaller et al. (2001). In
Section 2.17.3, an attempt will be made to integrate the
results of the still relatively few seismic-frequency
laboratory experiments on geological materials into
the theoretical framework. Section 2.17.4 outlines
selected applications of the emerging understanding
of viscoelastic relaxation in the interpretation of seis-
mological wave speed and attenuation models.

2.17.2 Theoretical Background

2.17.2.1 Phenomenological Description of
Viscoelasticity

For sufficiently small stresses, the stress–strain behavior
is expected to be linear and the response is represented
in the time domain by the ‘creep function’ J (t) which is
defined as the strain resulting from the application at
time t¼ 0 of unit step-function stress, that is,

�ðtÞ ¼ 0; t < 0

¼ 1; t � 0
½1�
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Figure 1 A schematic mechanical relaxation spectrum
for the Earth. The mechanical behavior of the Earth’s hot

interior and its constituent materials change progressively

from that of an elastic solid to that of a viscous fluid with
decreasing frequency or increasing timescale. This transition

involves the thermally activated mobility of crystal defects

including vacancies, dislocations, twin domain and grain

boundaries, and of phase boundaries and intergranular melt.
The resulting viscoelastic behavior is manifest in the

dissipation of strain energy and associated frequency

dependence of the shear modulus and wavespeed. Adapted

from Jackson I, Webb SL, Weston L, and Boness D (2005)
Frequency dependence of elastic wave speeds at high-

temperature: A direct experimental demonstration. Physics

of the Earth and Planetary Interiors 148: 85–96.
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(e.g., Nowick and Berry, 1972). For the special case of
elastic behavior, the strain appears essentially instanta-
neously (delayed only by the finiteness of the elastic
wave speeds), and thereafter remains constant for the
duration of stress application. However, at high tem-
peratures and low frequencies, the response J (t) will
usually be more complicated than the elastic ideal,
involving in addition to the instantaneous (elastic)
component, a time-dependent contribution which
may be a mixture of recoverable (anelastic) and irre-
coverable (viscous) strains (Figure 2). The simplest
moderately realistic example of such linear viscoelastic
rheology, that can be constructed from (elastic) springs
and (viscous) dashpots arranged in series and parallel
combinations, is the Burgers model (e.g., Findley et al.,
1976; Cooper, 2003) with the creep function

J ðtÞ ¼ JU þ �J ½1� expð�t=�Þ� þ t=
 ½2�

JU and �J are the magnitudes of the instantaneous
(elastic) and anelastic (time-dependent but recover-
able) contributions, whereas � and 
 are the time
constant for the development of the anelastic
response, and the steady-state Newtonian viscosity,
respectively (Figure 2). The widely used ‘standard
anelastic solid’ (e.g., Nowick and Berry, 1972) is the
Burgers model without the series dashpot; its creep
function is accordingly given by the first two terms of
eqn [2]. More empirically successful in the descrip-
tion of transient creep, but physically less
transparent, is the Andrade model (e.g., Poirier,
1985) for which the creep function is

JðtÞ ¼ JU þ �t n þ t=
; 1=3 < n < 1=2 ½3�

The middle term with coefficient � and time t raised to
the fractional power n represents transient creep. The
relative merits of these alternative models as parame-
trizations of the high-temperature torsional microcreep
behavior of our experimental assemblies have recently
been evaluated. It has been found that the �tn term in
the Andrade model typically better fits the early part of
a torsional microcreep record than does the Burgers
model with its unique anelastic relaxation time � .
However, the Burgers model, generalized to include
a suitable distribution D(� ) of relaxation times,

JðtÞ ¼ JU 1þ�

Z 1
0

Dð�Þ½1 – expð – t=�Þ� d�
� �

þ t=
 ½4�

provides a versatile alternative to the Andrade model
in describing the viscoelastic rheology revealed, for
example, by experimental torsional microcreep tests.

In eqn [4], � is the fractional increase in compliance
associated with complete (t¼1) anelastic relaxa-
tion, known as the relaxation strength.

The strain "(t)¼ "0 exp i(!t� �) resulting from the
application of sinusoidally time-varying stress �(t)¼
�0 exp(i!t), can be evaluated from the creep function
provided that the behavior is linear (i.e., described by a
differential equation which is linear in stress and strain
and their respective time derivatives). This is done by
superposition of the responses to each of a series of
infinitesimal step-function applications of stress, that
together represent the history �(t) of stress application
(e.g., Nowick and Berry, 1972). Thus, an expression is
obtained for the ‘dynamic compliance’ J�(!) given by

J �ð!Þ ¼ "ðtÞ=�ðtÞ ¼ i!

Z 1
0

Jð�Þ expð– i!�Þ d� ½5�

where !¼ 2�f is the angular frequency. This integral
is the Laplace transform of J(t) with transform vari-
able s¼ i!, or equivalently, within a multiplicative
constant, the Fourier transform of the function which
is J(�) for �� 0 and zero elsewhere. Since the
Laplace transforms of each of the terms in the
Burgers and Andrade creep functions are tabulated
in standard compilations (e.g., Abramowitz and
Stegun, 1972), analytical expressions for the dynamic
compliance are readily derived (e.g., Jackson, 2000).

Thus, the dynamic compliance J�(!) for the sim-
ple Burgers model is

J �ð!Þ ¼ JU þ �J=ð1 þ i!�Þ � i=
! ½6�

with real and negative imaginary parts

J1ð!Þ ¼ JU þ �J=ð1 þ !2�2Þ
J2ð!Þ ¼!��J=ð1 þ !2�2Þ þ 1=
!

½7�

For the generalized Burgers model the equivalent
expressions are

J �ð!Þ ¼ JU 1þ�

Z 1
0

Dð�Þd�=ð1þ i!�Þ
� �

– i=
!

J1ð!Þ ¼ JU 1þ�

Z 1
0

Dð�Þd�=ð1þ!2�2Þ
� �

J2ð!Þ ¼ !JU �

Z 1
0

�D ð�Þd�=ð1þ!2�2Þ þ 1=
!

½8�

For the Andrade model, the corresponding expres-
sions are

J �ð!Þ ¼ JU þ ��ð1 þ nÞði!Þ – n – i=
!

J1ð!Þ ¼ JU þ ��ð1 þ nÞ! – ncosðn�=2Þ

J2ð!Þ ¼ ��ð1 þ nÞ! – nsinðn�=2Þ þ 1=
!

½9�
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Figure 2 The Burgers and Andrade models for viscoelastic behavior. (a) Construction of the Burgers model from series and
parallel combinations of Hookean springs and linear viscous dashpots. (b) The creep function for the Burgers model (eqn [2]).

(c) The frequency-dependent shear modulus and dissipation for the Burgers model with �¼0.1 and �M/�A¼ 103 (eqns [7],

[10], and [11]). (d) The variations of shear modulus and dissipation for the Andrade model. The broad absorption band, within

which Q�1�To
n (or !�n), is the result of the implicit infinitely wide distribution of anelastic relaxation times. This example is the

least-squares fit of eqns [3] and [9]–[11] to forced-oscillation data for mild steel at tested at 1300�C and 200 MPa. (e) Another

example of a broad absorption band, here for melt-free Fo90 olivine. The data indicated by the plotting symbols are compared

with the generalized Burgers model (eqns [4], [8], [10], and [11]) fitted to such data for a suite of four genuinely melt-free olivine

polycrystals. See Faul and Jackson (2005) for details.
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where D(1þ n) is the Gamma function (Findley et al.,
1976; Gribb and Cooper, 1998a).

From these analytical expressions for J1(!) and
J2(!), the shear modulus

Gð!Þ ¼ ½J1
2 ð!Þ þ J2

2 ð!Þ� – 1=2 ½10�

and the associated strain energy dissipation

Q – 1ð!Þ ¼ J2ð!Þ=J1ð!Þ ½11�

are readily evaluated. It follows from eqns [10] and
[11] that forced-oscillation measurements of G(!)
and Q�1(!), like the results of microcreep tests, can
be represented by a creep-function model in an
appropriately internally consistent manner.

In principle, then, knowledge of the creep function
J(t) for arbitrary t and of the dynamic compliance
J�(!) for arbitrary ! provide equivalent insight into
the mechanical behavior of the material. Conversion

from one description to the other proceeds through
integral transforms such as eqn [4] known as the
Kronig–Kramers relations (e.g., Nowick and Berry,
1972, p. 37). These alternative descriptions of the

mechanical behavior in the time and frequency
domains are naturally associated with microcreep
and forced oscillation experiments, respectively.
Practical considerations related to the acquisition and

processing of forced oscillation and microcreep data
transform the nature of the relationship between the
two methods from strict equivalence to complemen-
tarity. Thus, the intensively sampled relatively short-

period (< 1–1000 s) stress- and strain-versus-time
sinusoids of forced-oscillation experiments can be fil-
tered very effectively with Fourier techniques to yield

precise determinations of the relative amplitudes and
phase of the stress and strain and hence J�(!). For
periods longer than 1000 s, however, the acquisition of
forced-oscillation records representing a substantial

number of oscillation periods becomes prohibitively
time consuming. It is here that the microcreep method
has an important advantage. In addition, the capacity
to test explicitly the extent of the recovery of the

nonelastic strain following removal of the steady stress
is a major advantage of the microcreep method.

Thermodynamic description of anelasticity is based
on the notion that stress � and strain " are linked not
only directly through the unrelaxed modulus
GU¼ JU

�1, but also indirectly through a third, internal,

variable p (Nowick and Berry, 1972; Figure 3). If the
following conditions are met, the behavior is that of the
standard anelastic solid: (1) there exists an equilibrium
value p0(�) of p that is proportional to � (in the absence

of an equilibrium value, the behavior is viscous); (2) qp/
qt _ p(t)� p0; and (3) the delayed contribution to the
strain is proportional to p. There are many different
types of internal variable potentially associated with
anelastic behavior in geological materials. These
include the spatial arrangement of point defects or
instantaneous position of a mobile segment of a disloca-
tion line, the position of a mobile twin-domain wall,
pressure in an intergranular fluid phase that is spatially
variable at the grain or larger scale, and the proportions
and chemical compositions of coexisting mineral phases.
Many of these possibilities have been considered else-
where (e.g., Jackson and Anderson, 1970; Karato and
Spetzler, 1990). In this review attention will be focused
on those mechanisms most likely to exhibit substantial
relaxation strength (� > 0.001) at teleseismic and lower
frequencies (sub-Hz) under the pressure–temperature
conditions of the Earth’s deep interior.

2.17.2.2 Intragranular Processes
of Viscoelastic Relaxation

The stress-induced migration or redistribution of
defects with thermally activated mobility results in
viscoelastic behavior even of single crystals when
mechanically tested at sufficiently high temperatures.
Such defects include vacancies, interstitials, substitu-
tional impurity atoms, and dislocations.

2.17.2.2.1 Stress-induced rearrangement
of point defects

Strain–energy dissipation peaks unambiguously asso-
ciated with the stress-induced migration of point
defects have been documented in metals (e.g., Nowick
and Berry, 1972). Examples include the stress-induced
reorientation of solvent–solute pairs in face-centered
cubic (f.c.c.) and other metallic solid solutions (the
Zener relaxation), redistribution of C and other small
interstitial atoms in body-centered cubic (b.c.c.) metals

Stress Strain

Instantaneous

Delayed

p
Internal variable

σ ε

Figure 3 The thermodynamic basis for anelasticity.

A third variable p provides an additional indirect and time-

dependent link between stress and strain. Redrawn after

Nowick and Berry (1972).
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such as Fe (the Snoek relaxation) and the stress-
induced H diffusion on grain or specimen scale (the
Gorsky effect). Such effects might also be expected in
mantle minerals – for example, stress-induced reparti-
tioning of Mg and Fe between nonequivalent
crystallographic sites. However, relaxation times will
generally be very short at mantle temperatures (e.g.,
<10 ms at 1000�C for Mg/Fe reordering between adja-
cent M1 and M2 sites in olivine, Aikawa et al., 1985) and
relaxation strengths are typically <10�3 (Karato and
Spetzler, 1990).

2.17.2.2.2 Stress-induced motion

of dislocations

Dislocation glide has long been recognized as an
important mechanism of viscoelastic relaxation in crys-
talline solids. Theoretical models of the anelasticity
associated with the reversible stress-induced glide of
dislocation segments located between adjacent pinning

points were first developed in the 1950s to explain low-
temperature (<0�C) internal friction peaks in deformed
f.c.c. metals (Koehler, 1952; Seeger, 1956; Granato and
Lücke, 1956). Although there was general agreement
on the relatively large relaxation strength for this pro-
cess, the characteristic timescale for the stress-induced
motion proved more difficult to estimate reliably
because of its dependence on structure and chemical
composition of the dislocation core and the interactions
amongst dislocations and between dislocations and
impurities.

2.17.2.2.2.(i) The vibrating-string model of

dislocation damping An applied shear stress �
exerts a force �b per unit length on a suitably oriented
dislocation of Burgers vector b, causing an initially
straight dislocation segment to bow out in its glide
plane (Figure 4(a)). This tendency is opposed by the
line tension or elastic strain energy per unit length

(c)

y

φ L

x

a
Peierls valley

Migration of geometrical
kinks complete

Geometrical
kinks

Pinning point

(b)
y

x

u m σ b
u 0

U(u) IdU/dulmax = bσ PEd
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Peierls valley

Peierls valley

Formation of
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(a)
y

(0, 0)

u(x, t )

(L, 0 )
x
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θ

(d)

y

x

Nucleation and migration of a kink pair

Figure 4 Stress-induced glide of a dislocation segment in response to an externally imposed shear stress �yz (involving

forces parallel to þ y (� y) acting on the upper (lower) faces of a cube straddling the glide plane in the page. (a) The force
exerted on the dislocation by the applied stress and the dislocation line tension are in balance when the dislocation segment

has bowed out into an arc with a radius of curvature inversely proportional to the applied stress (eqn [12]). (b) Modulation of

the energy of a straight dislocation by the periodic Peierls potential U(u) and its role in the nucleation and migration of kinks
(redrawn after Seeger, 1981). (c) The stress-induced migration from right to left of geometrical kinks contributes a well-defined

maximum anelastic strain (eqn [30]). (d) At moderately high temperature, the formation and migration of kink pairs will

contribute additional anelastic strain.
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Ed� (1/2)Gb2, where G is the (unrelaxed) shear mod-
ulus. (The consequences of the periodic variation of
the elastic strain energy of the dislocation about its
average value Ed with position in the crystal lattice
will be discussed in the following section.) The balance
between the force exerted by the applied stress and the
line tension determines the relationship between stress
and radius of curvature R of the bowed-out segment as

R� ¼ Gb=2 ½12�

(e.g., Nowick and Berry, 1972). Dislocation segments
with length L < Lc¼ 2R(�)¼Gb/� bow out stably
under the influence of a static stress � and will be
the primary focus of attention here.

Longer segments (L > Lc) participate in disloca-
tion multiplication by the Frank–Read mechanism,
thereby increasing the dislocation density and facil-
itating the transition to power-law dislocation creep.
The grain size d imposes an absolute upper limit on
the length of dislocation segments. In order to com-
pletely exclude the possibility of such dislocation
multiplication, and thus guarantee linear behavior,
it is accordingly required that

�=G < b=d ½13�

This condition is assessed below where the applicabil-
ity of the theory of dislocation relaxation to laboratory
experiments and to the Earth’s interior is considered.

The classic vibrating-string dislocation-damping
model of Koehler (1952) and Granato and Lücke
(1956) has been revisited in simplified form by
Nowick and Berry (1972) (see also Simpson and
Sosin (1972), Minster and Anderson (1981), and
Fantozzi et al. (1982)). A dislocation line with equili-
brium orientation parallel to x is pinned by bound
impurity atoms or intersections with other disloca-
tions at x¼ 0 and x¼ L (Figure 4(a)) allowing
displacement u(x, t) parallel to y in response to an
externally applied oscillating shear stress �¼ �0

exp(i!t). The equation of motion expressing the
force balance on unit length of dislocation is

m1q
2u=qt 2 þ Bqu=qt – Edq

2u=qx2 ¼ �b ¼ �0b expði!tÞ
½14�

(Granato and Lücke, 1956). In this equation, �, ml�
�b2, B, and� 1/q2u/qx2 are respectively the crystal
density, the effective mass per unit length of disloca-
tion, the drag coefficient, and the instantaneous
radius of curvature of the dislocation segment.

Neglecting high-frequency perturbations to the
shape of the oscillating line segment (treated by

Granato and Lücke (1956)), Nowick and Berry
(1972, pp. 413–417) derived the approximate solution

uðx; tÞ ¼ u0ðLx – x2Þexpði!tÞ ½15�

where

u0 ¼ ðb�0=2EdÞ=½1 – ð!=!0Þ2 þ i!� � ½16�

with

!0
2 ¼ 12Ed=m1L2 ½17�

and

� ¼ BL2=12Ed ½18�

For a population of Nv dislocation segments per unit
volume of common length L and thus a dislocation
density (length per unit volume)

� ¼ NvL ½19�

the instantaneous value of the anelastic strain, calcu-
lated from the area swept out by the population of
similarly favorably oriented bowing dislocations, is then

"aðtÞ ¼ ð�b=LÞ
Z L

0

uðx; tÞdx ¼ ð�L2=6Þbu0 expði!tÞ ½20�

and the resulting anelastic contribution toward the
dynamic compliance (eqn [5]) is

�J ð!Þ ¼ "aðtÞ=�ðtÞ
¼ ð�b2L2=12EdÞ=½1 – ð!=!0Þ2 þ i!� � ½21�

For frequencies well below the dislocation resonance
frequency !0 (estimated from eqn [17] as 20 MHz–2
GHz for L¼ 1–100 mm in olivine), the behavior is
approximately that of the standard anelastic solid
(eqns [7] without the ‘1/
!’ term). For � < < 1,
eqns [10] and [11] thus become

Q – 1ð!Þ ¼�!�=ð1 þ !2�2Þ
�G=G ¼�=ð1 þ !2�2Þ

½22�

with

� ¼ �Gb2L2=12Ed ¼ð1=6Þ�L2

� � ð1=6ÞBL2=Gb2 ½23�

2.17.2.2.2.(ii) The role of kinks in dislocation

mobility: migration of geometrical kinks However,
it is well known that the elastic strain energy of a
dislocation is not constant as assumed for the vibrat-
ing string model of dislocation motion, but instead
varies about the average value Ed with position u

within the crystal lattice. The periodic variation
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normal to the close-packed direction is known as the
Peierls potential U(u) (Figure 4(b)). Especially if the
Peierls potential is large, as is typical of silicate
minerals, it will be energetically favorable for a sta-
tionary or moving dislocation line to lie mainly
within a series of low-energy Peierls valleys – the
individual straight segments being offset a distance a

by kinks (Figure 4(b)). The kink picture of disloca-
tion mobility dates from the mid-1950s (Seeger, 1956;
Brailsford, 1961; Seeger and Wüthrich, 1976) and has
been comprehensively reviewed by Seeger (1981).

We first consider abrupt kinks (of zero width), for
which the position u(x) of a dislocation segment of
length L is given by

uðxÞ ¼
Z L

0

ð�k
– – �k

þ Þdx ½24�

where �k
� and �k

þ are the numbers of kinks of oppo-
site sign per unit length of dislocation line. Brailsford
(1961) expressed the kink densities as functions of x

and t that satisfy continuity equations allowing for the
thermal generation and recombination of kinks and for
their stress-induced migration and diffusion (with
mobility and diffusivity �k and Dk, respectively). In
this way, he derived a differential equation for the
motion of the dislocation segment analogous to eqn
[14] with the inertial term neglected

qu=qt – Dkq
2u=qx2 ¼ �ba2�kð�k

– þ �k
þ Þ ½25�

A series solution, valid to first order in stress �0

exp(i!t), was obtained by fixing �k0
� and �k0

þ at
their zero-stress levels, �k0

�, and �k0
þ respectively.

The dominant leading term is of the form

uðx; tÞ – u0 ¼ ul sinð�x=LÞ expði!tÞ=ð1 þ i!�LÞ ½26�

Substitution into eqn [25] and integration with
respect to x allows evaluation of the anelastic relaxa-
tion time and relaxation strength associated with the
motion of pre-existing (geometrical) kinks as

� ¼ðL=�Þ2=Dk � ðL=�adÞ2

� ½vk0 expðSm=kÞ� – 1expðHm=kTÞ ½27�

and

� ¼ð8=�4Þ�L2ðab2G=kTÞ
� að�k0

– þ �k0
þ Þ � ð4=5�4Þ�L2ðab2G=kTÞ ½28�

(Brailsford, 1961; see also Seeger and Wüthrich (1976),
Seeger (1981), and Fantozzi et al. (1982)). The kink
diffusivity Dk in eqn [27] is given approximately by

Dk ¼ ad
2 vk0 expð–Gm=kTÞ ½29�

where Gm¼Hm�TSm is the free energy of kink
migration, vk0 is the attempt frequency of dislocation
vibration, and ad� b is the period of the kink poten-
tial. Equation [28] gives the relaxation strength for a
population of dislocations with dislocation density �
and uniform segment lengths L with an average value
of a(�k0

�þ �k0
þ)� tan� of 1/10 (� is the inclination

of the dislocation line from the Peierls valley;
Brailsford, 1961).

Importantly, this analysis of dislocation relaxation
based on migration of geometrical kinks yields the
same key scalings, whereby � _ �L2 and � _ L2, as
the vibrating string model (Fantozzi et al., 1982; eqns
[23]). The mild temperature dependence of � arises
from the ratio of kink mobility to diffusivity.

From Figure 4(c), it is clear that the maximum
area swept out by migration of geometrical kinks on a
dislocation segment of length L is given by
L2 sin� cos�/2. The maximum anelastic strain
resulting from the migration of geometrical kinks

"m ¼ b� L sin� cos�=2 ½30�

(e.g., Karato, 1998) will be compared with the strains
of laboratory experiments and seismic wave propaga-
tion in a later section.

2.17.2.2.2.(iii) The role of kinks in dislocation

mobility: formation and migration of kink

pairs The more elaborate analysis of Seeger
(1981) includes a quantitative description of the finite
width of kinks and the formation and migration of
new kink pairs in the stressed crystal. The starting
point is the time-independent force balance per unit
length of dislocation (c.f. eqn [14]) with the additional
restoring force tending to constrain dislocation
segments to lie in the Peierls valleys

Edd2u=dx2 – dU=du þ �b ¼ 0 ½31�

Under a static stress �, a straight dislocation in equi-
librium will thus occupy a position u0 such that

ðdU=duÞju¼u0
¼ b� ½32�

and the maximum value of jdU/duj is thus associated
with the Peierls stress �P (Figure 4(b)).

A more general solution involving kinks is sought
by rewriting d2u/dx2 in eqn [31] as� (1/f 3)df/du,
where f¼ dx/du. Integration then yields

1=f 2 ¼ ð2=EdÞ
Z um

u0

½dU=du – �b�du

¼ ð2=EdÞ½UðumÞ – Uðu0Þ – �bðum – u0Þ� ½33�
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The requirement that 1/f (um)¼ 0 means that um

must satisfy

UðumÞ – Uðu0Þ – �bðum – u0Þ ¼ 0 ½34�

with the understanding that for �¼ 0, u0¼ 0, and
um¼ a.

The shape of either a positive or negative geome-
trical kink (�¼ 0) or a kink pair (� 6¼ 0) is then

obtained by further integration as

x – x0 ¼
Z um

u0

f ðuÞdu ¼ 	ð2=EdÞ – 1=2

Z um

u0

½UðuÞ – Uðu0Þ – �bðu – u0Þ� – 1=2du

½35�

This powerful general result (Seeger, 1981, eqn [5])
provides the basis for a detailed description of the role
of kinks in anelastic relaxation. Both pre-existing (geo-
metrical) kinks and newly formed kink pairs may
contribute. The following is a brief outline of the way
in which estimates of relaxation strength � and relaxa-
tion time � have been derived through considerations
based on eqn [35]. In order to illustrate key aspects of
the theory, some results are evaluated for a specific
(sinusoidal) functional form for the Peierls potential

UðuÞ ¼ Uð0Þ þ ða=2�Þb�P½1 – cosð2�u=aÞ� ½36�

along with the approximations a� b and
Ed� (1/2)Gb2.

The energy of formation Hk and width wk of a
single geometrical kink are

Hk ¼
Z 1
–1

Ed½ds=dx – 1� þ ½UðuÞ – Uð0Þ�f gdx

¼ ð2EdÞ1=2

Z u

0

½UðuÞ – Uð0Þ�1=2du ½37�

with ds¼ (dx2þ du2)1/2 and

wk ¼ ajdx=duju ¼ a=2 ¼ 2a2Ed=�Hk ½38�

For the sinusoidal Peierls potential (eqn [36]),
these expressions can be evaluated as

Hk ¼ ð2a=�Þð2ab�PEd=�Þ1=2

� ð2=�3=2ÞGb3ð�P=GÞ1=2 ½39�

and

wk ¼ ð�1=2=2Þbð�P=GÞ – 1=2 ½40�

The functional forms of eqns [39] and [40] illustrate
the close relationship between the Peierls stress and
the geometry and energetics of kink formation. The
higher the Peierls stress, the narrower are the kinks
and the greater is their formation energy.

Allowance for the work done against the external
stress in forming a kink pair yields

Hkp ¼ 2ð2EdÞ1=2

Z um

u0

½UðuÞ – Uðu0Þ

– �bðu – u0Þ�1=2du < 2Hk ½41�

An estimate of the kink-pair formation energy
that is more accurate for low stress conditions
(�/�P << 1) corresponds to the unstable equilibrium
spacing x1 of kinks of opposite sign at which their
interaction energy Hint is maximized:

Hkp ¼ 2Hk – Hintðx1Þ ½42�

Under these conditions, there is a balance between
the forces associated with the applied stress and with
the long-range elastic interaction seeking respec-
tively to increase and decrease the kink separation
(Figure 4(b)).

Analysis of the statistical mechanics of the dislocated
crystal (with and without kinks) leads to estimates of the
entropy of kink formation, the kink-pair formation rate,
and hence the equilibrium density of kinks of given sign
per unit length of dislocation line, given by

�k
eq ¼ ð1=wkÞð2�Hk=kT Þ1=2expð–Hk=kT Þ ½43�

(for the sinusoidal potential). The velocity of a
dislocation moving perpendicular to its Peierls valley
by the formation and separation of kink pairs is then
calculated. Finally, expressions are obtained for the
relaxation strength

� ¼ �L2b2Gu=12Ed � ð1=6Þ�L2 ½44�

and the relaxation time

� ¼ ½kT=ð�k
eq Þ2Dk� ðL=2a2EdÞ ð1 þ �k

eq LÞ ½45�

(eqns [45] and [50] of Seeger (1981)). The latter
applies to conditions of stress sufficiently low for
the temperature-dependent equilibrium kink density
to be maintained and for all but very low tempera-
tures (<10 K). It follows from eqns [29], [43], and [45]
that different effective activation energies of approxi-
mately 2HkþHm and HkþHm, respectively, are
expected for the low- and high-temperature regimes
defined by �k

eqL << 1 and �k
eqL >> 1, respectively.

The lower activation energy HkþHm for the high-
temperature regime reflects the greater probability of
kink annihilation at high kink densities.

The relaxation strength (eqn [44]) is identical to
that for the vibrating string model (eqn [23]) as
expected from geometrical considerations. At the
high kink densities of the high-temperature regime
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(�k
eqL >> 1), the relaxation time given by eqn [45] is

equivalent to eqn [23] for the vibrating string model
with the drag coefficient B¼ 6kT/�k

eqDka2, reason-
ably, inversely proportional to the product of the
kink density and kink mobility (Dk/kT).

2.17.2.2.2.(iv) Relaxation strength for dislocation

damping The foregoing analysis (eqns [23] and
[44]) yields a substantial relaxation strength
�� 0.1–1 for the stress-induced migration of favour-
ably oriented intragranular dislocation segments with
the dislocation density �� L�2 of a three-dimen-
sional (3-D) (Frank) network. A relaxation strength
of order unity for olivine at upper-mantle tempera-
tures is similarly expected from eqn [28] for
relaxation due to the motion of geometrical kinks if
the dislocation density approaches that of the Frank
network. Somewhat lower values of �� 0.01� 0.1
are inferred once allowance is made for more typical
geometries. However, for dislocations closely spaced
(separation h) in the walls of subgrains of dimension
L, the predicted relaxation strength is enhanced rela-
tive to that for a Frank network by the factor L/h

which can be substantially greater than 10 (Friedel
et al., 1955; Nowick and Berry, 1972).

2.17.2.2.2.(v) Absorption band behavior:

distribution of relaxation times The foregoing
theory is readily generalized to accommodate a wide
distribution of dislocation segment lengths (e.g.,
Schoeck, 1963). If pL(L)dL is the number of disloca-
tion segments per unit volume of length between L

and Lþ dL, then the total dislocation length per unit
volume is

� ¼
Z 1

0

pLðLÞL dL ½46�

The internal friction and frequency-dependent mod-
ulus are, respectively,

Q – 1ð!Þ ¼ �

Z 1
0

pLðLÞL3!�ðLÞdL=½1þ !2�2ðLÞ� ½47�

and

Gð!Þ=Gu ¼ 1 – �

Z 1
0

pLðLÞL3dL=½1 þ !2�2ðLÞ� ½48�

where � is now the anelastic relaxation strength for
the entire distribution of dislocation segment lengths.

For geological materials tested in the laboratory,
the dissipation commonly displays a monotonic var-
iation of Q�1 with frequency and temperature
represented by

Q – 1 � ½! expðE=RTÞ� –� ½49�

with �� 0.3	 0.1 (Berckhemer et al., 1982; Jackson
et al., 2002). Geophysical observations of the attenua-
tion of seismic body and surface waves and free
oscillations, and of strain–energy dissipation at the
longer periods of earth tides and the Chandler wob-
ble, are broadly consistent with this view of the
frequency dependence of Q�1 (e.g., Minster and
Anderson, 1981; Shito et al., 2004). If eqn [47] with
�(L)� L2 (e.g., eqns [23], [27], and [45]) is to yield
Q�1�!��, it is required that the distribution of
dislocation segment lengths adopt the form

pLðLÞ � L2� – 4 ½50�

strongly skewed toward short dislocation lengths
(Minster and Anderson, 1981; Karato, 1998).
Alternatively, or additionally, a distribution of acti-
vation energies for dislocation migration might
contribute to the breadth of an anelastic absorption
band (Minster and Anderson, 1981).

2.17.2.2.2.(vi) Dislocation relaxation: transition

from anelastic to viscous behavior The foregoing
analysis is based on the assumption that dislocation
segments are firmly pinned by bound impurities and/
or interactions with other dislocations. Under these
circumstances, the restoring force provided by line
tension or recovery of kink-pair formation energy
ensures that the nonelastic strain is recoverable
upon removal of the applied stress, meaning that
the behavior is anelastic. However, at sufficiently
high temperatures and/or stress amplitudes, disloca-
tion segments may break free from their pinning
points, thereby allowing larger, irrecoverable (vis-
cous) strains. By balancing the work done in moving
the dislocation away from the pinning point with the
binding energy Eup of the dislocation to the pinning
point, the critical stress �up for unpinning (at 0 K) can
be estimated as

�up ¼ Eup=abL ½51�

For finite temperature T, thermal activation will
allow unpinning at somewhat lower stresses with a
probability proportional to exp[�(Eup� �abL)/kT]
(Nowick and Berry, 1972, pp. 364–365).

2.17.2.2.2.(vii) Role of water in nominally

anhydrous minerals The presence of intragranu-
lar water (or more accurately hydrogen-related
defects) is known to affect both large-strain rheology

504 Physical Origins of Anelasticity and Attenuation in Rock



and electrical conductivity of nominally anhydrous
silicate minerals like olivine and wadsleyite. Arguing
mainly by analogy with such observations, Karato
and Jung (1998) suggested that the concentration
COH of hydroxyl within mineral grains and/or grain
boundaries might similarly enhance seismic wave
attenuation and dispersion through its influence on
the concentrations and mobilities of key defects. For
parametrization they suggested a variant of eqn [49]:

Q – 1 � ½ðA þ BCOHÞ=! expðgTm=T Þ�� ½52�

in which Tm is the relevant melting temperature and
g is a dimensionless constant.

2.17.2.3 Intergranular Relaxation
Processes

2.17.2.3.1 Effects of elastic and
thermoelastic heterogeneity in

polycrystals and composites

The role of the heterogeneous microscopic stress field
that arises in stressed polycrystals as the inevitable
consequence of the elastic anisotropy of the component
crystallites has been somewhat neglected in discussions
of the nature of the high-temperature internal friction
background. During testing under conditions of high
temperature and low frequency, these intergranular
fluctuations in stress may be subject to relaxation by
the reversible migration of grain boundaries (Leak,
1961). Such grain-boundary migration is driven by
the minimization of the elastic strain energy of the
stressed polycrystal (Kamb, 1959). The anelastic
relaxation involves enlargement of those grains
oriented for high compliance under the prevailing
stress relative to neighboring grains oriented for lower
compliance (Nowick and Berry, 1972, p. 453; Figure 5).

A useful indication of the magnitude of the mod-
ulus relaxation (Kumazawa, 1969) derives from
consideration of the physical basis for the Voigt and
Reuss bounds on the effective elastic moduli of a

polycrystal. In such discussions, the Reuss (lower)

bound on the effective moduli assumes special sig-

nificance because it corresponds to a state of uniform

stress throughout the polycrystal. It is just this con-

dition that is approached through relaxation of the

initially inhomogeneous internal stress field.

Kumazawa therefore concluded that the difference

between the Voigt–Reuss–Hill (or the average GHS of

the more closely spaced Hashin–Shtrikman bounds)

and Reuss averages (GRS) of the single-crystal elastic

constants is a measure of the inherent nonelastic

behavior of the polycrystal. Thus, the fractional

relaxation of the shear modulus is given by

�G=G ¼ ðGHS –GRSÞ=GHS ½53�

Shear moduli intermediate between GHS and GRS can
accordingly be achieved through the relaxation
toward uniformity of the inhomogeneous internal
stress field arising from the elastic anisotropy of the
individual crystallites.

Elastic heterogeneity in polycrystals and multiphase
composites leads also to bulk dissipation QK

�1 arising

from the coupling between macroscopic volumetric

strain and internal shear strains (Budiansky and

O’Connell, 1980). Their estimates of QK
�1/QG

�1 for

representative upper-mantle materials will be consid-

ered in Section 2.17.4. The magnitude of QK
�1 and the

extent of the associated relaxation of the bulk modulus

depend on the spacing between the HS-average and

Reuss bounds on the effective bulk modulus (c.f. eqn

[53]). These are typically much more closely spaced

than for the shear modulus resulting in more modest

anelastic relaxation of the bulk modulus (Section 2.17.4).
Anisotropy and inter-phase variability (collec-

tively, heterogeneity) of elastic constants and thermal

expansivity within polycrystals and composite materi-

als result in spatial heterogeneity of the temperature

changes caused by adiabatic compression, that may be

relaxed toward isothermal conditions by intergranular

or inter-phase heat flow (Zener, 1952; Budiansky et al.,

1983). A formal phenomenological theory (Zener,

1952, pp. 84–89) for such thermoelastic behavior,

valid at frequencies sufficiently high for the diffusion

of heat to be confined to the immediate neighborhood

of the grain or inter-phase boundaries, yields

Q – 1 � AðD=!Þ1=2=d ½54�

(cf. eqn [49]), where D is the thermal diffusivity and d

is the grain size. The dissipation scales with the
measure A of the heterogeneity of the relevant phy-
sical property. The relevance of thermoelastic

Grain boundary migration
into more highly
stressed grain

c

c

b

b

a

a

G1

G2 < G1

Figure 5 Reversible stress-induced grain-boundary
migration as an anelastic relaxation mechanism. The driving

force for the (normal) migration of the boundary is the reduction

of elastic strain energy. Redrawn after Jackson et al. (2000).
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damping to bulk dissipation QK
�1 in the Earth’s mantle

will be considered briefly in Section 2.17.4.

2.17.2.3.2 Grain-boundary sliding

2.17.2.3.2.(i) Overview Grain-boundary sliding
has been widely invoked as a plausible mechanism for
the ubiquitous transition from elastic through anelastic
to viscous behavior in fine-grained polycrystalline
materials. Central to the theory of grain-boundary slid-
ing is the notion of a grain boundary region, of finite
width �, distinguished from the crystalline lattices of
the neighboring grains by a higher degree of positional
disorder, and consequently, higher diffusivities Db for
the various atomic and molecular species and lower
viscosity 
b. At sufficiently low-temperature and/or
high-frequency, grain-boundary sliding will be inhib-
ited, and an unrelaxed shear modulus GU

representative of the strictly elastic behavior of the
polycrystal is expected (Figure 6, uppermost panel).
With increase of temperature and/or timescale of the
mechanical test beyond an appropriate threshold, it is
envisaged that relaxation (to zero) of the distribution of
grain-boundary shear stress allows a finite amount of
sliding along suitably oriented boundaries accommo-
dated by elastic distortion of the neighboring grains
(Ashby, 1972). The modified distribution of normal
stress associated with the accommodating elastic dis-
tortion provides the restoring force required for
macroscopically anelastic (i.e., recoverable) behavior
(Figure 6, middle panel). At still longer timescales
and higher temperatures, it is envisaged that viscous

deformation occurs with grain-boundary sliding
accommodated by diffusional transport of matter
away from boundary regions of high chemical potential
(normal stress) to other parts of the grain boundary at
lower chemical potential (Raj and Ashby, 1971). The
transition from the anelastic behavior associated with
elastically accommodated grain-boundary sliding to
steady-state viscous behavior requires an adjustment
of the distribution of normal stress that is facilitated by
grain-boundary diffusion (Figure 6, lowermost panel).

2.17.2.3.2.(ii) Elastically accommodated grain-

boundary sliding The elastic regime prevailing fol-
lowing completion of elastically accommodated sliding
was analyzed in the classic work of Raj and Ashby
(1971). The component of the normal stress parallel to
the mean direction x of the grain boundary and inte-
grated over the wavelength � of the periodic boundary
balances the externally applied shear stress �. The
elastic strains caused by the newly created distribution
of normal stress are those required to restore grain
shape compatibility across the slipped boundary. With
the boundary topography u(x) for a 2-D array of hex-
agonal grains (of unrelaxed shear modulus GU and
Poisson’s ratio ) represented by a Fourier series

uðxÞ ¼
X1
j¼1

hj cosð2�jx=�Þ ½55�

the following expressions were obtained for the nor-
mal stress �n and the equilibrium distance U of
reversible sliding:

�nðxÞ ¼ – ��
X1
j¼1

j 2hj sinð2�jx=�Þ= �
X1
j¼1

j 3h2
j

" #
½56�

U ¼ ð1 – vÞ�3�= 2�3GU

X1
j¼1

j 3h2
j

" #
½57�

Numerical results, apparently based on truncation of
the infinite series after N¼ 100 terms, yielded a finite
sliding distance and a corresponding large anelastic
relaxation strength

� ¼ 0:57ð1 – vÞ ½58�

independent of grain size. For example, for v¼ 0.26,
appropriate for olivine at 1000–1300�C (Anderson
and Isaak, 1995), �� 0.42. The relaxed shear mod-
ulus GR and the height Q�1

D of the Debye dissipation
peak (as appropriate for the standard anelastic solid)
are given by the following expressions:

GR=GU ¼ 1=ð1þ�Þ; Q –1
D ¼ ð�=2Þ=ð1þ�Þ1=2 ½59�

No
grain-boundary

(gb) sliding

Elastic
(recoverable

instantaneous
strain)

Increasing tem
perature and/or tim

escale

Anelastic
(recoverable

time-dependent
strain)

Viscous
(irrecoverable

time-dependent
strain)

Elastically
accommodated

gb sliding

Diffusionally
accommodated

gb sliding

τe

τd

Local diffusive flux

Normal

Elastic

Crystal  2

Crystal  1

stresses

displacements

Figure 6 Grain-boundary sliding as a viscoelastic

relaxation mechanism. The low effective viscosity of

the grain-boundary region facilitates local shear stress

relaxation and sliding providing for a seamless transition
with increasing temperature and/or timescale from elastic

through anelastic to viscous behavior as described in the

text. Adapted from Ashby MF (1972) Boundary defects and
atomistic aspects of boundary sliding and diffusional creep.

Surface Science 31: 498–542.
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However, because hj� j�2 (Raj, 1975), the infinite
sum � j3hj

2 in the denominators of eqns [56] and
[57] fails to converge – suggesting that sufficiently
sharp grain-edge intersections might inhibit elasti-
cally accommodated sliding (Faul et al., 2004;
Jackson et al., 2006). The higher values of �� 0.8
obtained in the modeling of sliding between spherical
grains (Zener, 1941; Kê, 1947) and the lower values
(0.23 for v¼ 0.26) reported from a finite-element
study with a fine mesh (Ghahremani, 1980) are
consistent with this suggestion.

The relaxation time for elastically accommodated
grain-boundary sliding is given by

�e ¼ 	
bd=GU� ½60�

where 	, of order 1, is either a constant or a function
of Poisson’s ratio v for the unrelaxed material (Kê,
1947; Nowick and Berry, 1972; Mosher and Raj, 1974;
O’Connell and Budiansky, 1977; Ghahremani, 1980).

2.17.2.3.2.(iii) Diffusionally accommodated

grain-boundary sliding The possibilities of elas-
tic and steady-state diffusional accommodation of
grain-boundary sliding were examined separately
by Raj and Ashby (1971). Grain-boundary sliding
with ‘sequential’ occurrence of elastic and diffusional
accommodation was explored by Raj (1975) in his
analysis of transient diffusional creep. The transient
required to adjust the normal stress distribution from
that prevailing on completion of elastically accom-
modated sliding (eqn [56]) to that required for
steady-state diffusional creep is of approximate
duration

�d ¼ ð1 – vÞkTd 3=½40�3GU�Db�� ½61�

� is the molecular volume of the diffusing species
and Db is the grain-boundary diffusivity. The transi-
ent creep rate calculated by Raj is enhanced relative
to the corresponding steady-state diffusional creep
rate by a numerical factor that varies approximately
as (t/�d)�1/2, which integrates to a creep function of
the Andrade form (eqn [3]) – as recognized and
emphasized by Gribb and Cooper (1998a; see also
Cooper (2003)). This creep function implicitly
involves a monotonic and infinitely wide distribution
of anelastic relaxation times (Jackson, 2000) and
therefore does not result in a dissipation peak. The
diffusional creep transient should instead be respon-
sible for a wide absorption band, within which

Q – 1 � To
1=2 d – s ½62�

with period To¼ 2�/! and 1 < s < 3/2 (Gribb and
Cooper, 1998a; Faul et al., 2004).

Through use of the well-known connection
between grain-boundary diffusivity and viscosity, it
can be shown that �e/�d << 1. Thus, it is predicted
that the dissipation peak associated with the transition

between elastic and anelastic behavior and the onset of
appreciable distributed dissipation associated with the
progressive transition between anelastic and viscous

behavior should be widely separated in oscillation
period – temperature space (Jackson et al., 2002).

However, a consistent pattern of high-tempera-
ture viscoelastic behavior at variance with the classic
Raj–Ashby theory is emerging from intensive labora-

tory studies on fine-grained geological and ceramic
materials (Section 2.17.3). These observations have
provided the motivation for a new approach to the

micromechanical modeling of grain-boundary sliding
free from the principal limitations of Raj–Ashby
theory, namely that elastic and diffusional accommo-

dation occur separately and sequentially, and that
grain edges are only moderately sharp (Jackson
et al., 2006). The boundary-value problem incorpor-

ating both sliding and diffusion has been solved with
a perturbation approach, valid only for a gently

sloping periodic boundary, providing for the first
time, the complete relaxation spectrum (Morris and
Jackson, 2006). As expected, the boundary viscosity

determines the behavior at short periods To – with
Q�1 increasing with increasing To toward the
elastically accommodated sliding peak of classical

theory (Raj and Ashby, 1971). Further increase of
To leads to a regime beyond the peak where grain-
boundary diffusion dominates – its influence extend-

ing progressively with increasing period from
relaxation of stress concentrations at grain corners,

where Q�1 varies only mildly with period, ultimately
to grain-scale diffusion associated with steady-state
creep (Q�1�To). Significantly, the peak height

varies inversely with the boundary slope, but a final
answer for finite boundary slope with arbitrarily
sharp grain-edge intersections awaits the results of

numerical analysis in progress.
Finally, in the context of diffusional creep it should

be stressed that free surfaces, grain boundaries, poly-
gonized (subgrain) boundaries, and even individual
dislocations act as easy sources and sinks of vacancies.

Stress-induced migration of vacancies results in diffu-
sional creep with a strain rate

d"=dt ¼ 	D �b3=d 2kT ½63�
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where d is the characteristic separation of vacancy
sources and sinks which can be substantially smaller
than the grain size and the dimensionless constant 	
is of order unity (Friedel, 1964, pp. 311–314). It was
suggested by Friedel that such diffusional creep
might be an important contributor to the high-
temperature internal friction background. However,
as a viscous process it would result in a stronger
frequency dependence Q�1�!�1 than is observed
experimentally (see below).

2.17.2.4 Relaxation Mechanisms
Associated with Phase Transformations

2.17.2.4.1 Stress-induced variation of

the proportions of coexisting phases

Relaxation associated with stress-induced change of
the proportions of coexisting crystalline or solid and
liquid phases has been analyzed in detail by
Darinskiy and Levin (1968) and Vaišnys (1968; see
also Jackson and Anderson (1970)). The following
simplified treatment is intended to explain the nature

of such relaxation. Consider a region of pressure
(P)–temperature (T)–bulk composition (X) space
within which two phases such as a pair of low- and
high-pressure polymorphs with density contrast
(��/�)0 coexist in thermodynamic equilibrium. A
superimposed small fluctuation ps in pressure
(under isothermal conditions), arising for example,
from a seismic compressional wave will induce
changes in the equilibrium proportions and composi-
tions of the coexisting phases. If the width of the two-
phase region is �P (for given T and X), the magnitude

of the implied fractional density perturbation is
approximately

"a ¼ ð��=�Þa ¼ ð ps=�PÞð��=�Þ0 ½64�

The volumetric strain specified by eqn [64] is pro-
portional to the pressure perturbation and the
attainment of the perturbed equilibrium will require
finite time for diffusional rearrangement of the var-
ious chemical species. Moreover, the process is
reversible on removal of the pressure perturbation.
The conditions for anelastic behavior (identified
above) are thus clearly satisfied. The corresponding
elastic strain is given by

"e ¼ ð��=�Þe ¼ ps=K ½65�

where K ðX ; T Þ is the appropriate average of the
unrelaxed bulk moduli for the coexisting phases.

The relaxation strength, given by the ratio "a/"e of
the anelastic and elastic strains as in eqn [4], is thus

�v ¼ ðK=�PÞð��=�Þ0 ½66�

Because K=�P can be very large, �v can be sub-
stantial (>1) even for a modest density contrast of
order 0.01 (Vaišnys, 1968). The thermodynamic
coexistence of the two phases, especially in subequal
proportions near the middle of the two-phase
loop, presumably means that nucleation is no barrier
to further incremental transformation in either
direction. An increase in the volume fraction of
whichever phase is favored by the instantaneous
value of the fluctuating hydrostatic pressure at
the expense of the other phase would presumably
be accomplished most readily by the migration
normal to itself of the phase boundary across
which grains of the two phases are in contact. The
adjustment �ps/�P to the proportions of the coex-
isting phases could then be accomplished by
multicomponent diffusion with a diffusivity D

given approximately by that of the most slowly
diffusing major-element species (usually Si in sili-
cate minerals). For equal proportions of the two
phases, the necessary change in volume requires
the formation of an outer rind of thickness

� � ðd=3Þðps=�PÞ ½67�

on an approximately spherical grain of diameter d. If
diffusion were the rate-controlling step, the relaxa-
tion time would thus be of order

� � �2=DðTÞ ¼ ðd 2=9D0Þðps=�PÞ2 expðH=RT Þ ½68�

In this simple analysis several major sources of com-
plication have been ignored, particularly in
estimation of the relaxation time. No attempt has
been made to model the time-dependent stress at
the phase boundary or the transformation kinetics,
potentially strongly influenced by the rheology of the
surrounding medium (Darinskiy and Levin, 1968;
Morris, 2002). Nevertheless, the broad feasibility of
such relaxation of the bulk modulus for seismic wave
propagation in the transition zone will be explored
below.

These ideas are also readily applied to stress-
induced variations in the proportion of melt in par-

tially molten material. In this case the pressure
perturbation ps slightly modifies the solidus and

liquidus temperatures by an amount

�Ts � ðdTm=dPÞps ½69�
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If �T0 is the width of the melting interval, then the
change to the melt fraction caused by the pressure
fluctuation ps is

�� � �Ts=�T0 ½70�

which plays an analogous role to ps/�P in the fore-
going analysis (Vaišnys, 1968; Jackson and Anderson,
1970; Mavko, 1980).

2.17.2.4.2 Stress-induced migration
of transformational twin boundaries

Another possible mechanism of seismic wave
attenuation and dispersion, with particular potential
application to the Earth’s silicate perovskite-domi-
nated lower mantle (and perhaps parts of the
lithosphere), involves the stress-induced migration
of boundaries between ferroelastic twins. The ABO3

perovskite structure relevant to the lower mantle,
comprising a 3-D corner-connected framework of
cation-centered BO6 octahedra with larger A cations
occupying the cage sites, displays an extraordinary
versatility based on the systematic tilting and/or
rotation of adjacent octahedra. In this way the struc-
ture is not only able to accommodate cations that
vary widely in size and charge, but also able to
respond flexibly to changing conditions of pressure
and temperature. Thus, many perovskites cooled
from high temperature undergo a series of displacive
phase transformations to structures of progressively
lower symmetry, each transition accompanied by the
appearance of a spontaneous shear strain. The reduc-
tion of symmetry typically results in the formation of
a microstructure comprised of transformational twins
with different orientations (relative to the lattice of
the parent crystal) meeting in domain walls.

The nature of anelastic relaxation associated with
the stress-induced motion of such domain walls has
been explained by Harrison and Redfern (2002; see
also Schaller et al., 2001) as follows. Under an applied
stress, the free energy degeneracy between adjacent
twin domains is removed resulting in a force acting
on the domain wall. Thus, domain walls will tend to
migrate so as to enlarge the domains of relatively low
free energy at the expense of those of higher energy.
The result is an additional nonelastic contribution to
the macroscopic strain that is proportional to the
product of the spontaneous strain, the density of
domain walls, and the distance through which they
move. Interactions between domain walls, between
domain walls and associated defects, and between
domain walls and the surface of a laboratory

specimen result in a finite mobility or equivalently
a characteristic timescale for their motion that is
thermally activated. Moreover, the process of domain
wall migration is reversible on removal of the applied
stress – meeting the final criterion for anelastic beha-
vior discussed in Section 2.17.2.1.

2.17.2.5 Anelastic Relaxation Associated
with Stress-Induced Fluid Flow

The presence within a rock of an intergranular fluid
phase creates additional opportunities for anelastic
relaxation. Well-developed theoretical models pre-
dict the dependence of elastic bulk and shear moduli
and attenuation upon the volume fraction and
viscosity 
f of the fluid, and upon the nature of the
grain-scale fluid distribution and the angular fre-
quency ! of the applied stress field (Walsh, 1968,
1969; O’Connell and Budiansky, 1977; Mavko, 1980;
Schmeling, 1985; Hammond and Humphreys 2000a,
2000b; see review by Jackson (1991)).

The model microstructure typically comprises a
population of fluid-filled inclusions of specified
shape (e.g., ellipsoids, grain-boundary films, or
grain-edge tubes) and connectivity embedded within
a crystalline matrix, subject to an externally imposed
stress field. As a consequence of the distortion of the
matrix, each fluid inclusion is exposed to a particular
state of stress. Depending upon the frequency of the
applied stress, any one of four distinct fluid stress
regimes may be encountered: glued, saturated-iso-
lated, saturated-isobaric, and drained, listed here in
order of decreasing frequency (O’Connell and
Budiansky, 1977; Figure 7). The response to an
externally imposed shear stress will be considered
first. At sufficiently high frequencies, within the
glued regime, the fluid is able to support a nonhy-
drostatic stress with an effective shear modulus
jGj ¼!
f not substantially less than the matrix rigid-
ity so that relative tangential displacement of
neighboring grains is inhibited and the influence of
the fluid is minimal. The saturated–isolated regime,
where the fluid no longer supports shear stress but
fluid pressure varies between (even adjacent) inclu-
sions of different orientation, is encountered at
somewhat lower frequencies. For still lower frequen-
cies, fluid pressures are equilibrated by fluid flow
between adjacent inclusions (‘melt squirt’, Mavko
and Nur, 1975) in the saturated–isobaric regime.
Finally, at very low frequencies, drained conditions
will apply for which no stress-induced perturbation
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of pore fluid pressure (relative to that in an external
reservoir) can be sustained.

The transition between the glued, saturated–iso-
lated, and saturated–isobaric regimes are possible
causes of dispersion and attenuation under the condi-
tions of laboratory petrophysical experimentation and
for seismic waves within the Earth’s crust and its deeper
interior. The transition from the glued regime to the
saturated–isolated regime, in which the fluid no longer
supports shear stress but undergoes no grain-scale flow,
is formally identical to the process of elastically accom-
modated grain-boundary sliding reviewed above. The
grain-boundary fluid inclusion is simply identified with
the boundary region of aspect ratio �b¼ �/d and low
viscosity 
b, and the relaxation time is given by eqn
[59] rewritten in terms of �b as

�e ¼ 	
b=Gu�b ½71�

The relaxation time for fluid squirt between the
triple-junction tubules characteristic of a nonwetting
melt was estimated by Mavko (1980) as

�s;t ¼ 160 
m=Km�
2
t ½72�

where �t¼ 2R/d is the aspect ratio of the tubules
(diameter/length), Km is the bulk modulus of the
melt, and 
m the viscosity of the melt. The relaxation
time for melt squirt between ellipsoidal inclusions
was given by O’Connell and Budiansky (1977) as

�s;e ¼ 2�
m=Ks�e
3 ½73�

where Ks is the bulk modulus of the solid and �e the
aspect ratio (width/length) of the ellipsoidal melt
inclusions.

The characteristic timescale for each of these
three processes of anelastic relaxation thus depends
on the viscosity of the fluid phase (or grain-boundary
material) as well as the aspect ratio of the fluid
inclusion or grain-boundary region of relatively low
viscosity. The variations of relaxation time for repre-
sentative ranges of aspect ratio and viscosity for each
of the three processes are contoured in Figure 8.
Each line is the locus of all combinations of aspect
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ratio and viscosity that yield a particular relaxation

time. All combinations (�, 
) that plot above (below)

a contour corresponding to a given relaxation time � ,

are associated with unrelaxed (relaxed) behavior for

oscillation period To¼ � . For a given mechanism to

produce a relaxation peak centered within the tele-

seismic band (1–1000 s), it is therefore required that

the relaxation time calculated as a function of aspect

ratio and viscosity fall between the 1 and 1000 s

contours indicated in Figure 8. An interpretation of

dissipation data from laboratory experiments on

melt-bearing fine-grained olivine polycrystals,

based on Figure 8, is presented in Section 2.17.3.3.
The effective elastic moduli, and hence relaxation

strengths associated with the transitions between these

fluid-flow regimes, depend upon both the volume

fraction �, and aspect ratio, � (minimum/maximum
dimension) of the fluid inclusions. However, for rela-
tively low fluid fractions and low aspect ratios (i.e.,
fluid-filled cracks rather than pores), the behavior is
controlled primarily by a single variable known as
crack density, " (O’Connell and Budiansky, 1974).
For a population of spheroidal inclusions of common
low aspect ratio, " is given by

" ¼ 3�=4�� ½74�

which definition can be generalized to accommodate
a distribution of crack aspect ratios.

For the transition between the glued and saturated
isolated regimes, the relaxation of the shear modulus
is given, for low crack density ", by

�G � 32ð1 – vÞG"=½15ð2 – vÞ� ¼ ð32=35ÞG"
ðfor v ¼ 1=4Þ ½75�

For the transition from the saturated isolated regime
to the saturated isobaric regime, the further relaxa-
tion of the shear modulus is

�G � 32ð1 – vÞG"=45 ¼ ð8=15ÞG" ðfor v ¼ 1=4Þ ½76�

meaning that fluid squirt is only about half as effec-
tive as elastically accommodated grain-boundary
sliding as a relaxation mechanism (O’Connell and
Budiansky, 1977). A nonwetting fluid, confined to
grain-edge tubules, is much less effective in reducing
the shear modulus in both saturated isolated and
saturated isobaric regimes (Mavko, 1980).

As regards the bulk modulus, the presence of fluid
inclusions with a bulk modulus Kf substantially lower
than that (Ks) of the crystalline matrix will result in a
modest reduction of the modulus for the drained
regime given by

K � Ks½1 – ðKs=Kf Þ�� ½77�

(O’Connell and Budiansky, 1974; Hudson, 1981). In
response to externally imposed changes in mean
stress (Figure 7), fluid inclusions of common aspect
ratio but different orientation experience the same
perturbation in pore pressure – meaning that there is
no distinction between the saturated isolated and
isobaric regimes. Given the existence of a distribu-
tion of fluid-inclusion aspect ratios p(�), however,
stress-induced fluid flow will occur, for example,
between cracks and pores, with associated partial
relaxation of the bulk modulus (Budiansky and
O’Connell, 1980; Figure 7). In a partially molten
medium, the maintenance of equilibrium proportions
of the coexisting crystalline and liquid phases results
in a lower effective compressibility for the fluid
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phase on sufficiently long timescales, and a large
anelastic reduction in the bulk modulus as discussed
in the previous section.

2.17.3 Insights from Laboratory
Studies of Geological Materials

2.17.3.1 Dislocation Relaxation

2.17.3.1.1 Linearity and recoverability

Linearity of dislocation-controlled mechanical beha-
vior requires that the dislocation density be
independent of the applied stress and therefore
that dislocation multiplication be avoided. For syn-
thetic polycrystals of representative grain size
(1–100)� 10�6 m and Burgers vector of 5� 10�10

m, the critical elastic strain amplitudes for the onset
of Frank–Read multiplication of the longest possible
dislocation segments (with L¼ d), calculated from
eqn [13], are 5� 10�4 to 5� 10�6, respectively.
These correspond (for G¼ 50 GPa) to stresses of
25–0.25 MPa, respectively. The linear regime is
thus experimentally accessible over a wider range
of stress and strain amplitudes in more fine-grained
polycrystals (e.g., Gribb and Cooper, 1998a). The
same argument applied to the larger grain sizes
(1–10 mm) of the Earth’s upper mantle yields critical
elastic strain amplitudes of 5� 10�7 to 5� 10�8 for
the onset of dislocation multiplication and hence
nonlinear behavior. Of course, the presence of impu-
rities and other dislocations means that dislocation
segments will generally be substantially smaller than
the grain size – expanding the field for linear beha-
viour to larger strains.

Recoverability of the nonelastic strains associated
with dislocation migration requires that dislocations
remain firmly pinned by impurities or interactions
with other dislocations. For a scenario
(Eup� 200–400 kJ mol�1, a� b� 5� 10�10 m and
L� (3–30)� 10�6 m) representative of silicate mate-
rials under laboratory or upper-mantle conditions,
the critical stress for unpinning �up is predicted
(eqn [51]) to be of order 0.1–1 MPa corresponding
to shear strain amplitudes of order 10�6–10�5. It
follows that thermally assisted unpinning is likely to
be encountered in laboratory internal friction experi-
ments typically performed at strain amplitudes of
10�6–10�4 (e.g., Nowick and Berry, 1972; Karato
and Spetzler, 1990). Under these circumstances, one
would expect more strongly frequency-dependent
attenuation (Q�1�!�1 in the viscous regime;
Figure 2) and possibly nonlinear behavior resulting

from dislocation multiplication in the longer disloca-
tion segments. Unpinning is less likely at the lower
stresses and strains of teleseismic wave propagation
(<10�6, e. g., Shearer, 1999, p.19).

2.17.3.1.2 Laboratory measurements on

single crystals and coarse-grained rocks

Notwithstanding the potential importance of disloca-
tion relaxation mechanisms in seismic wave
attenuation, relevant laboratory experiments on geo-
logical materials have been few and far between.
Gueguen et al. (1989) tested both untreated and pre-
deformed single crystals of forsterite in low-strain
(10�6–10�5) torsional forced oscillation at periods of
10�3.5–10 Hz and temperatures as high as 1400�C.
The prior deformation was a compressive test at
1600�C to 1% strain with the maximum principal
stress (20 MPa) oriented parallel to [111]c, which
direction later served also as the orientation of the
torsional axis. The effect of the prior deformation
was to substantially increase the average dislocation
density from �109 to �1011 m�2. For each specimen
the observed dissipation was dominated by an intense
and broad absorption band (eqn [49]) with an activa-
tion energy E¼ 440	 50 kJ mol�1 and exponent
�¼ 0.20	 0.03. A minor absorption peak superim-
posed upon the background was observed near
0.1 Hz. The dissipation increased markedly as the
result of prior deformation, about fourfold at 1400�

and 1000 s period. Gueguen et al. argued plausibly that
this observation, along with the similar activation
energy for high-temperature dislocation creep in the
same material, implicates relaxation associated with
the stress-induced migration of the dominant
b¼ [100] edge dislocations. The similarly high activa-
tion energies for dislocation damping and creep have
subsequently been interpreted by Karato (1998) to
suggest a common reliance on the nucleation and
migration of kink pairs (see below).

Torsional forced-oscillation measurements, per-
formed at low strain amplitudes (�10�6) and high
temperatures (to 1500 K) on single-crystal MgO with
an average dislocation density of about 5� 109 m�2,
are similarly well described by eqn [49] with
E¼ 230 kJ mol�1 and �¼ 0.30 (Getting et al., 1997).
The much lower activation energy for dislocation
damping than for dislocation creep (400 kJ mol�1;
Hensler and Cullen, 1968) led Karato (1998) to sug-
gest that geometrical kink migration might account for
the dislocation damping with nucleation and migra-
tion of kink pairs responsible for the dislocation creep.
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Absorption-band behavior probably attributable
at least in part to dislocation damping also dominates
the high-temperature internal friction measured on
relatively coarse-grained rocks (Berckhemer et al.,
1982; Kampfmann and Berckhemer, 1985; Jackson
et al., 1992). Activation energies for dissipation are
generally comparable to those for creep – consistent
with Karato’s interpretation of the Gueguen et al. data
for single-crystal forsterite. None of these studies
involved a systematic examination of dislocation
microstructure, and the shear moduli measured (at
ambient pressure) in Berckhemer’s laboratory were
significantly compromised by thermal microcracking.

2.17.3.2 Stress-Induced Migration of
Transformational Twin Boundaries in
Ferroelastic Perovskites

Harrison and his colleagues have reported the results
of a thorough study of the anelastic behavior asso-
ciated with the stress-induced motion of domain
walls in single crystals of the ferroelastic perovskite
LaAlO3 (Harrison and Redfern, 2002; Harrison et al.,
2004). They combined three-point bending experi-
ments performed under combined steady and
oscillating load with in situ optical observations of
the domain wall motions. Essentially elastic behavior
was observed for temperatures T >Tc within the
stability field of the high-symmetry phase (Tc is the
phase transformation temperature). Strongly anelas-
tic behavior, observed within the stability field of the
low-symmetry ferroelastic phase, is associated with
the thermally activated motion of the domain walls
separating transformational twins formed sponta-
neously on cooling below Tc. At sufficiently low
temperatures, domain-wall mobility is reduced to
such an extent that the domain microstructure is
frozen and elastic behavior with a high unrelaxed
modulus prevails. The transition between the frozen
and ferroelastic regimes is associated with pro-
nounced relaxation (�Y/Y� 0.9) of Young modulus
Y and an associated dissipation peak of amplitude
(tan �¼Q�1� 1). The dissipation peak is somewhat
broader than the Debye peak of the standard anelas-
tic solid and was modeled by Harrison and Redfern
(2002) with a Gaussian distribution of activation
energies suggestive of pinning of domain walls by
oxygen vacancies. Subsequent studies on a number
of additional ferroelastic perovskites have shown that
appreciable domain wall mobility and associated ane-
lastic relaxation may be restricted to phases with
positive volume strain relative to the cubic parent

and thick domain walls (Daraktchiev et al., 2006). A
broad dissipation peak newly recognized in pre-
viously published torsional forced-oscillation data
for polycrystalline CaTiO3 perovskite, is potentially
attributable to the motion of twin domain boundaries.
However, the CaTiO3 peak is more probably asso-
ciated with the rounding of grain edges at triple-
junction tubules containing silicate impurity as
argued in the following section.

2.17.3.3 Grain-Boundary Relaxation
Processes

2.17.3.3.1 Grain-boundary migration

in b.c.c. and f.c.c. Fe?

Like many other metals, the low-temperature body-
centered cubic (b.c.c.) polymorph of iron was studied
with resonant (pendulum) techniques in the early
days of internal friction studies. More recently,
Jackson et al. (2000) employed subresonant forced-
oscillation methods to probe the viscoelastic behavior
of mildly impure polycrystalline iron over an
extended temperature range reaching well into the
stability field of the high-temperature f.c.c. phase.

Markedly viscoelastic behavior, dominated by the
monotonically frequency and temperature-dependent
‘high-temperature background’, was observed within
each of the b.c.c. and f.c.c. stability fields for both mild
steel and soft iron compositions. The behavior of the
b.c.c. phase is adequately described by eqn [49] with an
activation energy of E¼ 280(30) kJ mol�1 not very dif-
ferent from that for lattice diffusion (239 kJ mol�1; Frost
and Ashby, 1982) and �¼ 0.20(2). For the f.c.c. phase, �
determined during staged cooling from 1300�C to
800�C typically assumes values of 0.2–0.3 at the highest
and lowest temperatures within this range but reaches
significantly lower values �0.1 at intermediate tem-
peratures. The result is a poorly defined Q�1 plateau
at short periods and 900–1100�C, suggestive of a broad
Q�1 peak superimposed upon the background (Jackson
et al., 2000, figure 8b).

Each of these phases displays unusually strong
elastic anisotropy at elevated temperatures and ambi-
ent pressure: GRS/GHS decreasing from 0.91 to 0.61
between 20�C and 900�C for b.c.c.-Fe (Dever, 1972),
whereas the only available single-crystal elasticity
data for f.c.c.-Fe yield GRS/GHS¼ 0.74(1) at 1155�C.
Relaxation of the initially inhomogeneous stress field
toward the Reuss state of uniform stress by grain-
boundary migration, first suggested by Leak (1961), is
accordingly a potentially important relaxation
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mechanism in polycrystalline iron prompting more
detailed investigation now in progress.

2.17.3.3.2 Grain-boundary sliding

The high-temperature behavior of fine-grained syn-
thetic rocks (and analogous ceramic materials) has
been the focus of a substantial body of recent work.
Fine-grained ultramafic materials with and without a
small melt fraction have been made by hot-isostatic
pressing of powders prepared by crushing natural
dunites or olivine crystal separates, or by a solution–
gelation procedure (Tan et al., 1997, 2001; Gribb and
Cooper, 1998a, 2000; Jackson et al., 2002, 2004; Xu et al.,
2004). These studies have consistently revealed broad
absorption-band behavior; superimposed dissipation
peaks were reported only in the studies of Jackson et al.

(2004) and Xu et al. (2004) of melt-bearing materials.
Of these materials, only the olivine polycrystals,

prepared from hand-picked natural olivine crystals or
sol–gel precursors, are pure enough to remain genu-
inely melt free during testing by high-temperature
mechanical spectroscopy (Jackson et al., 2002; see also
Jackson et al. (2004)). The reconstituted dunite tested by
Gribb and Cooper (1998a) is only nominally melt free –
the usual inventory of impurities being expected to
produce 0.1–1% melt at temperatures of 1200–
1300�C. Accordingly, it is the study by Jackson et al.

(2002, 2004) that defines the base-line behavior of gen-
uinely melt-free polycrystalline olivine. The results
depart markedly from the prescriptions of the widely
used Raj–Ashby model of elastically and diffusionally
accommodated grain-boundary sliding. First, despite
intensive sampling of the transition from elastic beha-
vior through essentially anelastic into substantially
viscous deformation, dissipation peaks attributable to
elastically accommodated grain-boundary sliding are
conspicuous by their absence. Instead, the dissipation
increases monotonically with increasing oscillation per-
iod and temperature (Figure 9(a)) in the manner of the
high-temperature background. Second, the variation
with oscillation period and grain size, given by
Q�1� (To/d)1/4, is much milder than predicted for the
diffusional creep transient (eqn [62]). For other ceramic
systems lacking a widely distributed grain-boundary
phase of low viscosity, ‘grain-boundary’ Q�1 peaks are
similarly absent or very broad and of subsidiary signifi-
cance relative to the background dissipation (Pezzotti
et al., 1998; Lakki et al., 1999; Webb et al., 1999). Third,
complementary microcreep tests on the same olivine
materials clearly demonstrate a continuous transition
from elastic through anelastic to viscous behavior,
implying that the timescales �e and �d given by eqns

[60] and [61] above are not as widely separated as
suggested by the Raj–Ashby theory (Jackson et al., 2002).

In the presence of small basaltic melt fractions
ranging from 10�4 to 4� 10�2, qualitatively different
behavior has been observed in the form of a broad
dissipation peak superimposed upon a dissipation
background enhanced relative to that for melt-free
material of the same grain size (Jackson et al., 2004;
Figure 9(b)). The peak width exceeds that of the
Debye peak of the standard anelastic solid by about
two decades in period and is independent of tem-
perature but varies mildly with the breadth of the
grain-size distribution. The peak height is well
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described by power-law dependence upon maximum
melt fraction. The peak position (period) varies
exponentially with 1/T (with a high activation
energy EP of 720 kJ mol�1 – possibly reflecting both
thermal and compositional influences upon viscosity)
and linearly with grain size. This grain-size sensitiv-
ity is that expected of elastically accommodated
grain-boundary sliding (eqn [60]). These observa-
tions have been compared and contrasted with the
somewhat different findings of Gribb and Cooper
(2000) and Xu et al. (2004) by Faul et al. (2004).

It has long been understood that the viscoelastic
relaxation associated with partial melting should
depend upon the extent to which the melt wets the
grain boundaries (e.g., Stocker and Gordon, 1975). It is
well known that basaltic melt in textural equilibrium
does not normally wet olivine grain faces – being
confined instead to a network of interconnected
grain-edge tubules of cuspate triangular cross-section
along with a population of larger localized melt pockets
(Faul et al., 1994). Among the melt-bearing olivine
polycrystals described by Faul et al. (2004), for exam-
ple, the melt fraction ranges widely from �10�4 to
4� 10�2 with aspect ratios of 3� 10�3 to 10�1 for
grain-edge tubules and 10�2 to 5� 10�1 for the iso-
lated melt pockets. For such aspect ratios and the bulk
melt viscosities of 1–100 Pa s appropriate for
1200–1300�C, melt squirt, whether between adjacent
tubules or between adjacent melt pockets is expected at
timescales substantially shorter than seismic periods
(Figure 8(a) and 8(b)) in accord with the results of
previous analyses (Schmeling, 1985; Hammond and
Humphreys, 2000a). Moreover, the relaxation strength
for squirt flow between melt tubules is low (Mavko,
1980): �0.02 corresponding to a Q�1 peak height of
only 0.01 for a melt fraction � of 0.04. For these and
other reasons given by Faul et al. (2004), melt squirt was
rejected as a viable explanation for the melt-related
dissipation peak. Instead, it was recognized that elasti-
cally accommodated grain-boundary sliding involving
boundary regions of aspect ratio �10�4 has the poten-
tial to contribute to attenuation at seismic frequencies –
provided that the effective grain-boundary viscosity is,
not unreasonably, 104–109 Pa s for temperatures of
1300–1000�C (Figure 8(c)).

It remained to explain the absence of a Q�1 peak
associated with elastically accommodated grain-
boundary sliding in the genuinely melt-free materi-
als. The key microstructural difference that appears
to correlate with the presence or absence of a dis-
sipation peak in these materials is the rounding of
olivine grain edges at the triple-junction tubules of

the melt-bearing specimens (Figure 10). In contrast,
the tight grain-edge interlocking characteristic of

melt-free material (Figure 10) apparently inhibits
elastically accommodated sliding – a conclusion sup-
ported by the foregoing discussion (following eqn

[59]) of the Raj and Ashby model. A corollary of
this interpretation is that the background dissipation
in both classes of material would be attributed to

diffusionally accommodated grain-boundary sliding.
Thus for the melt-bearing materials, it is suggested
that grain-boundary sliding occurs with concurrent

elastic and diffusional accommodation.
Broadly similar observations have recently been

made for polycrystalline MgO. Dense polycrystals of

high purity display only a monotonically frequency
and temperature-dependent Q�1 background and
associated dispersion of the shear modulus

(Barnhoorn et al., 2006). In marked contrast, a pre-
vious study of MgO of lower purity (Webb and
Jackson, 2003) revealed a pronounced dissipation

peak, superimposed upon the background, and now
attributed to elastically accommodated grain-bound-

ary sliding facilitated by the presence of a grain-
boundary phase of low viscosity.

Further examples of both types of high-tempera-
ture viscoelastic behavior are provided by the fine-
grained polycrystalline titanate perovskites studied as
analogues for the high-pressure silicate perovskites by

Melt-free

20 nm 20 nm

Melt fraction
0.000 1

Figure 10 Contrasting grain-edge microstructures in melt-

free and melt-bearing olivine polycrystals. For the melt-free

material, olivine grain edges are tightly interlocking, whereas
the presence of grain-edge melt tubules results in a significant

radius on each olivine grain edge. These microstructural

differences are considered responsible for the qualitatively

different dissipation behaviors highlighted in Figure 9.
Adapted from Faul UH, Fitz Gerald JD, and Jackson I (2004)

Shear-wave attenuation and dispersion in melt-bearing olivine

polycrystals. Part II: Microstructural interpretation and

seismological implications. Journal of Geophysical Research
109: B06202 (doi:10.1029/2003JB002407).
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Webb et al. (1999). The purest and microstructurally
simplest of these specimens was an SrTiO3 specimen
of 5mm grain size. Its grains are untwinned and its
essentially impurity-free grain boundaries meet in
grain edge triple-junctions invariably less than 20 nm
in cross-sectional dimension. The lack of an extensive
network of substantial grain-edge triple-junction
tubules is reflected in background-only dissipation
generally well described for temperatures between
900�C and 1300�C by eqn [49]. On the other hand,
the CaTiO3 specimens of 3 and 20 mm grain size are
pervasively twinned and contain a significant level of
silicate impurity responsible for well-developed net-
works of grain-edge tubules of triangular-cuspate
cross-section. With the benefit of hindsight, deviations
from power-law fits to the Q�1(To) data at 1000�C and
1050�C (Webb et al., 1999, table 4 and figure 13) for the
20 mm specimen are consistent with the presence of a
broad dissipation peak analogous to those character-
istic of melt-bearing olivine. For the more fine-grained
CaTiO3 specimen, any such peak may be masked by
the relatively low-temperature onset of markedly vis-
cous behavior.

The growing body of experimental observations
thus indicates that the transition from elastic through
anelastic to viscous behavior in fine-grained geological
(and ceramic) materials is not satisfactorily described
by the classic Raj–Ashby theory. In particular,

1. sufficiently pure materials display no high-tem-
perature dissipation peak attributable to elastically
accommodated grain-boundary sliding;

2. low grain-boundary viscosity is a necessary but
not sufficient condition for elastically accommo-
dated sliding: rounding of grain edges at triple
junctions is also required; and

3. diffusional accommodation of grain-boundary
sliding, presumably responsible for the ubiquitous
high-temperature background with its mildly and
monotonically frequency-dependent dissipation,
can occur without or alongside elastic accommo-
dation (Barnhoorn et al., 2006).

These observations have provided the motivation for a
new approach to the micromechanical modeling of
grain-boundary sliding free from the principal limita-
tions of Raj–Ashby theory as discussed in Section 2.17.2.

2.17.3.4 Viscoelastic Relaxation in Cracked
and Water-Saturated Crystalline Rocks

The sparse experimental observations concerning the
effect of water saturation on the elastic moduli of

cracked crystalline rocks of relatively low-porosity,

recently assembled by Lu and Jackson (2006), are

reproduced in Figure 11. The existence of a mechan-

ical relaxation spectrum first suggested by Gordon

(1974) is confirmed by this more recent compilation.

Ultrasonic, resonance and forced-oscillation methods

together provide access to more than eight decades of

period or frequency. The fractional change in elastic

wave speed �Vi/Vi that results from water saturation

(with Pf¼ 0) is plotted for the compressional (i¼P),

shear (i¼ S), and extensional (i¼Y) bar modes. For

ms–ms periods, the wave speeds are consistently

increased by water saturation, the effect being more

pronounced for compressional and extensional modes

than in shear. The sign is reversed for periods greater

than �0.1 s with significant negative perturbations to

both extensional and shear wave speeds for the 10–

100 s periods of forced-oscillation methods.
Interpretation of the broad trend evident in

Figure 11 requires estimates of the characteristic

times for the various fluid-related relaxation

mechanisms discussed in Section 2.17.2, for the spe-

cial case of water saturation of cracks of aspect ratio

�10�3. For relaxation of shear stress within an indi-

vidual grain-scale fluid inclusion (eqn [71]), �e� 
f/

Gu�� 10�11 s; for squirt between adjacent cracks

(eqn [73]), � s,e¼ 2�
f/Ks�e
3� 10�4 s; and for the

draining of a cm-sized laboratory rock specimen of

porosity �� 0.01 and permeability �10�18 m2,

�dr¼ 
f�R2/kKf� 10�1 s (Lu and Jackson, 2006).

Accordingly, Lu and Jackson (2006) concluded that
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Figure 11 The effect of water saturation of granite

(with zero pressure and confining pressure) on the speed of
compressional (unlabeled solid bars), bar-mode

longitudinal (solid bars labeled ‘Y’), and shear waves

(unfilled bars). The sources of the data for the various
granite specimens (named after their provenance) are given

by Lu and Jackson (2006, figure 11) – after which this figure

has been redrawn.
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the ultrasonic measurements at periods <10�5 s
probe the saturated isolated regime, whereas near-
zero values of �G/G, and hence �VS/VS, at the ms
periods of resonance techniques are characteristic of
the saturated isobaric regime. Near-zero values of
�K/K for periods >10�3 s are indicative of the drained
regime. Chemical effects of water saturation, such as
increased crack density and reduction in the stiffness
of grain contacts, are required to explain the negative
values of �V/V in experimental data obtained at
periods greater than 0.01 s (Lu and Jackson, 2006).

2.17.4 Geophysical Implications

2.17.4.1 Dislocation Relaxation

2.17.4.1.1 Vibrating string model

The possibility that viscoelastic relaxation associated
with the stress-induced motion of dislocations might
explain the attenuation and dispersion of seismic
waves, especially in the Earth’s upper mantle, has
been widely canvassed (Gueguen and Mercier,
1973; Minster and Anderson, 1981; Karato and
Spetzler, 1990; Karato, 1998). Gueguen and Mercier
(1973) invoked the vibrating string model of disloca-
tion motion as an explanation for the upper-mantle
zone of low wave speeds and high attenuation. They
associated an intragranular dislocation network with
any observable high-temperature relaxation peak and
suggested that a grain-boundary network of more
closely spaced dislocations might explain the high-
temperature background attenuation. It was sug-
gested that impurity control of dislocation mobility
might yield relaxation times appropriate for the
seismic-frequency band.

A more ambitious attempt to produce a model of
dislocation-controlled rheology consistent with both
seismic-wave attenuation and the long-term deforma-
tion of the mantle was made by Minster and Anderson
(1981). They envisaged a microstructure established by
dislocation creep in response to the prevailing tectonic
stress �t and comprising subgrains of dimension L

L ¼ 	sGb=�t ¼ 	sLc ½78�

with a mobile dislocation density

�m ¼ 	ð�t=GbÞ2 ¼ 	Lc
– 2 ½79�

where Lc¼Gb/�t is the critical dislocation link
length for multiplication by the Frank–Read
mechanism (see discussion following eqn [12]).
From laboratory experiments on olivine (Durham

et al., 1977), it was estimated that 	s� 20 for well-
annealed mantle olivine; 	 is a constant of order unity
(Frost and Ashby, 1982). Furthermore, it was argued
that the distribution of dislocation segment lengths
will be dominated by those of length

L � ð5=3ÞLc ½80�

for which the dislocation multiplication time, calcu-
lated with a migration velocity given by eqn [14], is a
minimum. It follows from eqns [78]–[80] that the dis-
location density within the subgrains is essentially that
(L�2) of the Frank network with dislocation relaxation
strength �� 0.1 (eqn [23]). For �t� 1 MPa (strain rate
of 10�15 s�1 with effective viscosity of 1021 Pa s),
Lc� 30� 10�6 m and �m� 109 m�2. It was suggested
that the total dislocation density should be much
higher – being dominated by dislocations organised
into the subgrain walls. The climb-controlled motion
of these latter dislocations was invoked to explain
deformation at tectonic stresses and timescales
(Minster and Anderson, 1981).

Their suggestion of a dominant link length
disallows an absorption band based on a wide distri-

bution of segment lengths (eqn [50]). Minster and

Anderson (1981) suggested instead that the seismic

absorption band reflects a spectrum of activation

energies. A frequency-independent upper-mantle

Q�1 of 0.025 was shown to require a range �E of

about 80 kJ mol�1 and to produce an absorption

band only two to three decades wide.
A unified dislocation-based model for both seismic

wave attenuation and the tectonic deformation of the

Earth’s mantle has been sought more recently by

Karato and Spetzler (1990) and Karato (1998). Karato

and Spetzler (1990) emphasized the apparent paradox

whereby a Maxwell model based on reasonable

steady-state viscosities seriously underestimates the

level of seismic-wave attenuation (their figure 3).

Equally, a transient-creep description of seismic-

wave attenuation extrapolated to tectonic timescales

(Jeffreys, 1976) seriously overestimates the mantle

viscosity. For a unified dislocation-based model, it is

thus required that dislocations have much greater

mobility (velocity/stress) at seismic frequencies than

for tectonic timescales. Karato and Spetzler’s assess-

ment of relaxation strengths and relaxation times,

based on the vibrating-string model of dislocation

motion (eqn [23]) and revisited with a somewhat

higher dislocation density of 109 m�2 (eqn [79] applied

to the upper mantle as above) is in general accord with

that of Minster and Anderson. In particular, reasonable
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levels of seismic wave attenuation (10�1 > � > 10�3)
would require segment lengths L of (1–10)� 10�6 m,
and a specific range of dislocation mobilities (b/B in
eqn [14]) would be needed for relaxation times in the
seismic band (Karato and Spetzler, 1990, figure 7). The
issue in all such analyses is to relate key parameters
controlling �, � , and indeed the steady-state effective
viscosity 
, to the intrinsic and/or extrinsic properties
of dislocations, as appropriate. Karato and Spetzler
noted that dislocation mobility is expected to increase
with increasing temperature and water content but to
decrease with increasing pressure. The segment length
L for the vibrating string model was shown to depend
in different ways on the tectonic stress according to
whether pinning is effected by interaction with impu-
rities or other dislocations.

2.17.4.1.2 Kink model

The feasibility of seismic-wave attenuation resulting
from the stress-induced migration of kinks was also
briefly explored by Karato and Spetzler (1990) and
analyzed in more detail by Karato (1998). In the latter
study, Karato identified three distinct stages of dis-
location relaxation to be expected with progressively
increasing temperature or stress and/or decreasing
frequency. Stage I involves the reversible migration
of pre-existing geometrical kinks along Peierls val-
leys with characteristic timescale and relaxation
strength given by eqns [27] and [28] above. The
maximum anelastic strain resulting from migration
of geometrical kinks (eqn [30]) is of order 10�6 for a
Frank network of dislocations with �� L�2�
109 m�2 – consistent with the large relaxation
strength for this mechanism (eqn [28]).

Stage II is associated with the spontaneous nuclea-
tion of isolated kink pairs followed by the separation
of the newly formed kinks of opposite sign. The
resulting anelastic relaxation, usually associated
with the Bordoni dissipation peak for deformed
metals (e.g., Seeger, 1981; Fantozzi et al., 1982), is
described in detail by Seeger’s theory outlined
above and culminating in eqns [43]–[45]. At the still
higher temperatures/larger stresses of stage III, it was
envisaged by Karato that continuous nucleation and
migration of kinks, possibly enhanced by unpinning
of dislocations, would allow the arbitrarily large,
irrecoverable strains of viscous behavior.

The relaxation times expected for geometrical kink
migration and kink-pair formation and migration in
the Earth’s upper mantle were shown by Karato (1998)
to be broadly compatible with strain–energy dissipa-
tion at teleseismic and lower frequencies. It was thus

concluded that attenuation and associated dispersion,

microcreep, and large-strain creep possibly share a

common origin in dislocation glide. The results of

such calculations, repeated with eqns [27] and [28]

and [43]–[45] above, are presented in Figure 12. For

this purpose we have used ad� b� a� 5� 10�10 m,

Gu¼ 60 GPa, vk0 exp(Sm/k)� 1013 Hz (Seeger and

Wüthrich, 1976), and have chosen a relatively large

value of Hm¼ 200 kJ mol�1 intended to reflect kink

interaction with impurities and �P/G¼ 0.01 which,

through eqn [39], fixes Hk at 162 kJ mol�1 (so that

2HkþHm is of order 500 kJ mol�1: c.f. Karato, 1998,

figure 3). Substantially larger values of �P/G have

been suggested (Frost and Ashby, 1982, p. 106;

Karato and Spetzler, 1990, p. 407), but when combined

with Seeger’s theory yield implausibly high kink for-

mation energies. Relaxation times have been

calculated for indicative lengths of 1 and 100mm for

dislocation segments. The results of these calculations

(Figure 12), like those of Karato (1998), indicate that

the migration of geometrical kinks could result in

anelastic relaxation within the seismic frequency band

at typical upper-mantle temperatures. The much

higher activation energy for the formation and
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Figure 12 Computed relaxation times for Seeger’s

(1981) kink model of dislocation mobility. The green band
represents relaxation associated with the migration of

geometrical kinks with segment lengths of (1–100)� 10�6

m and an activation energy for kink migration
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Seeger’s (1981) theory with �P/G¼ 0.01. The effect of an

effective activation energy lower by 100 kJ mol�1 is shown

by the broken line.
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migration of kink pairs (here 2HkþHm¼
524 kJ mol�1) results in much longer relaxation times
– ranging from �104 to 106.5 s at the highest plausible
upper-mantle temperatures �1700 K. An effective
activation energy lower by about 100 kJ mol�1 would
be required to bring the relaxation involving kink-pair
formation and migration into substantial overlap with
the seismic frequency band for typical temperatures of
the convecting upper mantle as indicated by the bro-
ken line in Figure 12. Alternatively, kink-pair
formation and migration might result in relaxation at
the day-to-month timescales of Earth tides. Similarly,
high activation energies for attenuation and creep in
olivine are interpreted by Karato (1998) to imply the
need for kink nucleation for both processes, whereas
the low reported activation energy for attenuation in
single-crystal MgO might reflect a dominant role for
the migration of geometrical kinks.

2.17.4.2 Grain-Boundary Processes

Gribb and Cooper (1998a) explained their observa-
tions of high-temperature absorption band behavior
(eqn [49] with �� 0.35) for a reconstituted dunite of
3mm grain size in terms of the transient diffusional
creep modeled by Raj (1975). The strong Q�1� d�1

grain-size sensitivity implied by this model (eqn [62])
extrapolated to mm–cm grain size seriously under-
estimates upper-mantle seismic wave attenuation.
Gribb and Cooper (1998a) sought to resolve this
discrepancy by invoking diffusionally accommodated
sliding on subgrain boundaries rather than grain
boundaries. It was suggested that this mechanism
could also reconcile the Gribb and Cooper data
with those of Gueguen et al. (1989) for pre-deformed
single-crystal forsterite. The increased attenuation
resulting from prior deformation has been more
naturally interpreted by others (including Gueguen
et al. (1989)) as prima facie evidence of dislocation
relaxation as discussed above.

The milder grain-size sensitivity Q�1� d �1/4

subsequently directly measured by Jackson et al.

(2002) for melt-free polycrystalline olivine yields
extrapolated levels of attenuation for mantle grain
sizes more consistent with seismological observa-
tions. More recently, Faul and Jackson (2005) have
employed a generalized Burgers model (eqns [8]) to
provide an internally consistent description of
the variations of both shear modulus and dissipation
with frequency, temperature, and grain size for melt-
free polycrystalline olivine. Extrapolation (princi-
pally in grain size) of this model to upper-mantle

conditions provides a satisfactory first-order explana-
tion for much of the variability of seismic wave
speeds and attenuation in the upper mantle. The
presence of a zone of low shear wave speeds and
high attenuation in the oceanic upper mantle and
its systematic variation with age of the overlying
lithosphere can be explained by lateral temperature
variations without recourse to more exotic explana-
tions such as water or partial melting (Anderson and
Sammis, 1970; Karato and Jung, 1998). Beneath the
continents, lateral variations in seismic structure can
be explained by variations in the depth at which the
conductive part of the geotherm intersects a common
mantle adiabat.

In more active tectonic provinces such as mid-
ocean ridges, subduction zones, and back-arc basins,
partial melting is expected to influence the wave
speeds and attenuation. Superposition of the experi-
mentally observed melt-related dissipation peak
upon a melt-enhanced background, extrapolated to
upper-mantle conditions, results in generally higher
but less markedly frequency-dependent attenuation
than for melt-free material under otherwise similar
conditions (Faul et al., 2004, figure 13).

2.17.4.3 The Role of Water in Seismic Wave
Dispersion and Attenuation

The crystalline rocks of the Earth’s upper crust are
commonly pervasively cracked and often water-satu-
rated. The sparse laboratory measurements so far
performed on cracked and water-saturated low-poros-
ity rocks are strongly suggestive of intense viscoelastic
relaxation (Section 2.17.3). The inference is that mod-
ulus relaxation and strain–energy dissipation,
associated with stress-induced fluid flow on various
spatial scales, are to be expected for frequencies ran-
ging from ultrasonic (MHz) to teleseismic (mHz–Hz).
It follows that conventional (ultrasonic) measurements
will tend to overestimate seismic wave speeds (espe-
cially VP) and hence also the ratio VP/VS. Accordingly,
high-frequency (ultrasonic) laboratory data cannot be
applied directly in modeling the wave speeds and
attenuation in fluid-saturated crustal rocks. Rather, it
would be expected from the analysis of Sections 2.17.2
and 2.17.3 that the shear modulus of water-saturated
rock at teleseismic frequencies should be comparable
with that of the dry rock. Contrasting behavior is
expected for the bulk modulus of the cracked rock –
which for undrained conditions will be significantly
increased by water saturation (eqn [77]).
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In the deeper crust and mantle, free water will
typically have a more transient existence, but a small
amount of water dissolved in a major nominally
anhydrous mineral (like olivine or pyroxene) has
the potential to significantly enhance solid-state vis-
coelastic relaxation, for example, by increasing the
mobility of dislocations. There are as yet no directly
relevant experimental data, but the potential has
recently been demonstrated (Shito et al., 2006) for
future analyses in which observed variations in VP,
VS, and Q�1 might be combined to map variations in
chemical composition, temperature, and the water
content of the upper mantle.

2.17.4.4 Bulk Attenuation in the Earth’s
Mantle

If pressure-induced changes in the proportions
of coexisting crystalline phases were to result in
relaxation of the bulk modulus within the seismic
frequency band (for which there is little seismological
evidence), conditions would be most favorable in the
upper mantle and transition zone. It is here
that relatively high temperatures facilitating rapid
phase transformation are combined with phase trans-
formations involving substantial density contrast.
Consider, for example, the olivine–wadsleyite trans-
formation with an in situ density contrast of �6%.
This is diluted in the pyrolite composition by an
almost equal volume of the (M, Al)(Si, Al)O3

(M¼Mg, Fe) component playing an essentially
passive role. However, the presence of the latter
component and partitioning between it and the
M2SiO4 phases reduces the width of the binary loop
to �P < 0.3 GPa (Stixrude, 1997; Irifune and Isshiki,
1998; Weidner and Wang, 2000). Thus, eqn [66] for
the relaxation strength yields �v� (150 GPa/
0.3 GPa)(0.03)¼ 15, but of course any resulting com-
pressional wave attenuation would be confined to a
layer of thickness �10 km comparable with the
seismic wavelength. For the wider two-phase
loop of the pyroxene–garnet phase transformation,
�v� (150 GPa/5 GPa) (0.03)¼ 0.9, so that any seis-
mic wave attenuation, although of lower intensity,
would more readily observed. The large relaxation
strengths for this process mean that it probably plays
an important role somewhere in the Earth’s wide
mechanical relaxation spectrum. For the olivine–
wadsleyite transformation, the relaxation time esti-
mated from eqn [78] with DSi in olivine at 1600 K
(Brady, 1995) and d¼ 10�2 m is

�ðsÞ ¼ 2� 1017ð ps=�PÞ2 ¼ 2� 1017

� ðK"e=�PÞ2 � 1023"e
2

½81�

or 105–109 s for a strain "e of 10�9–10�7 suggesting
the possibility of bulk relaxation at tidal and longer
periods.

At the shorter periods of teleseismic waves,
significant bulk dissipation QK

�1 may arise from the
elastic heterogeneity of aggregates of anisotropic
mineral grains as explained in Section 2.17.3. Values
of QK

�1/QG
�1� 0.01 were calculated for poly-

crystalline forsterite and a peridotitic composite,
representative of upper-mantle materials by
Budiansky and O’Connell (1980). For the mixture of
silicate perovskite and magnesiowüstite that domi-
nates the mineralogical makeup of the Earth’s lower
mantle, the relaxation of the bulk modulus is expected
to decrease with increasing pressure along the high-
temperature adiabat from �2% at zero pressure to
<1% in the deepest mantle (Heinz, et al., 1982;
Jackson, 1998). Thermoelastic relaxation (eqn [54])
may enhance the bulk dissipation that is the direct
consequence of elastic heterogeneity, to levels suffi-
cient to explain the modest amount of bulk dissipation
evident in the damping of the low-order radial modes
of free oscillation of the Earth (Budiansky et al., 1983).

2.17.4.5 Migration of Transformational
Twin Boundaries as a Relaxation
Mechanism in the Lower Mantle?

It has been suggested by Harrison and Redfern (2002)
that the mobile transformational twin boundaries that
are clearly responsible for intense dissipation and
associated modulus relaxation observed in the
laboratory in some pervasively twinned perovskite
crystals might also operate in the Earth’s silicate
perovskite-dominated lower mantle. Pinning of
such domain walls by oxygen vacancies as in
LaAlO3 perovskite would result in anelastic relaxa-
tion times for lower-mantle conditions much shorter
than teleseismic periods. Stronger pinning of domain
walls by defects, impurities, and grain boundaries
would be required for relaxation times within the
seismic band (Harrison and Redfern, 2002). Indeed,
pinning so effective as to eliminate significant ane-
lastic relaxation has subsequently been observed in
orthorhombic (Ca, Sr)TiO3 perovskites (Daraktchiev
et al., 2006). More critically, however, substantially
different microstructures are to be expected in the
silicate perovskites of the lower mantle. The sus-
tained operation of tectonic stress over geological
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timescales should enlarge the domains of any trans-
formational twins that are favorably oriented with
respect to the ambient stress field resulting in a
population of mainly single-domain grains and inci-
dentally some degree of lattice preferred orientation.
It therefore seems unlikely that transformational
twinning will play a major role in seismic wave
attenuation in the lower mantle.

2.17.4.6 Solid-State Viscoelastic
Relaxation in the Earth’s Inner Core

The combination of low (but finite) rigidity and
marked attenuation that characterize the Earth’s
inner core have long been regarded as highly anom-
alous and have often been explained in terms of partial
melting, as reviewed by Jackson et al. (2000; see also
Vočadlo (2007)). However, the relatively low value of
G/K and hence high Poisson’s ratio (v¼ 0.44) are at
least in part the expected consequence of the compres-
sion of a close-packed crystalline solid (Falzone and
Stacey, 1980). First-principles calculations suggest
values of  0.29–0.32 at inner core densities and 0 K
(Vočadlo et al., 2003a, table 1) and the possibility of a
further substantial increase due to the usual anharmo-
nic influence of temperature (Steinle-Neumann et al.,
2003; Vočadlo, 2007). Laboratory measurements
reviewed above have revealed pronounced viscoelas-
tic relaxation in both b.c.c. and f.c.c. phases of mildly
impure iron at homologous temperatures (T/Tm)
reaching 0.6 and 0.9, respectively (Jackson et al.,
2000). Given the high homologous temperature
(T/Tm� 1) of the inner core, intense solid-state vis-
coelastic relaxation is inevitable. The experimental
evidence for solid-state viscoelastic relaxation in iron
would have direct relevance to the Earth’s inner core
if the b.c.c. phase were to be stabilized by high tem-
perature and/or the accommodation of light alloying
elements (Vočadlo et al., 2003b; Vočadlo, 2007). The
inevitable contribution of solid-state relaxation to the
observed seismic wave attenuation (Q�1

G� 0.01–0.02)
and to any required viscoelastic relaxation of the shear
modulus (�1.5% per decade of frequency for
Q�1¼ 0.01) must therefore be considered before par-
tial melting is invoked (e.g., Vočadlo, 2007).

2.17.5 Summary and Outlook

This survey of viscoelastic relaxation mechanisms
potentially relevant to the Earth’s deep interior high-
lights the disparity in maturity between theory and

experimental observations. Long-established theore-
tical models provide plausible, if highly idealized,
descriptions of viscoelastic relaxation associated
with dislocation motion and grain-boundary sliding.
The stress-induced redistribution of an intergranular
fluid is similarly well-described theoretically. That
this substantial framework has not yet been more
thoroughly tested against experimental observations
is attributable in part to limitations in the experi-
mental methods that have been overcome only
relatively recently. The pioneering experimental
work of the 1950s and 1960s focused on low-tem-
perature internal friction peaks in metals investigated
with resonant (i.e., pendulum) techniques. This iso-
chronal approach has the major disadvantage that it
provides no opportunity to observe the relaxation
spectrum by continuous variation of frequency
under isothermal conditions. More recently, there
has been growing recognition of the superiority
of mechanical spectroscopy methods in which sub-
resonant forced oscillations probe the relaxation
spectrum under isothermal high-temperature
conditions affording the benefit of a stable
microstructure (Woirgard et al., 1981; Berckhemer
et al., 1982; Gadaud et al., 1990; Jackson and
Paterson, 1993; Getting et al., 1997; Gribb and
Cooper, 1998b; Schaller et al., 2001). The latter tech-
nique is particularly well suited to investigation of
the high-temperature background – the monotonic
variation of Q�1 with frequency and temperature that
typically dominates the dissipation at high tempera-
ture and low frequency. In addition, complementary
microcreep tests are now being more widely used to
distinguish between recoverable (anelastic) and
permanent (viscous) strains.

Sustained application of these improved methods
to well-characterized specimens of geological and
ceramic materials is beginning to elucidate the
microscopic processes responsible for their high-
temperature viscoelastic relaxation. The consistent
picture emerging from studies of fine-grained poly-
crystalline materials lacking a dispersed secondary
phase of low viscosity is that of a broad absorption
band (eqn [49]) involving mild frequency depen-
dence of Q�1 and an Arrhenian variation with
temperature with an activation energy often compar-
able with that for creep. The lack of a dissipation
peak attributable to elastically accommodated grain-
boundary sliding is difficult to reconcile with the
classic Raj–Ashby model of the breakdown of elastic
behavior – suggesting instead that elastically accom-
modated sliding is precluded by sufficiently tight
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(�nm) grain-edge interlocking. In marked contrast,
the presence of a widely dispersed grain-boundary
phase of relatively low viscosity occupying grain-
edge tubules seems to be closely correlated with the
observation of a broad dissipation peak superimposed
upon the high-temperature background. Further
experimental work with carefully prepared and char-
acterized materials is needed to assess the generality
of this distinction. This disconnect between the exist-
ing theory of grain-boundary sliding and the
experimental observations of grain-size sensitive vis-
coelastic relaxation is providing the motivation to
revisit the theory in order to clarify the role of
sharp/rounded grain edges and the possibility of
sliding with concurrent elastic and diffusional
accommodation.

Although so far only rarely determined, the
grain-size sensitivity of viscoelastic relaxation is
potentially diagnostic of the relative contributions
of grain-boundary and intragranular mechanisms.
For example, the mild grain-size sensitivity of the
dissipation and dispersion measured on fine-grained
polycrystalline olivine suggests that such grain-
boundary processes contribute significantly – but
admits the possibility also of significant intragranular
contributions.

Dislocation damping is a likely intragranular
contributor to seismic wave attenuation especially in
the shallower parts of the upper mantle where seismic
anisotropy attests to the development of olivine lattice
preferred orientation by dislocation creep. The poten-
tial of stress-induced migration of (pre-existing)
geometrical kinks (Karato, 1998; Figure 12) to cause
significant relaxation in the seismic frequency band
has been demonstrated. However, unequivocal experi-
mental evidence of dislocation damping in upper-
mantle materials is limited to the single study of
Gueguen et al. (1989) that demonstrated a correlation
between dissipation and dislocation density. Extensive
systematic studies of untreated and variously pre-de-
formed specimens will be needed to clarify the nature
of dislocation relaxation including the role of pinning
and the relative contributions of subgrain and
subgrain-boundary dislocations. The possibility that
both grain-boundary and dislocation relaxation are
enhanced by the presence of small concentrations
of water-related defects remains to be explored
experimentally.

Both dislocation-related and grain-boundary
relaxation processes thus have the potential to make
substantial contributions to seismic wave dispersion
and attenuation. Dislocation relaxation should

become progressively more important with increas-
ing grain size for two reasons: (1) prior/ongoing
tectonic deformation by dislocation rather than diffu-
sional creep is required to generate an appropriate
density of mobile dislocations, and (2) low grain-
boundary area per unit volume will diminish the
relative importance of grain-boundary relaxation.
Thermal activation of the mobility of the defects
responsible for the dominant high-temperature back-
ground means that solid-state viscoelastic relaxation
will become progressively more intense as the rele-
vant solidus is approached. Solid-state relaxation
mechanisms may thus account for most of the seis-
mologically observed variation of wave speeds and
attenuation.

However, relaxation mechanisms associated with
partial melting and phase transformations must also
contribute at least locally to viscoelastic relaxation in
the mantle. Melt squirt is thought to occur at periods
shorter than those of teleseismic wave propagation and
accordingly might be partly responsible for reduced
wave speeds (but not for the observed attenuation)
beneath mid-ocean ridges and in subduction-zone
and back-arc environments. Facilitation of elastically
accommodated grain-boundary sliding by grain-edge
melt tubules, manifest as a broad peak superimposed
upon the background dissipation, can produce nearly
frequency-independent attenuation across wide
ranges of conditions (Faul et al., 2004). In parts of the
transition zone, stress-induced variations of the pro-
portions of coexisting phases may result in relaxation
of the bulk modulus and associated dissipation of
strain energy at tidal and longer periods.
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2.18.1 Melting Properties of
Lower-Mantle Components

The lower mantle encompasses the pressure range
from 24 to 135 GPa at the core–mantle boundary
(CMB). The three major components are
(Mg, Fe)SiO3-perovskite (PV) and (Mg, Fe)O-
magnesiowüstite (MW) making up about 90%, and
CaSiO3-perovskite. With regards to melting, the per-
ovskite phase drew most of the attention in early
theoretical and experimental work. Based on the
phase diagram measured in multi-anvil presses at
lower pressures (up to about 25 GPa), and the very
high melting temperature of MgO at ambient
pressure, it was believed that the eutectic composition
of the lower mantle lies near the composition
of the major component (Mg, Fe)SiO3-perovskite.
Therefore, the eutectic melting temperature of the
lower mantle would be close to that of the end-mem-
ber PV. However, more recent measurements made in
the laser-heated diamond cell have shown that this
was incorrect. The measurements indicate, that at
about 60 GPa and 4200 K, the two melting curves
cross and perovskite becomes the higher melting
phase. Thus, with increasing depth, the eutectic melt-
ing composition would have to move away from that
of PV and the first partial melt would be rich in

(Mg, Fe)O. Due to gravitational segregation, this
liquid MW-rich phase could therefore be the major
phase at the very bottom of the mantle and its physical
properties would be more suitable for explaining the
unusual seismic signature (Boehler, 2000).

2.18.1.1 Melting of (Mg, Fe)SiO3-Perovskite

Both the early theoretical and experimental estimates
of the melting temperature of (Mg, Fe)SiO3-perovs-
kite for lower mantle pressures showed extremely
large differences. The first molecular dynamics (MD)
calculations overestimated the PV melting tempera-
ture by 2000 K, even at pressures as low as 30 GPa, and
early diamond-cell measurements showed positive
and negative slopes and even a combination of both
(see references in Zerr and Boehler (1993)). The extre-
mely large variations clearly demonstrated the
experimental and computational difficulties to deter-
mine melting of minerals at high compression.
Recently, improved techniques for using CO2-lasers
to heat minerals directly without metal absorbers and
the use of inert gas pressure media, such as argon,
allowed more systematic melting measurements of
minerals and even multicomponent systems at mantle
pressures (Zerr and Boehler, 1993, 1994; Zerr et al.,
1997, 1998). It is now clear that the melting
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temperatures of PV drastically increase with increas-
ing pressures, as evident from Figure 1. Similar high
melting slopes were measured for Ca-perovskite
(Shen and Lazor, 1995; Zerr et al., 1997). There is
still some disagreement on the melting temperature
at the pressure of the CMB (135 GPa). The melting
temperatures of Zerr and Boehler (ZB) and Shen and
Lazor (SL) agree well within the experimental uncer-
tainty, which is typically �200 K. The extrapolated
melting curve of ZB agrees well with recent shock
measurements on MgSiO3-glass (Akins et al., 2004;
Luo et al., 2004) if the last data point of ZB at 62 GPa
is omitted, and this would suggest significant flattening
in the melting curve.

It is not a straightforward process to determine the
exact melting temperatures from these shock experi-
ments because the solid shock conditions often
overdrive the melting curve, and the estimated melt-
ing temperature at 110 GPa of 5200 K has a reported
uncertainty of �500K. In the same shock study, crys-
talline enstatite is shown to melt at higher pressures
but at slightly lower temperature (5000 K at 170 GPa),
indicating a melt maximum at just above 100 GPa.
This data point further supports a flat melting curve
and even suggests that the melt at these high pressures
becomes more dense than the solid, even if a post-
perovskite phase is assumed (Murakami et al., 2004).

There is agreement between the ZB measure-
ments and recent two-phase quantum MD
simulations corrected by simulations employing clas-
sical effective potentials (Belonoshko et al., 2005).
The simulations are useful in that they predict a
significant flattening of the PV melting curve above
62 GPa, the highest pressure attained experimentally.
Combining the diamond-cell measurement of ZB
and SL, the shock measurement and the latest theo-
retical work, the best estimate for the melting
temperture of PV at the CMB is between 5500 and
6000 K.

Sweeney and Heinz (1998) using conventional
YAG laser-heating techniques without an argon
pressure medium made measurements to about
80 GPa. At lower pressures, the melting temperatures
agree with ZB within their experimental uncertain-
ties, but their melting slope above about 40 GPa is
almost zero, which is in disagreement with the other
estimates. There are to date no additional diamond-
cell data on perovskite melting.

2.18.1.2 Melting of MgO

At ambient conditions, MgO has the NaCl rock-
salt(B1) structure which is known from experiments
to be stable up to 227 GPa (Duffy et al., 1995). The
room-temperature isotherm and the elasticity have
been measured in diamond cells till to 55 GPa (Zha
et al., 2000). Due to the high initial melting temperature
of MgO (3060 K at 1 b), the only experimental deter-
mination of the melting curve has been that using a
laser-heated diamond-anvil cell (DAC) to 32 GPa and
4000� 300 K (Zerr and Boehler, 1994). The melting
curve is rather flat and resembles those of ionic solids
at high compression (Boehler et al., 1996, 1997). Since
these experiments cover only the first 25% of the
mantle pressure range, their melting slope
(dT/dP¼ 36 K/GPa) plays an important role in con-
straining theoretical predictions (Aguado and Madden,
2005; Alfé, 2005; Belonoshko and Dubrovinsky, 1996;
Strachan et al., 1999; Vocadlo and Price, 1996).
Figure 2 shows a comparison of the experimental
and predicted theoretical melting curves. An extrapo-
lation of the ZB measurements leads to an estimated
melting temperature of about 5000 K at the CMB
using a Lindemann equation with a Grüneisen para-
meter of 1.3, determined from this measured curve
(Zerr and Boehler, 1994). The measured melting tem-
peratures are substantially lower than all the
theoretical results, which among themselves are in
poor agreement and exhibit a wide spread.
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Theoretical calculations for the oxides are com-
plicated by the fact that the oxygen anion, O2�,
which does not exist in the free state, is stabilized
by its local environment (Watson, 1958). Oxygen
anions in oxide materials have been characterized as
having diffuse electronic charge distributions and
large polarizabilities that make quantitative modeling
difficult (Vidal-Valet et al., 1978). In MgO, the charge
densities are close to the situation MgþO�. For the
other alkaline oxides the charge densities imply
X2þO2�. It was shown (Lacks and Gordon, 1993)
that the O2� anion can be distorted in the direction
of neighboring cations creating a nonspherical charge
distribution that lowers the Coulomb energy. Since
the liquid is not locked into a periodic structure, it
can be influenced to lower its energy by forming
local arrangements differing from the usual hard-
sphere-like liquid structures. In order to include pos-
sible local structures in their simulations, Strachan
et al. (1999; SCG), and Aguado and Madden (2005;
AM) employed a priori methods to obtain transferable
potentials. Transferable potentials provide an accu-
rate description of interatomic forces over a range of
perfect and defective crystal structures, liquid phases,
and low-coordinated sites as those encountered at
surfaces and clusters. Transferable potential para-
meters may be obtained by fitting to interatomic

forces and stress tensor components that are obtained
by ab initio methods for a large number of atomic
configurations. Transferability is essential in the
case of melting, because in contrast to the solid the
liquid is not restricted to a symmetric periodic
structure.

To calculate melting, SCG used the ‘transferable’
potential for both the solid and liquid phases to
calculate the enthalpy and volume changes. The
melting curve was obtained by integrating the
Clausius–Clapeyron equation. They also predicted
a B1–B2 transition at 400 GPa and 0 K and a melting
temperature of �6100 K at the CMB. AM also devel-
oped a transferable potential, which they also used to
calculate the volume and enthalpy, and locate the
melting curve by integrating the Clausius–Clapeyron
equation. They found that at 1 bar, MgO melts from a
wurtzite structure with a melting slope in good
agreement with the slope determined by ZB. Near
10 GPa, the wurtzite structure reconverts to rock salt
and lies in agreement with the ZB melting curve to
the highest measured pressure of 32 GPa. AM predict
the temperature of �5950 K at the CMB.

Based on an inspection of the DAC data, AM note
that the extrapolation procedure of ZB, to predict a
melting temperature of �5150 K at the CMB, has a
large uncertainty. Since their calculations are in rea-
sonable agreement with ZB up to about 23 GPa, AM
combined their calculations with the experimental
data and constructed a revised melting curve. The
new melting curve predicts a temperature of 5850 K
at CMB, higher than ZB by 700 K, but lower than
other theoretical estimates.

Intermolecular potentials fitted to the room-
temperature solid properties were used to calculate
the melting curve by the method of coexisting phases
(Belonoshko and Dubrovinsky, 1996; BD) and
(Vocadlo and Price, 1996; VP). By employing a
potential determined solely from fits to solid state
data, for both the solid and liquid, they assumed
implicitly that the potential is transferable from
solid to liquid, which is questionable in the case of
MgO. In the most recent study, Alfé (2005) calculated
an MgO melting curve by carrying out simulations of
the coexisting phases, but rather than employing
effective interaction potentials, he used first-princi-
ples density functional theory (DFT). His
temperatures are the highest of those calculations
reported. The coexisting phase method employed
by BD and Alfé is an approximation that amounts
to determining a state mechanical equilibrium
between the two phases, (P, T )s¼ (P, T )l, but not
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to thermodynamic equilibrium, (P, T, G)s¼ (P, T, G)l.
The problem is that the formation of local structures
may lower the internal energy, hence the Gibbs
energy, without significantly altering the pressure.
While the coexisting phase method can be useful in
many situations, the method is not rigorous.

The lowest calculated melting slopes, in best
agreement with experiment, are those by SCG and
AM, who employed transferable potentials for both
phases, and employed the rigorous Clausius–
Clapeyron equation to calculate the melting curve.
Since the number of configurations employed in
developing their potentials was necessarily finite,
their reported melting pressures should be consid-
ered as an upper bound. Consequently, we believe, a
best estimate of the melting temperature of MgO at
the CMB is in the range 5150–5850 K.

2.18.1.3 Partial Melting in the Lower Mantle

The lower mantle likely behaves as a eutectic system
with the end members MgO (or MW) and PV. Even
though the study of the melt properties of these end
members is of fundamental importance, their melting
temperatures may have little direct relevance to
mantle melting. In view of the large discrepancies
between the theoretical and experimental melting
temperatures, one has to keep in mind that the
experiments on PV, MgO, and MW were made
using identical experimental setups, temperature
measurements, and melt detection, and they were
carried out by the same persons. This resulted in
two important facts even if one assumes any possible
systematic errors: first that the melting slopes
between PV and MgO are entirely different, and
second that the two melting curves are likely to
cross each other between 50 and 60 GPa (see
Figure 3). From these facts, one must conclude that
the melting temperature and chemical composition
of a partial melt in the mantle will change with depth.
In fact, melting measurements for a material com-
posed of all the major elements in the lower mantle –
O, Si, Mg, Fe, Al, Ca, Ti, Cr, Ni, and Na (the sample
was a glass with a pyrolite composition) – showed a
significant lowering of the melting temperature with
respect to PV and MW (LM ‘rock’ in Figure 3). The
solidus temperatures in these experiments were
bracketed on the basis of textural changes observed
in the recovered samples from a series of P�T runs
(Zerr et al., 1998). The measured pyrolite solidus for
this multicomponent system lies approximately

parallel to the melting curve of MgO, but is offset

to lower temperatures by about 1000 K.
The solidus temperatures, extrapolated along the

same path as MgO, are in good agreement with the

shock melting point of Mg2SiO4-olivine at 130 GPa

and 4300 K (Holland and Ahrens, 1997). This is not a

coincidence, because the olivine composition

(MgO:MgSiO3¼ 1:1) may well represent the eutectic

composition in the MgO–PV system (see Figure 4).

There exists also a systematic agreement between the

DAC and shock measurments in that the difference

in the melting temperatures between the eutectic and

PV is about 1000 K. We conclude that a reasonable

estimate for the solidus temperatures at the CMB

(135 GPa) is about 4300 K, definitely much lower

than any prediction for MgO or PV. The predicted

simplified phase diagram for the lower mantle is

shown in Figure 4.
Because the solidus temperature is very close to the

predicted core temperature at the CMB (Boehler,

2000), partial melting in the lowermost mantle is in

agreement with the experimental evidence for melting

from both shock and diamond-cell work. The impor-

tant task for future work will be the investigation of

the nature and chemical composition of this melt. This
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melt is likely enriched in MgO (MW) because the
lower mantle composition is likely to be closer to PV
than to MgO, as shown shematically in Figure 4.
These studies will be important not only for under-
standing the unusual signature of the seismic signal
neat the CMB, but also for the understanding of early
mantle differentiation, when the mantle was much
hotter, and possibly entirely molten.

2.18.2 Iron Phase Diagram

Understanding the Earth’s thermal gradient and
dynamics requires an accurate knowledge of the
equation of state and melting temperature of Fe at
the inner–outer core boundary (IOCB) at 330 GPa.
Melting temperatures at megabar pressures
(1 Mbar¼ 100 GPa) can be obtained from diamond
cell and shock experiments and from theory. The
melting curve was determined up to 200 GPa using
the laser-heated DAC (Boehler, 1993), and shock
melting has been measured between 220 and
240 GPa (Brown and McQueen, 1986; Nguyen and
Holmes, 2004). Theoretical melting calculations have
been made to 360 GPa (Alfé et al., 1999, 2004b;
Belonoshko et al., 2000; Laio et al., 2000). The extra-
polated measurements and the theoretical
predictions of the melting temperatures at the
IOCB range from 4800 to 6500 K.

2.18.2.1 f.c.c.–h.c.p. Transition

Most of the experimental work on the iron phase

diagram was done below 100 GPa. Although it has

little relevance to the state of the core, these data are

important for understanding the existing large dis-

crepancies at higher pressures and assuring a smooth

continuity of pressure-induced material properties.

At ambient temperature, iron has a b.c.c. structure

and transforms into h.c.p. at 13 GPa (Boehler et al.,

1990). The h.c.p. phase was found to be stable up to

about 300 GPa by X-ray diffraction (Mao et al., 1990).

The high P�T phase diagram is shown in Figure 5.

The f.c.c.–h.c.p. phase boundary has been measured

in the diamond cell and in a multi-anvil press to

40 GPa and 1600 K (Boehler, 1986; Kubo et al., 2003;

Mao et al., 1987) (highest data points by Kubo and

Mao shown in Figure 5), and extended to near the

melting curve (Boehler, 1993). These data are in

good agreement. Combined with shock melting mea-

surements and new X-ray measurements (see below),
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the f.c.c.–h.c.p.–liquid triple point has to be above
71 GPa, probably close to 80 GPa.

Several years ago, it was suggested, based on
X-ray diffraction measurements in the laser-heated
diamond cell, that the phase diagram of iron may be
more complicated containing orthorhombic or
d.h.c.p. phases. More recently, however, no such tran-
sitions were found (Shen et al., 1998, 2004). It is highly
likely that both the previously observed distortion
from h.c.p. to orthorhombic, and a change in stacking
order h.c.p.! d.h.c.p. were due to deviatoric stresses
using hard pressure media in the diamond cell.

In order to clarify these earlier discrepancies on
the iron phase behavior, we made new measurements
at the new laser-heating beamline ID 27 at the ESRF
using argon as a pressure medium. Heating technique
and temperature measurements were identical to
those in our own laboratory (see below). We found
that 68 GPa and 2700 K is the highest pressure and
temperature where f.c.c. iron could be clearly identi-
fied. The actual pressure was probably higher,
because it was measured at room temperature and
was not corrected for a thermal pressure increase. For
the cell configuration used in these measurements,
this pressure increase could be of the order of 1 GPa
(Chudinovskikh and Boehler, 2003). No other iron
phases other than f.c.c. and h.c.p. could be observed.
Newer shock velocity measurements on preheated
iron (Ahrens et al., 2002; also shown in Figure 5)
also show no additional transitions along the shock
path other than melting at 71 GPa, indicating that
iron melted from the f.c.c. phase.

2.18.2.2 Iron Melting below 100 GPa

Most of the iron melting measurements are at
pressures below 100 GPa. The results from different
laboratories using six different methods in the laser-
heated diamond cell and shock experiments
are now in very good agreement within the
experimental uncertainty of about �100 K.
Therefore, the iron melting curve to 100 GPa is
probably better constrained than that for any other
material (Ahrens et al., 2002; Boehler, 1993; Jephcoat
and Besedin, 1996; Saxena et al., 1994; Shen et al.,
2004; Yoo et al., 1996).

The measurement of pressure and temperature in
the laser-heated diamond cell is now straightforward
and their uncertainty is much smaller than the exist-
ing discrepancies at the highest pressure of 200 GPa.
The detection of melting is more challenging, but
there are a number of physical property changes

between solid and liquid that are measurable in the
diamond cell. For iron, discontinuous changes in the
resistivity of thin wires (Boehler, 1986) and changes
in reflectivity and laser power (Boehler et al., 1990;
Boehler, 1993; Saxena et al., 1993) have been mea-
sured. The most drastic change between solid and
liquid is the loss of strength at melting. This often
causes motion on the sample surface that can be made
visible with the speckle pattern of an argon-laser
beam (Boehler et al., 1996; Jephcoat and Besedin,
1996). These methods were compared in some
experiments with the first observation of microscopic
melt features on the surface of the quenched sample
for iron (Boehler, 1993) and for a number of other
metals (Errandonea et al., 2001). Additionally, the
observation of motion was successfully tested against
known melting temperatures for tungsten in vacuum
(Boehler and Errandonea, 2002) and alkali halides at
low pressures (Boehler et al., 1996). The results for
iron from these different measurements are in very
good agreement. Additionally, the effect of different
pressure media on the melting temperatures has been
thoroughly checked (Boehler, 1993; Boehler et al.,
1990). These melting results have been recently con-
firmed using X-ray diffraction, which probably yields
the most conclusive melting criterion. However,
X-ray experiments are significantly more challenging
than optical measurements because they can only be
done with synchrotron radiation and require special
conditions for temperature gradients and sample size,
which limits the pressure range. Up to 58 GPa, diffu-
sive X-ray scattering from laser-heated iron samples
has been documented above the melting temperature
(Shen et al., 2004), shown by the open triangles in
Figure 5. All the measurements without melt fea-
tures fall below the Boehler melting curve, and all
data indicative of melting fall above that curve. This
has been used to argue for higher melting tempera-
tures. One has too keep in mind, however, that in
order to produce an X-ray pattern that contains dif-
fuse diffractions, a finite amount of material has to be
in the molten state. Moreover, the heated surface
from which the temperature is measured is always
hotter than the bulk material and, thus, the data
points indicating melting must lie significantly
above the melting curve. This fact may lead to an
overestimation of the melting temperature using X-
ray diffraction (see also for tantalum (Errandonea
et al., 2003). Thus, we see no experimental evidence
for higher melting temperatures as often claimed.

Jephcoat and Besedin (1996) compared the melt-
ing temperatures of argon and iron and predicted a
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crossover of the argon and the iron melting curves at
47 GPa and 2750� 200 K. From more recent
extended melting measurments of argon (Boehler
et al., 2001) and Shen et al.’s (2004) new iron melting
data, this crossover point is probably better con-
strained at 50� 1 GPa and 2600� 50 K, but still in
good agreement with the earlier estimate.

Additional evidence for ‘low’ iron melting tem-
peratures below 100 GPa comes from shock velocity
measurements on preheated iron (Ahrens et al., 2002).
At P�T conditions shown by the cross in Figure 5
(71� 2 GPa, 2775� 160 K), a very sharp drop in the
shock velocity was observed which is due to melting.
Temperatures in this work were calculated and possi-
ble overshoot of the equilibrium melt conditions was
not taken into account. An accurate estimate of the
uncertainty in this measurement is therefore difficult.

Recently, we collected new data using argon as a
pressure medium to much higher pressures
(>100 GPa) than in previous work where the
pressure medium above 35 GPa was Al2O3. We
employed several improved experimental techni-
ques. Two new 40 W diode-pumped Nd:vanadate
lasers (INAZUMA, Spectra-Physics) with perfect
TEM00 mode and perfect power stability resulted
in larger hot spots and reduced temperature fluctua-
tions to less than 10 degrees. A new gasket, consisting
of tungsten and diamond powder, provided a signifi-
cantly larger cell volume and thus a more efficient
thermal insulation of the sample from the diamonds,
leading to a reduction in the temperature gradients.
Moreover, we significantly improved the optical
resolution by replacing the previous reflecting objec-
tive with achromatic lenses. These achromats,
however, used in a conventional configuration,
cause errors in the temperature measurements from
small hot spots due to their finite chromatic aberra-
tion (Boehler, 2000). We measured these temperature
errors as a function of numerical aperture, which was
varied by inserting an iris diaphragm in the parallel
light path between the two achromats. This error
becomes negligible when the numerical aperture is
reduced by a factor of 3. This iris reduces the optical
resolution to about 2–3 mm and the light intensity by
a factor of 10. For temperature measurement, this is
sufficient and does not reduce its accuracy. The iris is
opened during visual observation to increase the
optical resolution.

Even though argon is solid above 50 GPa along
the iron melting curve, it remains very soft during
heating and recrystallizes, as evident from the very
small pressure gradients measured throughout the

pressure chamber after heating. Below about
70 GPa, melting of iron is readily and reproducibly
detected by motion using the well-tested laser-
speckle method, which is described elsewhere
(Boehler, 2000) and discussed above. Above
�70 GPa, however, motion on the sample surface
during melting becomes very sluggish, and at
100 GPa either does not exist or becomes undetect-
able. This was generally observed for many other
materials during a vast amount of measurements in
the past few years. A possible cause for this phenom-
enon may be an increase in the viscosity of the melt at
high pressure (discussed in more detail below). The
previously reported observation of motion up to
200 GPa (Boehler, 1993) must therefore have been
due to a combination of low optical resolution, laser
beam instabilities, higher temperature gradients in
the Al2O3-matrix, and change in reflectivity. Using
the new optics, a reproducible sharp increase in the
reflectivity upon melting and decrease upon freezing
of the sample could be more clearly observed. These
new data are shown by the open diamonds in
Figure 5. It should be noted that relating changes
in the reflectivity to melting or freezing have been
thoroughly checked against other methods (listed
above) at lower pressures.

In summary, from the very good agreement
between the visually measured melting temperatures,
the new X-ray measurements, and the shock measure-
ments, one has to conclude that at 100 GPa the iron
melting temperature must be below 3000 K. The older
melting temperatures of over 4000 K (Williams et al.,
1987) at this pressure should therefore be discarded.

2.18.2.3 Iron Melting above 100 GPa

The melting temperature of iron at core pressures
remains uncertain as a result of significant differences
between the diamond-cell measurements, shock data,
and theory. The results of these measurements
(Figure 5) and theoretical calculations (Alfé et al.,
1999; Belonoshko et al., 2000; Laio et al., 2000) are
plotted in Figure 6. The differences may be resolved,
at least partially, by the presence of local structures in
the melt that can also account for a high core
viscosity.

2.18.2.4 Diamond-Cell Measurements of
Iron and Transition Metals

The only diamond-cell measurements above
100 GPa are from Boehler (1993); up to 200 GPa)
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and Saxena et al. (1994; up to 140 GPa). These two
sets of measurements using similar methods to detect
melting are in good agreement and well within the
experimental uncertainty, suggesting a melting tem-
perature at 200 GPa near 4000 K. A generous
absolute uncertainty in these measurements is less
than �200 K at the highest pressures. This includes
the uncertainty in the melt detection, the precision of
the temperature measurements, and worst-case
assumptions on changes in the emissivity-wavelength
dependence of iron at these conditions compared to
those measured at one atmosphere.

The two largest possible error sources in these
measurements are uncertainties in the melting criter-
ion and chemical reactions between molten iron and
the Al2O3-pressure medium in these experiments.
The possibility of lowering the iron melting tem-
peratures due to chemical reactions between molten
iron and Al2O3 can be excluded because recovered
iron samples have since been frequently checked by
electron-microprobe analysis yielding negative
results. There is also no indication of a reaction
between liquid iron and argon from our recent
in situ synchrotron X-ray measurements up to

100 GPa and to over 3600 K. The visual measure-
ment of melting still needs to be confirmed above
100 GPa using other methods. This is a great experi-
mental challenge, but in view of the good agreement
between different methods to detect melting at lower
pressures, we are unable to assign additional error
sources in these measurements which could drive the
iron melting curve to significantly higher
temperatures.

The melting temperature of iron at the IOCB
(330 GPa) was determined, using the Kraut–
Kennedy relationship, by a linear extrapolation of
the melting temperature and density measured
between 100 and 200 GPa to 330 GPa. K–K is a
simplified version of the Lindemann melting rela-
tionship. In volume, this extrapolation from 200 to
330 GPa is only 11% of the total compression of iron
and leads to a melting temperature of less than
5000 K at the IOCB. The total uncertainty is unlikely
to exceed 300 K. These measurements are in serious
disagreement with the predictions of Alfé et al. and
Belonoshko et al., but are in much better agreement
with those of Laio et al. The agreement with shock
data is mixed.

In order to better judge the reasonableness of our
DAC Fe melting measurements a systematic study
was undertaken for a wide range of other elemental
materials with the purpose of acquiring greater
insight into the phenomena of melting. Figure 7
contains a plot of transition metal melting curves
and of two well-understood nontransition materials,
Ar (Zha et al., 1986) and Al (Boehler and Ross, 1997).
All of the experimental data were collected using
essentially the same experimental setups. The melt-
ing curves of Cu, Ar, and Al have significantly higher
melting temperatures and melting slopes than the
f.c.c. transition metals (Fe, Co, Ni). The b.c.c.
(W, Ta, Mo) melting curves have even smaller,
nearly flat melting curves (Errandonea et al., 2001).

To obtain some physical understanding as to why
transition metals have relatively low melting slopes, a
model (Ross et al., 2004) was developed that explained
that for the case of partially filled d-electron bands the
loss of structural periodicity associated can lead to a
lowering of the liquid energy relative to the solid,
thereby lowering the melting temperature. According
to this model, Cu, which has a filled d-electron band,
should have a higher melting slope than its neighbor
Ni (which has a partially filled d-band). To test this
model, measurements of the Cu melting curve were
extended to near 100 GPa (3650 K), and the Ni melting
curve to 84 GPa (2970 K) ( Japel et al., 2005). These
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data (Figure 7) show that the melting slope for Cu is
about 2.5 times steeper than for Ni (and Fe and Co). In
effect, the ‘withdrawal’ of a single electron from the
filled Cu d-shell, to ‘create’ Ni with a partially filled
d-shell, is sufficient to cause a dramatic drop in the
melting slope. The model predicts that with increasing
pressure the d-electron population rises, due to the
s–d-transition, thereby maintaining a low melting
slope. The neighboring metals Ni, Co, and Fe have
nearly identical melting curves. Overall, we find the Fe
melting curve is typical of the f.c.c. transition metals.
While it is the main component of the Earth’s core, it
does not have a special place in the pantheon of metals.

2.18.2.5 Local Structures of Icosahedral
Short-Range Order in Transition Metal Melts

A possible mechanism for lowering the transition
metal melting slopes may be the presence in the
melt of clusters of icosahedral short-range order
(ISRO). In contrast to the solid, the absence of long-
range order allows the liquid greater flexibility to
lower its energy by forming local structures. ISRO
is favored by the fivefold symmetric d-electron char-
acter of the charge density. Evidence for the presence
of ISRO clustering in stable and under-cooled melts
of transition metals at ambient conditions have been
reported by Schenk et al. (2002) and Lee et al. (2004)
using neutron scattering and in situ X-ray diffraction
methods, respectively. Among these metals are Ni,

Fe, Zr (Schenk et al., 2002), Fe, and Ti (Lee et al.,
2004). First-principles MD simulations made by
Jakse and Pasturel (2004) also found evidence for
the existence of short-range order in the stable and
undercooled melts of Ni, Zr, and Ta.

Icosahedral clusters consisting of 13 atoms, 12
atoms with fivefold symmetry surrounding a central
atom (Lee et al., 2004) and interacting by a Lennard-
Jones potential has an energy that is 8.4% lower than
a close-packed arrangement (Frank, 1952). Although
it is impossible to create a crystalline structure in
which each atom has fivefold symmetry, randomly
packed ISRO clusters of varying sizes may evolve
continuously and be interconnected throughout the
liquid (Jónsson and Anderson, 1988). As a result, a
fractional presence of ISRO will reduce the average
liquid energy and increase the mixing entropy rela-
tive to a hard-sphere-like liquid, thereby lowering
the melting temperature. The concentration of ISRO
clusters in transition metal melts can be expected to
increase at elevated pressures due to the s–d electron
transfer. Recently, measurements made in a laser-
heated DAC were reported that extended the melt-
ing curve of Xe to 80 GPa and 3350 K (Ross et al.,
2005). The steep lowering of the melting slope
(dT/dP) observed near 17 GPa and 2750 K were
shown to be the result of hybridization of the p-like
valence and d-like conduction states with the forma-
tion of ISRO clusters. Falconi et al. (2005) reported X-
ray diffraction measurements in liquid Cs in which
they observed a discontinuity in the liquid density
above 3.9 GPa, accompanied by a structural change,
‘‘suggesting the existence of pressure-induced dsp3

electronic hybridization.’’
The presence of local structures in the iron melt at

elevated pressure are likely to increase its viscosity.
Qualitative experimental observations we made of
the melt motion using the laser-speckle method (see
Section 2.18.2.2) may support this hypothesis. For all
materials ranging from noble gases to alkali halides,
oxides, and many metals, we observed that the vigor
of motion strongly decreased with increasing pres-
sure along, and even far above, the melting curve.
Often, the disappearance of motion limited the pres-
sure range of these melting measurements. The exact
nature of this observed motion is not understood, but
apart from temperature gradients, surface tension,
and the strength of the pressure medium, it is likely
related to the viscosity of the melt. The direct mea-
surement of melt viscosities at very high pressures is
probably impossible, but reporting qualitative obser-
vations may be helpful to support this hypothesis. At
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‘low’ pressures up to about 50 GPa, we observe
motions in liquid iron comparable to those observed
in stirred light oil at ambient conditions (about
1 Pa s). The vigor of motion is certainly significantly
less than that measured for water or molten iron at
one atmosphere (10�3 Pa s) or that observed for mol-
ten water at several tens of gigapascal (Schwager
et al., 2004). Above 70 GPa, motion in liquid iron
slows down significantly and is probably comparable
to that of molten lava (103�104 Pa s). At 100 GPa,
there is no evidence of motion, not even at tempera-
tures exceeding the melting temperatures (measured
by the change in reflectivity, see above) up to 1000 K.
In the absence of further tests and in view of the
complex nature of motion, however, it would be
speculative to draw direct conclusions to the pressure
dependence of iron melt viscosities.

Shen et al. (2004) have recently reported X-ray
scattering data for liquid Fe measured in a DAC up
to 58 GPa. They conclude that the structure factor
preserves the same shape as that of a close-packed
hard-sphere liquid over the full pressure range, and
that this supports the view that the viscosity of liquid
iron does not change from its ambient value. However,
an inspection of their data (their Figure 3) shows that
while the location of the first peak remains unchanged
from 27 GPa to 58 GPa, the position of the second and
higher peaks shift continuously to Q values lower than
those for hard sphere, indicating pressure-induced
non-hard-sphere-like liquid structure. This data
needs to be further analyzed in terms of an alternative
liquid ordering model.

2.18.2.6 Shock Melting

Phase transitions may be identified in experiments
employing shock waves by the measurement of dis-
continuities; in sound velocities, temperature, and
pressure–volume Hugoniot curves. Discontinuities in
the P�V Hugoniot, originating from melting, are gen-
erally too small to be reliable, except for very accurate
data. Because of the loss of shear strength in the liquid,
measurements of the sound velocity has proved to be
the most useful method for detecting the pressure and
density at melting. Since temperature measurements
have not proven feasible for opaque materials, such as
Fe (Yoo et al., 1993), they need to be calculated. These
calculations (Boness and Brown, 1990; Brown and
McQueen, 1986) depend on estimates of the specific
heat and Grüneisen parameter, which for iron lead to
uncertainties of order �500 K. Each of the diagnostic
methods suffer from the possibility that the short

nanosecond timescales of the shock transit may cause

overshoot of the equilibrium melt pressure resulting in

an overestimate of the melting temperatures.
Brown and McQueen (1986) have reported two

discontinuities in the sound velocity from measure-

ments along the iron Hugoniot, one at 200 GPa

(�4000 K) and a second at 243 GPa (�5500 K). The

first was identified as the onset of a solid–solid transi-

tion, and the second as the onset of shock melting.

Recently, however, Nguyen and Holmes (2004) have

reported sound velocity measurements, which show

only a single transition, interpreted as melting, with an

onset at 225 GPa (5100� 500 K), a pressure lying

between the two transitions of BM. These data are

plotted in Figure 8.
Except for the region between about 200 GPa and

240 GPa, the shock melting data of Brown and

McQueen and Nguyen and Holmes are in good agree-

ment. A consistent picture can be drawn in which the

solid melts at 200 GPa to a viscous melt, and the

normal, less viscous liquid exists above 225–243 GPa.

The corresponding calculated temperature at 200 GPa

is 4350� 500 K (Boness and Brown, 1990), compared

to 3850� 200 K on Boehler’s melting curve. Thus, the

two data sets would agree within their experimental

uncertainties. We suggest that a plausible explanation
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for the offset is due to an overshoot and superheating
in the shock experiment.

In order to superheat a bulk solid, there must be a
barrier to the nucleation of the melt. Appreciable
bulk superheating of solids with shock waves has
been observed in alkali halides (Boness and Brown,
1993; Swenson et al., 1985) and fused quartz (Lyzenga
et al., 1983) and discussed by Luo (Luo and Ahrens,
2003) for metals. In the case of alkali halides and
fused quartz, the overshoot is due to a need for a
structural reorganization from the solid to liquid on a
nanosecond timescale. A possible mechanism for an
overshoot in iron is the presence of ISRO clusters in
the melt providing a viscosity sufficiently high as to
delay melting by about 10% in pressure, from 200 to
225 GPa. Brown (2001) has reported that an exam-
ination of a definitive set of Los Alamos Hugoniot
data (Brown et al., 2000) for iron, in the pressure range
to 442 GPa, shows a small density-change disconti-
nuity of about –0.7% at 200 GPa. Brown infers that
this supports the conclusion that a phase of iron other
than h.c.p. may be stable above 200 GPa.

2.18.2.7 Theoretical Calculations of
the Iron Melting Curve

Calculations for iron melting have been made to
360 GPa (Alfé et al., 2002, 2004a; Belonoshko et al.,
2000; Laio et al., 2000). The results of these calcula-
tions were shown in Figure 6. The experimental
DAC Fe melting curve is in agreement with the
theoretical predictions of Laio et al. (2000), but
those of Alfé et al. and Belonoshko et al. (Alfé et al.,
2002; Belonoshko et al., 2000) are considerably higher
in temperature and do not converge with the iron
melting curve at 100 GPa.

Belonoshko et al. based their two-phase equili-
brium calculations on model potentials fitted to
quantum calculations of the Fe solid phases at 0 K,
so there is no assurance that these potentials can
reproduce correctly the physical properties of the
solid or liquid melt at extreme conditions. A more
rigorous method for calculating the properties,
ab initio density functional theory molecular
dynamics (DFT-MD), was employed by Alfé et al.
(1999, 2002, 2004a) and Laio et al., (2000). In the
DFT-MD method, the total energy is calculated
quantum mechanically, and the ions are moved in
accordance with the calculated forces. An accurate
simulation requires a large number of atoms and
computer time. Because it is extremely slow and
expensive to carry out MD DFT simulations of

melting on large systems, Alfé et al. employ a pertur-

bation approximation to calculate free energy of the

melt. The calculations start out with atoms interact-

ing by an inverse power potential and switches

continuously to the system of interest, in this case

iron, over a reversible path. At each step along the

trajectory a full simulation is made for the coupled

system. Since the free energy of the inverse-power

system is well known, the free energy of the system of

interest can be determined by adding to it the change

in free energy calculated along the path (de Konig

et al., 1999). While this method has proved to be very

useful for many systems of interest, it raises the

question of whether the adiabatic switching method

can form ISRO clusters, or any other locally coordi-

nated structure over a continuous reversible path, by

starting from a simple inert gas-like liquid. In other

words, is the method ergodic? Can it access all ther-

modynamically available states of the system in

allowable time?
In an attempt to address these questions, we have

compared the calculated melting curves for Fe (Alfé

et al., 2002; Laio et al., 2000) and Cu (Vocadlo et al.,

2004) with the experimental melting curves

(Figure 9). The calculations of Vocadlo et al. and

Alfé et al., for Cu and Fe, respectively, were made

with essentially the same computer program using

the adiabatic switching method. The Cu melting

calculations of Vocadlo et al. (2004) are in agreement

with the Cu experimental curve ( Japel et al., 2005),
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but the Fe melting curve calculated by Alfé et al. also
falls on the same Cu experimental curve. The adia-
batic switching method predicts melting curves for
Cu and Fe that are almost indistinguishable, in dras-
tic contrast to the experimental evidence, using
identical techniques for both metals. Since Cu has a
closed d-band below an s-like valence band while Fe
has a partially filled d-band at the Fermi surface, this
suggests a failure of the switching method to properly
account for the differentiating role of d-electrons in
transition metal melting. It appears that in the case of
iron, the final melt structure is biased by the starting
configuration. Nevertheless, the adiabatic switching
method remains useful for carefully chosen systems.

Laio et al., by taking an approach similar to that of
Aguado and Madden, employed a ‘force-matching’
procedure in which the interactions were calculated
by the DFT method at a number of atomic config-
urations in the solid and liquid at a P�T condition
and fitted to a parameterized potential. The potential
constructed this way has limited transferability, and
will not be transferable to other P�T conditions for
which the process needs to be repeated. The melting
temperature at a given Pm�Tm point is calculated by
a solid–liquid coexistence method. Laio et al.’s report
is brief, and a full understanding of why the results
agree with experiments is lacking. But the fact that
the ‘force-matching’ procedure does address the local
interactions suggests that this method may provide
an improved approach to transition metals.

Since the solid structure is well understood, it is
apparent from our discussion that uncertainties in the
liquid modeling remain the more important problem.
Given the wide range in the theoretical predictions
for the melting curves for any geological material, it
might be a useful exercise for theorists to first set
their sights on developing improved liquid models
before reporting new sets of melting calculations.
Traditionally, experimental data have been used to
validate theoretical models.

2.18.3 Viscosity of Iron at Earth Core
Conditions

Thirty years ago, Jacobs (1975) made the frequently
cited statement: ‘‘The viscosity of the Earth’s core is
one of the least well known physical parameters of
the Earth. Estimates in the literature of the kinematic
viscosity differ by many orders of magnitude, ranging
from 10�3 to 1011 cm2/sec.’’ These predicted viscos-
ities range from values measured for liquid iron at

1 atm (similar to water, about 10�3 Pa s) to those of
glass-like liquids (like pitch, 1010 Pa s). There
remains even today a broad consensus that the region
of the outer core, from 135 to 330 GPa, suffers from a
very high unexplained viscosity (Anderson, 1980;
Palmer and Smylie, 1999; Stevenson, 1983; Smylie,
1999). In order to reconcile the high core viscosities
derived from various seismic observations with low
liquid iron viscosities, Stevenson suggested a two-
phase suspension model (solid iron or oxide particles
in liquid iron) and obtained high viscosities of up to
1011 Pa s. Such a view appears consistent with a melt
containing randomly packed ISRO clusters in liquid
iron. Clearly, more experimental work on liquid
structures are necessary.

Theoretical estimates of the viscosity of molten
iron at core conditions were done using several
unknown thermodynamic parameters such as the
activation energy (Poirier, 1988), and the predicted
low viscosities have been recently supported by MD
simulations (Wijs et al., 1998). There are, however,
qualitative trends indicating an increasing viscosity
of liquid iron with increasing pressure. At low pres-
sure, there have been a number of attempts, for
example, by LeBlanc and Secco (1996), to measure
the viscosity of liquid iron–sulfur alloys at high pres-
sure to a few gigapascals. A theoretical analysis of
grain-size measurements of quenched iron liquid to
10 GPa is also indicative of a strong pressure depen-
dence of the viscosity (Brazhkin and Lyapin, 2000).
These measurements are probably not representative
for core conditions, but they support the generally
observed increase of viscosity with pressure such as
Bridgman’s early experiment on organic liquids,
measurements for the noble gases (Trappeniers
et al., 1980), and our own observations for liquid
iron (see above).

The shock melting and laser-heated DAC mea-
surements near 200–243 GPa and 4000–5000 K,
while falling short of the conditions of the IOCB,
now represent the only experimental results near
that boundary. From our qualitative observations of
the speckle motion of the iron melt in the laser-
heated DAC, one may conclude that the viscosity of
molten iron does not resemble that of water or liquid
iron at 1 atm (10�3 Pa s) commonly used by dynamo
theorists, but is orders of magnitude greater.
Moreover, a further investigation of the reasons for
the discrepancies between the DAC and shock melt-
ing temperature, and between the two sets of shock
measurements, may have the potential for providing
new information for estimating the viscosity of
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molten iron at core conditions. The very large uncer-
tainty in the prediction of the viscosity of liquid iron
at outer-core conditions requires a new understand-
ing of the atomic ordering in the melt.
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Alfé D, Gillan MJ, and Price GD (1999) The melting curve of iron
at the pressures of the Earth’s core from ab initio calcula-
tions. Nature 401: 462–464.
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2.19.1 Introduction

2.19.1.1 The Importance of Thermal
Conductivity to Geophysics

Fourier (c. 1820) recognized that the geothermal gra-

dient could be used to estimate the Earth’s age. His

equation links thermal conductivity (k) and tempera-

ture (T) to the flux:

F ¼ – k qT=qn ½1�

where the length-scale n is normal to the surface.
To solve eqn [1], Kelvin (c. 1864) treated the
Earth as a one-dimensional (1-D), semi-infinite
solid; his age of 100 My for the Earth was accepted
until the discovery of radioactivity in the early
1900s. Kelvin’s solution is still used to model
global power (flux times surface area) from mea-
surements of oceanic heat flux (Pollack et al., 1993;
discussed by Hofmeister and Criss 2005a, 2005b,
2006).

The surface flux is one clue to Earth’s thermal
state. Probing the workings of Earth’s interior and its
thermal evolution also requires detailed knowledge
of k or of thermal diffusivity:

D ¼ k

�CP

½2�

where � is density and CP is heat capacity.
Temperature derivatives of D or k are crucial,
which is revealed by examining the equation for
heat conduction in an isotropic medium:

�CP

qT

qt
¼ kr2T þ H

þ qk

qT

qT

qx

� �2

þ qT

qy

� �2

þ qT

qz

� �2
" #

½3�

where t is time and H describes heat sources such as
radioactivity (Carslaw and Jaeger, 1959). The specific
forms and values of k(T), or D(T), strongly influence
the temperature distribution obtained in conductive

Nomenclature
a lattice constant

A absorption coefficient

B, B1, b, b1� � � fitting parameters

c speed of light

C,c heat capacity

d thickness or grain-size

dif,rad diffusive and radiative

D thermal diffusivity

DHO damped harmonic oscillator

f extinction coefficient

F flux

FWHM full width at half maximum

G shear modulus

h Planck’s constant

H heat source term

i, j, k, m integer indices or exponents

I intensity

k thermal conductivity

kB Boltzmann’s constant

K bulk modulus

lat lattice

L grid spacing

LFA laser flash analysis

M molar formula weight

n index of refraction

n, x, y, z scalar directions

P pressure

PTGS picosecond transient grating

spectroscopy

q wave vector

Q contact resistance

r radiative contribution

R reflectivity

s hc�ave /kB

S source function

t time

T temperature

u group velocity (sound speed)

V volume

X concentration

Z formula units in the primitive cell

� thermal expansivity

� Grüneisen parameter

� Anderson–Grüneisen parameter

� Debye temperature

# temperature function

� wavelength

� mean free path

� frequency

	 emissivity

� density


 Stephan–Boltzmann constant

� lifetime

j angle

! circular frequency
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cooling models due to the nonlinear nature of eqn
[3]. Examples include warming of subducting slabs,
stability of olivine near the transition zone, occur-
rence of deep earthquakes (Hauck et al., 1999;
Branlund et al., 2000), buckling of the lithosphere
(Gerbault, 2000), the geotherm (Hofmeister, 1999),
and lithospheric cooling (Honda and Yuen, 2001,
2004).

Thermal transport properties play a crucial role in
mantle convection, as this phenomenon results from
competition between diffusion of heat (thermal con-
ductivity), resistance to motion (viscosity), and
buoyancy forces. Variable thermal conductivity has
mostly been neglected in modern geodynamic stu-
dies, in view of the much stronger, exponential
dependence of viscosity on temperature (e.g.,
Tackley, 1996), with a few exceptions (e.g., Yuen
and Zhang, 1989). However, even regimes considered
to be dominated by viscosity, as at high Rayleigh
numbers, are impacted by variable k (Dubuffet et al.,
2000). Numerical convection models of the Earth
have shown that the functional form for k (T )
strongly influences the character of the solutions
through feedback in the temperature equation.
Feedback occurs because k is a coefficient inside the
differential operator of the temperature equation,
which is nonlinear, much like eqn [3] for conduction.
The effect of variable k on mantle convection is not
overridden by simultaneously and strongly varying
viscosity (van den Berg et al., 2004, 2005; Yanagawa
et al., 2005). Small changes in k with T are important
because (1) the time-dependence of an infinite
Prandtl number fluid such as the mantle is primarily
governed by the temperature equation, and (2) the
temperature equation functions as a ‘master’ equa-
tion, whereas the momentum equation, which is
governed by viscosity, responds instantaneously as
the ‘slave’ equation (Haken, 1977; Hofmeister and
Yuen (in press)). Consequently, accurate characteri-
zation of k (or D) at temperature is essential in
modeling planetary heat flow on any scale (e.g.,
Starin et al., 2000; Yuen et al., 2000; Schott et al.,
2001; Dubuffet et al., 2002).

2.19.1.2 Types of Thermal Transport and
Justification for Omitting Metals

The functional dependence of k (or D) on T is regu-
lated by processes operating on microscopic to
mesoscopic scales (Figure 1). In the Earth, heat
transfer is diffusive, as assumed in geodynamic mod-
els. Transport of heat by scattering of ‘phonons’

(quantized lattice vibrations) within each individual
mineral grain is termed lattice conductivity (klat). For
electrical insulators such as mantle minerals, heat is
also diffused radiatively by ‘photons’ and represented
by an effective thermal conductivity, krad,dif, calcu-
lated from spectra. The process involves grain-to-
grain progressive absorption and re-emission of
photons down a shallow temperature gradient in the
medium (Figure 2(a)). However, laboratory experi-
ments with steep temperature gradients involve a
different kind of radiative transfer, termed boundary-
to-boundary, direct, or ballistic (Figure 2(b)),
wherein light from the source warms the thermocou-
ple with negligible or scant participation of the
medium (e.g., Lee and Kingery, 1960; Kanamori
et al., 1968; Hofmeister, 2005). Confusion of direct
with diffusive processes led to misinterpretation of
experimental data on minerals used in geophysical
applications, starting with the efforts of Birch and
Clark (1940) and continuing today (cf. Gibert et al.,
2005; Pertermann and Hofmeister, 2006).

Geophysical studies concerning heat transport in
the metallic core utilize k obtained from electrical
conductivity (
) using Drude’s classical model (e.g.,
Anderson, 1998), which assumes that heat is trans-
ported through collisions involving electrons.
However, the Wiedemann–Franz ratio (k/
T )
depends on temperature, which is unexpected
(Burns, 1990), and measurements of k for Fe and Ni
metals in particular do not follow the pressure
dependence predicted for electronic transport of
heat (e.g., Sundqvist, 1981). To accurately predict
heat transport at extremely high P and T of the
core requires experimental measurements of k(P, T)

Metals
(Fe, Ni) 

Opaque
insulators
(FeO, FeS) 

Partially transparent 
insulators
(silicates, MgO) 

Electron
scattering 

Phonon
scattering
(klat)

Photon
diffusion
(krad,dif) 

Ballistic photons (experiments)

Figure 1 Types of Earth materials and associated

mechanisms of heat transport. Ovals indicate mechanisms

operating in the mantle. Starburst indicates mechanisms
present only in the laboratory.
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for diverse metals and improvements in both theore-
tical models. Therefore, this chapter does not further
discuss metals.

2.19.1.3 History of Mineral Physics Efforts
and the Current State of Affairs

Earth materials were probed in the pioneering
experiments on the temperature (Eucken, 1911)
and pressure response of thermal conductivity
(Bridgeman, 1924). The seminal study of Birch and
Clark (1940) found that k depends weakly on chemi-
cal composition, and increases with T, even though
only 400�C was reached. Based on the interpretation
that such increases represent strong diffusive radia-
tive transfer, theoretical arguments that krad,dif goes at
T 3 (Kellett, 1952), inference of high interior tem-
peratures for the Earth, and thermal modeling,
Lubimova (1958) and MacDonald (1959) concluded
that radiative transfer is a key process in Earth’s
mantle. Interestingly, Preston (1956) pointed out
that grain boundaries and ionic Fe content could
limit the effiacy of radiative transfer. Evidence for
plate tectonics led to the inference that mantle

convection provides an efficient means for expulsing
heat from the Earth, which made it unneccessary to
call on the presence of strong radiative transfer to
prevent an overly hot interior. Consequently,
detailed calculations of radiative transfer for mantle
minerals were limited to olivine (e.g., Shankland et al.,
1979). Only recently have issues of high interior
radiative transfer and the effect of grain size been
revisited (e.g., Hofmeister, 1999).

Measurement and calculations in geoscience from
c. 1960–1980 focused on the lattice contribution par-
alleling theoretical and experimental efforts in
materials science (e.g., Klemens, 1958; Slack, 1979).
Few studies of deep-Earth materials were performed
during 1980–2000 largely due to the view that
viscosity has overriding importance in geodynamics
(Tozer, 1965). However, lithospheric processes and
materials have been a continued focus (summarized
by Clauser and Huenges (1995); also see Seipold
(1998) and Vosteen and Schellschmidt (2003)).

Mineral physics and geodynamics research into
thermal transport have recently been stimulated by
the spectroscopic model for both components of
k (T ) of Hofmeister (1999) and its implementation
in geodynamic models mainly by D. A. Yuen and
colleagues. Concurrent advances made in the accu-
rate measurement of D using the contact-free, laser-
flash technique that dominates research in materials
science and engineering (Degiovanni et al., 1994;
Mehling et al., 1998) have only recently been trans-
ferred to Earth science (Büttner et al., 1998;
Hofmeister 2004b, 2006; Pertermann and
Hofmeister, 2006). Methods commonly used involve
contact with thermocouples (e.g., Xu et al., 2004;
Osako et al., 2004; Gibert et al., 2005) and are subject
to unwanted and irrelevant direct radiative transfer,
as well as to systematic underestimation of k due to
contact resistance at interfaces (Hofmeister, 2007).
Inconsistencies exist even for mantle olivine, which
has been probed more than any other mineral (see
Gibert et al. (2003)).

2.19.1.4 Scope of the Present Chapter

To address the inconsistencies in the existing
database, this report relies on the materials science
literature, and clarifies conditions needed for radia-
tive transfer to be diffusive. A primary goal is to
ascertain conditions under which contact measure-
ments of k or D, which constitute the bulk of
experimental determinations, are trustworthy.
Single crystals are the focus because (1) pressures

Direct 

Diffusive 

Source crystal sink 

Hot Cold

(a) (b)

Figure 2 Schematics of photon transport mechanisms.
(a) Diffusive vs direct radiative transfer in an internally

heated medium comprised of grains. In a low temperature

gradient, each grain is effectively isothermal. The shades

of the grains indicate the gradual temperature change.
Diffusion (white arrows) involves emissions of photons

by a hot grain, which are absorbed by nearby warm

grains, which emit light in accord with their cooler

temperatures. Each grain is both an emitter and a receiver.
Black arrows show direct transfer of a photon from a hot to a

cold grain; here, no interaction with the intervening grains

occurs. (b) Mixed direct and diffusive radiative transfer in
laboratory experiments. Shading indicates the temperature

gradient across a single crystal or glass. Heat from

photons diffuses into the medium because the intensity of

the light is increasingly attenuated with distance, indicated
by the inverse correlation of arrow width and length. Direct

transfer occurs when some amount of light traverses the

entire sample, warming the sink (sensor). (a) Reprinted

from Hofmeister AM (2005) The dependence of radiative
transfer on grain-size, temperature, and pressure:

Implications for mantle processes. Journal of Geodynamics

40: 51–72.
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and temperatures inside the Earth should produce
well-annealed grain boundaries, minimizing resis-
tance at interfaces, and thus single-crystal data
should represent the mantle, (2) data on polycrys-
tals (rocks) will be affected by grain boundary
behavior, for example, the T dependence could be
altered by differential thermal expansion, whereas
the P dependence could be affected by compression
of pore space, (3) understanding heat transport in
single crystals is a precursor to deciphering more
complicated behavior of agglomerates, and (4) pro-
blems associated with single-crystal measurements
are likely present in studies of rocks, but are diffi-
cult to recognize. The unfortunate conclusion is
that results from contact methods for geophysically
important silicates and oxides systematically under-
estimate k or D at low T due to thermal resistance
at interfaces, and overestimate k at high T due to
spurious radiative transfer. Problems with the mea-
surements have limited understanding of
microscopic behavior, necessitating evaluation of
theoretical models of klat and krad,dif. Effects of P

and T are the focus because the dependence on
chemical composition and phase are implicit in
the physical properties which enter into the formu-
lae. Spectral data for lower-mantle phases are
insufficient to constrain krad,dif, so estimates are
provided.

2.19.2 Theory of Heat Flow in
Electrically Insulating Solid Matter

2.19.2.1 Phonon Scattering

Debye’s (1914) analogy of the scattering of phonons
to collisions of molecules in a gas forms the basis
of all models of heat transport in insulators.
Peierls (1929) and Klemens (1958) related
lattice thermal conductivity to summations of the
form

klat ¼
1

3

�

ZM

X3

j¼1

X3NZ

i¼1

cij u
2
ij �i ½4�

where is M is the molar formula weight, Z is the
number of formula units in the primitive unit cell,
uij is the group velocity (¼ d!i/dqj), qj is the wave
vector, !i¼ 2�vi is the circular frequency of a given
mode, vi is frequency, � i is the mean free lifetime,
i¼ 1 to 3NZ sums the normal modes of a crystal with
N atoms in the formula unit, and j¼ 1 to 3 sums the

three orthogonal directions. Also, the Einstein heat
capacity of each vibrational mode

ci ¼
hvi

kBT

� �2

exp
hvi

kBT

� �,
1 – exp

hvi

kBT

� �� �2

½5�

is calculated per mole at constant volume, where h

is Planck’s constant, and kB is Boltzmann’s constant.
All such models are approximate, including those
obtaining parameters from quantum mechanical
formulations, because the underlying, mean free
gas theory of Claussius is inexact, for example,
even the factor of 3 in eqn [4] is approximate
(Reif, 1965).

Given the success of Debye’s model for CV, para-
meters for acoustic modes have generally been used
to calculate klat, and optic modes were considered to
play a minor part (e.g., Slack, 1979). Several problems

exist: (1) Near-zero speeds have been the reason
provided for neglecting optic modes, but slow speeds
exist only at the center and edges of the Brillouin
zone and at the barycenter of the peak in frequency
space (e.g., Burns, 1990; Hofmeister, 2001). Speeds of
acoustic modes are also near zero at the Brillouin

zone edge, and thus acoustic modes have similar
limitations in transporting heat. (2) Most importantly,
lifetimes are roughly estimated and are generally
assumed to go as 1/T (Ziman, 1962; Roufosse and
Klemens, 1973). An alternative model was developed
to quantify lifetimes from spectra of optic modes

(e.g., Hofmeister, 1999). The following subsections
summarize the forms predicted for klat and D.

2.19.2.1.1 Acoustic models of lattice

heat transport

By assuming three phonon collisions and that the
mean free path goes as 1/T above the Debye tem-
perature (�), Peierls (1929) reproduced Eucken’s

(1911) empirical law:

klat ¼ B=T for T > � ½6�

Dugdale and MacDonald (1955) estimated the
fitting parameter B in eqn [6] using dimensional
analysis:

klat ¼
CV

3�

u

�th

a

T
¼ VKT

3

u

�th
2

a

T
½6a�

where �th¼�VKT/CV is the thermal Gruneisen para-
meter,� is thermal expansivity, KT is the bulk modulus,
V is molar volume, u is a sound speed, and a3 is the
volume of the unit cell. Models based on Peierls’ work
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give different values of B. Julian’s (1965) correction of
Liebfried and Schlömann’s (1954) work provides

klat ¼
24

20

41=3

�th
2

kB�

h

� �3
ZMa

T
½6b�

which differs by a factor of �7 from that of Roufosse
and Klemens (1973):

klat ¼
1

21=6�1=3

31=3

�th
2

kB�

h

� �3
ZMa

T
½6c�

The prefactors in eqn [6b] and [6c] pertain to T > �,
which is �700 K for mantle minerals.

Because the mean free path of the phonons cannot
become shorter than the unit cell, eqn [6] is no longer
valid at some very high temperature (e.g., Ziman,
1962). Roufosse and Klemens (1974) explored the
limiting temperature with their relationship

klat ¼
B

T

2

3

B1

T

� �1=2

þ 1

3

T

B1

" #
for T > � ½7�

where the constant B1 is related to the Debye fre-
quency and the number of atoms in the formula. For
simple solids, B1 is �500 K, and deviations from eqn
[6] of �15% are seen only above twice this tempera-
ture. For complex crystal structures, B1 should be
1000–2000 K, and thus eqn [6] should be valid up to
the melting temperatures of minerals (Roufosse and
Klemens, 1974). Liebfried and Schlöman in 1960
reached the same conclusion.

For four-phonon events and T > �, Pomeranchuk
(1943) found that k�T�5/4, whereas Klemens (1969)
proposed that

klat �
1

BT þ B1T 2
½8�

and Ziman (1962) provided:

klat �
1

BT
þ 1

B1T 2
½9�

Defects in crystals (e.g., structural incongruities or
chemical substitutions) have been considered as the
source of departures from Eucken’s law (eqn [6]).
The form

klat ¼ B=T m; 0 < m < 1 ½10�

can be traced back to experimental work by Lees
(1905), but as discussed by Roufosse and Klemens
(1973), subsequent measurements on the same mate-
rial provided the inverse temperature dependence of
eqn [6]. Nonetheless, theoretical studies have tried to
quantify this effect. By assuming that the frequency

dependence for scattering of ‘photons’ applies to
scattering of ‘phonons’ from point defects, Klemens
(1960) concluded that m¼ 1/2 for temperatures near
or above �, and applied this result to solid solutions.
Roufosse and Klemens (1974) state that defect con-
centrations >5 atom% are needed for this result to be
valid. Scattering from defects and vacancies has also
been used to validate a formula that is widely used in
analysis of rocks:

klat �
1

B þ B1T
for T > � ½11�

(Madarasz and Klemens, 1987). Because heat
capacity is nearly constant for T > � and � is weakly
temperature dependent, the forms for klat in eqns
[6]–[11] apply to Dlat as well.

Near 298 K, k is roughly approximated. Ziman
(1962) provided

�expð – �=TÞ for T < � ½12�

In geoscience, the high-temperature forms (eqns
[6]–[11]) are commonly compared to measurements
at 298 K.

The pressure dependence of k is inferred from
that of the prefactors in the high T limit (e.g.,
Pierrus and Sigalas, 1985). Debye’s model restricts
values of mode Grüneisen parameters (�i¼ q ln vi/
q ln V, where vi is frequency) by assuming linear
dispersion, that is, ui� via� viV

1/3 for a cubic lattice.
The definition of group velocity, ui¼ dvi/ds, where
s¼ 2�/a for the cubic lattice, gives ui � �iviV

1/3.
Thus, Debye’s model requires that mode Grüneisen
parameters are constant and near unity, and their
derivatives, qi¼ q ln �i/q ln V are null (Hofmeister,
2007). Using � _ v in eqns [6b] and [6c] leads to

qðlnðklatÞÞ
qP

¼ 1

KT

3�ave þ 2qave –
1

3

� �
� 4

KT

; T > � and qave � 0 ½13a�

In evaluating eqn [6a], <u> is approximated as
(VKT)1/2, the bulk sound speed, giving

qðlnðklatÞÞ
qP

¼ 1

KT

3

2

qKT

qP
þ 2qth –

11

6

� �
� 6

KT

for T > � ½13b�

Roughly, qth¼ 1þ �T – qKT/qP, where �T¼ (1/�KT)
(qKT/qT). This approximation omits terms on the
order of 0.1. Generally, qth is near 1 and qKT/qP¼ K’
is near 4 (Anderson and Isaak, 1995; Knittle, 1995;
Hofmeister and Mao, 2002).
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2.19.2.1.2 The damped harmonic
oscillator (DHO) – phonon gas model

Lifetimes of optic modes obtained through the

DHO model of Lorentz pertain to heat transport

(Hofmeister, 1999, 2001, 2004b, 2004c, 2006;

Giesting and Hofmeister, 2002; Giesting et al., 2004).

The lifetime of any mode, � i, equals 1/2�FWHMi,

where FWHMi is the full width at half maximum

from individual peaks in the dielectric functions that

are extracted from infrared (IR) reflectivity data (e.g.,

Spitzer et al., 1962). Raman peaks directly provide

FWHMi, although instrumental broadening may exist.

For each mode, FWHMi describes its interaction with

all other modes in a real crystal, and includes effects

such as anharmonicity and scattering from defects, and

should represent an average across the Brillouin zone.
Because information is lacking on the specific

dependence of uij on wave vector for each mode,

average properties are used to describe thermal con-

ductivity. Equation [4] reduces to

klat ¼
�

3ZM
CV uh i2� ¼ �

3ZM

CV uh i2

2� FWHMh i ½14�

Velocities of acoustic and optic modes should be
roughly similar inside the Brillouin zone, so acoustic
velocities are averaged to provide <u >. The specific
form for <u >, for example, a simple versus a
weighted average, is determined from comparing
calculated to measured k for series of isostructural
compounds (Hofmeister, 2001, 2004c).

Models have focused on thermal conductivity for
historical reasons. However, the temperature depen-

dence of klat (specifically, the maximum near 200 K)

is complex, due to the ‘S’-shaped T-response of heat

capacity (Hofmeister, 2006). Because CP (T ) is well-

known for minerals (e.g., Berman and Brown, 1985),

and � (T ) is fairly well-constrained due to thermal

expansivity being small (e.g., Fei, 1995), the tempera-

ture response of klat is readily derived from eqn [2]

once D (T ) is known. A simple formula is obtained

from eqn [14] by neglecting the �3% difference

between CP and CV :

DlatðTÞ ¼
uðTÞh i�ðTÞ

3Z
¼ uðTÞh i2

6�Z FWHMðTÞh i ½15�

where �¼<u>� is the mean free path, and M has
been absorbed into the heat capacity. Possible forms
for D (T ) are inferred from the responses of u and
FWHM to T.

Sound velocities of dense minerals depend weakly
on temperature; q(ln u)/qT is near – 0.004% K�1 for

grossular and pyrope garnets and is – 0.006 to

–0.008% K�1 for forsterite and olivine (Anderson

and Isaak, 1995). FWHM are obtained from IR

reflectivity data., but measurements at temperature

are rare. Absorption peak widths cannot be used, as

these are a convolution of the longitudinal (LO) and

transverse (TO) components. Raman spectra of var-

ious garnets show that peak widths increase strongly

as temperature increases (Gillet et al., 1992), but this

parameter was not quantified. Raman spectra show

that forsterite and olivine peak widths increase

strongly with T (Kolesov and Geiger, 2004a), such

that q(ln FWHM)/qT is near 0.14% K�1 for three

Raman peaks examined in detail. This result com-

pares closely with quantitative analysis of IR data for

MgO which provides q(ln FWHM)/qT¼ 0.25% K�1

(Kachare et al., 1972). Thus, the temperature depen-

dence of D is dominated by the response of FWHM.

From the above data and eqn [15], 1/D should

depend directly on T. Observation of finite peak

width for MgO at 4 K (e.g., Kachare et al., 1972) and

near 5 K for Raman bands of fayalite (Kolesov and

Geiger, 2004b) suggests the form

1

D
¼ 6�Z

u2
0

FWHM0 þ bT þ � � �ð Þ 1þ b1T þ � � �ð Þ

� B þ B1T þ B2T 2 þ � � � ½16�

where b, B, etc. are constants. The linear coefficient
B1 should dominate and has a positive sign
(Hofmeister, 2006). To allow for the dependence of
u on T being nonnegligible, Pertermann and
Hofmeister (2006) represented thermal diffusivity by

D � B þ B1

T
þ B2

T 2
þ � � � ½17�

The above results hold at all temperatures.
However, at very high T, peak widths can become

constant, resulting in constant values for either 1/D

or D. In the kinetic theory of gases, lifetimes are

connected with number of molecules per unit

volume (e.g., Reif, 1965). At 298 K, the FWHM of

diverse crystalline structures appears to be connected

with the number of phonons within the primitive unit

cell (Hofmeister, 2004c). As temperature increases,

overtone-combination modes are excited, but satura-

tion in the number of modes occurs when T is high

enough that the continuum dominates the statistics

(see Mitra, 1969), and increasing T no longer signifi-

cantly changes the number of phonons. For silicate

spinels, overtone-combinations are not observed

above about �2400 cm�1 (Hofmeister and Mao,
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2001), indicating that continuum statistics should
control vibrational behavior at the energy equivalent
temperature of �1600 K. This example suggests that
constant D should occur at T � 2�.

Assuming that the mode Grüneisen parameters,
�i¼ (K/vi) (qvi/qP) where K pertains to the volume
of the vibrating unit are roughly equal, and that ai

3 on
average equals the volume, gives

q lnðklatÞð Þ
qP

¼ 1

KT

m�ave þ
1

3
– 2qave

� �
–
qln <FWHM>

qP

� 4

KT

½18�

where m¼ 2 for � >�250 K, m¼ 3 for �� 400 K, and
m¼ 4 for � > � 550 K (refractory mantle minerals).
Previous derivations of q ln klat/qP (Hofmeister, 1999)
are missing the term –2qave because linear dispersion
was assumed in error. However, as qave in eqn [18]
averages qi, this should be very close to 0 (Hofmeister
and Mao, 2002). Roughly, �ave equals �th.

The pressure dependence of � or FWHM should
be small; this property is closely related to population
of vibrational states which are governed by tempera-
ture, not pressure. Few relevant spectroscopic
measurements exist. Raman measurements above
100 K of ZnO and NaNO3 (Serrano et al., 2003;
Jordan et al., 1994) give q ln(FWHM)/qP¼ 0.
Derivatives below 100 K from other materials are
larger, �1–10% GPa�1, but this trend could be due
to the methanol–ethanol medium being stiff at lower
T (Hofmeister, 2007). It appears that q ln(FWHM)/
qP is small above 298 K. Eliminating the small terms
in eqn [18], provides the previous relation, q ln klat/
qP¼ (4�th þ1/3)/KT, which sets an upper limit.

2.19.2.1.3 Bulk sound model for pressure

derivatives

From eqn [14] and assuming that <u> is the bulk
sound velocity provides

q lnðklatÞð Þ
qP

¼ 1

KT

qKT

qP
þ 1

CV

qCV

qP
þ 1

�

q�
qP
ffi K 9

KT

� 4

KT

½19�

(Hofmeister, 2007). The pressure derivative of CP

is near zero for minerals, as inferred from the
thermodynamic identity qCP/qP¼�T q2V/qT 2¼
�TV(�2þ q�/qT). Available measurements on
MgO (Andersson and Bäckström, 1986), olivine, and
garnet (Osako et al., 2004) corroborate this inference,
providing CP

�1qCP/qP � 0.4% GPa�1 which is
1/10th of klat

�1qklat/qP¼ 5% GPa�1. Given the

uncertainties, slightly positive values from experi-
ments, and slightly negative values from above
thermodynamic identiy, CP

�1qCP/qP is negligible.
As discussed above, the last term is small and nega-
tive since compression should provide more frequent
collisions and hence shorter lifetimes. Thus, an upper
limit is provided by the simplied version of eqn [19]:

q lnðklatÞð Þ
qP

¼ K 9

KT

½19a�

The small size of the CP derivative and eqn [2] leads
to a model-independent relation:

q lnðklatÞð Þ
qP

¼ 1

KT

þ qðlnDÞ
qP

½20�

2.19.2.2 Radiative Transport in Partially
Transparent Materials (Insulators)

Radiative transfer is conceptually difficult. Not only is
this process frequency and temperature dependent,
but three different length scales are involved (the
size of the particulates involved in physical scattering,
the distance over which about half of the photon flux is
absorbed, and the distance over which temperature
changes significantly). Depending on the relative
sizes of these length scales, radiative transfer can
occur with and without participation of the interven-
ing medium (Figures 1 and 2), that is, as diffusive or
direct end-member types. It is commonly assumed
that average absorption coefficients represent photon
mean free paths (e.g., Ross, 1997). This over simplifi-
cation has led to misinterpretation of direct radiative
processes, which occur under optically thin condi-
tions, as being diffusive, which requires optically
thick conditions, and questionable use of laboratory
experiments to constrain behavior of photons in the
mantle. To ascertain which type of radiative transfer
operates we compare the above length scales.

2.19.2.2.1 Distinguishing direct from

diffusive radiative transport on the basis

of frequency-dependent attenuation
The average grain size in the mantle is �1 mm, based
on rock samples. If a trivial amount (0.005%) of the
photons are back-reflected at grain boundaries due to
mismatches between indices of refraction, then scat-
tered light is essentially extinguished over distances of
2–200 m. This extinction length does not include
absorption losses, and thus holds for frequency regions
with virtually no absorbance. Mantle temperature gra-
dients are below �10 K km�1. Light emitted from any
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given grain thus should not reach another grain with a

temperature differing by more than 1 K, so direct

radiative transfer is impossible. Grain-to-grain diffu-

sion (i.e., absorption and re-emission) of internally

generated heat describes the physical process within

the mantle at all frequencies, and is calculated from

optical spectra (Section 2.19.2.2.2).
That radiative processes operating in the laboratory

differ from those in the Earth is evident in the tem-

perature gradients, which are�1 K mm�1 in laser-flash

experiments (Parker et al., 1961) and larger in contact

measurements, compared to 10�5 K mm�1 in mantle

boundary layers. Direct radiative transfer occurs when

a significant proportion of the photon flux crosses the

sample (Figure 2), and is aided by strong temperature

contrasts across a small distance (Lee and Kingery,

1960). The concern in laboratory experiments is that

the transparency of the near-IR region (Figure 3)

allows the graybody emissions of the heater to cross

the sample largely unattenuated, warming the thermo-

couple without participation of the medium.
How much light crosses the sample at any given

frequency depends on the true absorption coefficient

[A(v)] and thickness (d )

AðvÞd ¼ – ln IT ðvÞ=I0ðvÞ½ � þ 2ln½1 –RðvÞ� ½21�

and where IT is the intensity of light exiting the
crystal, and I0 is intensity entering the crystal. The
reflectivity (R¼ IR/I0, where IR is intensity reflected
from the surface) term accounts for laboratory mea-
surements being obtained from a sample with flat,
parallel surfaces. For weakly absorbing spectral
regions, and normal incidence

R ¼ ðn – 1Þ2=ðnþ 1Þ2 ½22�

where n is the index of refraction. If additional scat-
tering is present, such as from grain boundaries or
imperfections, a baseline is subtracted to obtain A.
Roughly, a medium is optically thin if A(v)d < 1,
which allows >36% of the light to pass through.
For a medium to be optically thick and the process
to be considered diffusive, A(v)d > 2, in which case
<14% of the light is transmitted (Siegel and Howell,
1972).

Emission characteristics are also germane.
Planck’s blackbody function is

IbbðvÞ ¼
2hv5

c3

1

exp hcv=kBTð Þ – 1

� �
½23�

where the energy density is provided on a per wave-
length basis. Blackbody intensity increases about 10-
fold between 500 and 900�C. The blackbody peak
also shifts rapidly with T:

vmax ¼ ðin cm – 1Þ ¼ 3:451Tðin KÞ ½24�

and dominates the near-IR at temperatures of heat
transfer experiments (Figure 3).

Measuring absolute values of A at high T is diffi-
cult (Grzechnik and McMillan, 1998). Relevant near-

IR data on minerals concern hydroxyl absorptions.

Not all reported A values include a baseline correc-

tion, and virtually all of the mineralogical literature

uses common logarithms in a format analagous to eqn

[21]. We account for these differences, and use oli-

vine to represent minerals with Fe2þ in octahedral

sites because characteristics of the d-d electronic

transitions are largely determined by the site occu-

pied by Fe, whereas characteristics of the overtones

of the Si–O tetrahedron vary little among diverse

minerals (cf. olivine to quartz near 2000 cm�1 in

Figure 3). Similarly, quartz should represent

Fe-free minerals.
For quartz, A < 0.05 mm�1 for 3700 cm�1 < v

< 4200 cm�1 from �20 to 579�C, using n ¼ 1.55 in

eqns [22] and [21] and figure 16 of Aines and

Rossman (1985). This weak absorbance is associated

with overtones of hydroxyl or water, which are
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Figure 3 Near-IR spectra of olivine and quartz, and

blackbody curves as functions of frequency and temperature.
Assorted gray curves and left Y-axis ¼ blackbody function at

various temperatures, as labeled (widely spaced dots in the

upper left corner only¼ 1000� C). Olivine (Fo90) data ¼
medium black lines from Hofmeister (2005) and thick lines
from Ullrich et al. (2002). Quartz data ¼ fine lines from Aines

and Rossman (1985), offset for clarity: A actually is 0 for the

flat section near 4000 cm�1. For temperatures accessed in
contact measurements of k or D (up to �800� C), the

blackbody curve occupies the transparent spectral region of

Fe-free minerals and those with octahedral Fe2þ.
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�1/100th the intensity of the fundamentals present

near 3500 cm�1 (Figure 3). The data indicate that
low absorbance should persist into the visible region

and to higher temperatures. Measurements of micro-

crystalline and milky quartz up to 700�C (Yamagishi
et al., 1997) and fused silica up to �1400�C
(Grzechnik and McMillan, 1998) provide confirma-

tion. Quartz is quite transparent (�80% of the near-

IR to visible flux is transmitted across 4 mm), and
direct radiative transfer is expected over many cen-

timeters, thicknesses much larger than used in

contact experiments (e.g., Kanamori et al., 1968;
Gibert et al., 2005).

Olivine spectra (Figure 3) show that A is essen-
tially negligible up to �300�C in the transparent

near-IR region. The rise at low frequency at 25�C
between 5000 and 6000 cm�1 seen by Ullrich et al.

(2002) is not supported by our results or those of

Taran and Langer (2001), and may be due to low

sensitivity near the limit of their spectral range. For
this reason, it is difficult to extrapolate the measure-

ments of Ullrich et al. (2002) into the near-IR in order

to estimate A (T ) at the most transparent frequencies.

We suggest that A is �0.1 mm�1 at 4000 cm�1 near
800�C, and thus that >50% of the flux in the narrow

region from �3000 to 4500 cm�1 is transmitted for

4 mm lengths typical in heat transfer experiments.
This inference is corroborated by the results of

Gibert et al. (2005) wherein direct radiative transport

is observed in temperature–time curves of large oli-

vine samples (Section 2.19.3.2). Most of the
blackbody peak at these temperatures occupies this

spectral segment (Figure 3), and thus radiative trans-

fer for Fe2þ-bearing samples is largely direct at the
temperatures of up to 800�C probed in conventional

methods. Direct radiative transport is unavoidable in

experimental measurements of other minerals with
octahedral Fe2þ: pyroxene, the �-, -, and �-poly-

morphs of olivine, and magnesiowüstite (cf. Burns,

1970; Goto et al., 1980; Ross, 1997; Keppler and

Smyth, 2005).

The presence of direct radiative transfer in con-
tact measurements is indicated by an increase in k

with T above �400�C (Figure 4). This change is

associated with the strong nonlinear increase of

blackbody flux in the transparent near-IR, not with
involvement of Fe2þ absorptions, as these negligibly

overlap with the blackbody curve at such low tem-

peratures (Figure 3). That the change in qk/qT for
quartz, which lacks Fe2þ bands, occurs at a similar

temperature (Kanamori et al., 1968) and shows that

direct radiative transfer in the near-IR governs both
minerals.

Figure 5 summarizes conditions under which
radiative transfer is diffusive or direct. The amount
of direct radiative transfer in laboratory experiments
depends on boundary conditions.

2.19.2.2.2 Spectroscopic models for

diffusive radiative transport inside the

Earth

For an optically thick, nonopaque medium in local
radiative equilibrium
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Figure 4 Literature data on the temperature dependence

of the measured total thermal conductivity from single-

crystal olivines. Black symbols (labeled with orientations)
are Fe#¼Fe/(FeþMg)¼0.11 measured using PTGS (Chai

et al., 1996). Solid lines¼ [100]; dotted lines¼ [001]; dashed

lines ¼ [010]. Light gray heavy lines are polynomial fits for

Fe#¼0.08 and Fe#¼ 0.13 using a laser-wave method
(Schatz and Simmons, 1972a). Medium black lines are

laser-flash data (Perterman and Hofmeister, 2006). Medium

gray lines are for a remote heating thermocouple method

(Gibert et al., 2005). All other studies use contact methods.
Dot-dashed lines ¼ unknown composition and orientations

of Beck et al. (1978). Small squares are (001) for Fe#¼ 0.18

(Kanamori et al., 1968). Widely spaced dotted line labeled
K13 is Fe#¼0.13 (Kobayashi, 1974). Thin lines labeled K8

are the three axes for Fe#¼0.08 (Kobayashi, 1974). Very

thin lines are three orientations of Fe#¼0.08 acquired at

2.5 GPa (Schärmeli, 1982).
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krad;dif ðT Þ ¼
4�

3

Z 1
0

�ðv;TÞ

	 c

v2

qf½nðv;TÞ�2Sðv;T Þg
qT

dv ½25�

provides energy density on a per wavelength basis,
where the source function (S) in geophysical models
has generally been assumed to be Planck’s blackbody
function and � was related to absorption character-
istics only (Clark, 1957; Shankland et al., 1979). Based
on radiative transfer models in other disciplines (e.g.,
Brewster, 1992; Hapke, 1993; Kaufmann and
Freedman, 2002), Hofmeister (2004a, 2005) revised
geophysical models to account for grain-size. Wave
numbers (v¼ 1/�) are presumed. The convention of
Brewster (1992), wherein � occurs in eqn [23] rather
than in eqn [25], was used only by Hofmeister
(2004b).

Few materials emit as perfect blackbodies. Instead,
the intensity produced is S¼ 	Ibb, where emissivity

(	) is a material property. Because each grain in
Earth’s mantle serves as a source (Figure 2), emissiv-
ity is obtained from Kirchhoff’s (c. 1861) law of
radiation:

	ðvÞ ¼ 1 – exp½ – dAðvÞ� ½26�

The importance of emissivity is confirmed in a
thought experiment: removing one grain from the

mantle leaves a cavity that vibrations cannot propo-
gate into. Radiative flux into the cavity is
Frad¼ 	
T4, where 
 is the Stefan–Boltzmann con-
stant (e.g., Halliday and Resnick, 1966). From this
relation and eqn [1], Frad¼ –krad,difqT/qr, so krad,dif

must be proportional to 	.
The mean free path is controlled by both scatter-

ing and attenuation:

1

�
¼ 1

d
þ AðvÞ ½27�

(e.g., Lee and Kingery, 1960). We neglect effects of
grain shape and use an average grain-size in eqns
[25]–[27], as is assumed when incorporating viscous
damping in geodynamic models (e.g., Ranalli, 2001).
Since forward scattering dominates, we do not con-
sider a directional dependence nor do we distinguish
between grain-size and thickness.

To evaluate eqn [25], an additional physical pro-
cess in a grainy medium must be accounted for: the
amount of light exiting any given grain is reduced

from the incident intensity not only by absorption,

but also by back reflections at its surfaces (eqns [21]

and [22]). This step is necessary because back reflec-
tions and high absorbance together produce opaque

spectral regions for which krad,dif¼ 0. Frequency

regions that are opaque are excluded from the integral.

Opacity occurs when the product dA(v) reaches a
critical value, controlled by R (eqns [21] and [22]),

such that the light from any given grain cannot reach

its second nearest-neighbor. When A(v)d approaches 7

(�<0.1% transmission), the sample is effectively opa-
que. Allowing this limit to vary significantly (from

0.005 to 2%) gives similar results (Hofmeister, 2005).
Given the approximate nature of radiative trans-

fer models, eqn [25] is simplified based on the

dependence of material properties on v, T, and P.
The near-IR to UV spectral range need only be

considered, as the lattice modes in the IR and the

metal-oxygen charge transfer bands in the far-UV are

too intense to permit radiative transfer. The result
(Hofmeister, 2005) is

krad;dif ðTÞ ¼
4�dn2

3

X Z upper

lower

ð1 – e – dAÞ
ð1þ dAÞv2

	 q½Ibbðv;TÞ�
qT

dv ½28�

where the sum allows for possible existence of multi-
ple transparent regions.

The pressure dependence of krad,dif is unimportant
compared to temperature effects. The relevant

Opaque or
metallic?

yes
No radiative

transfer

no

Optically thin,
all relevent

yes
Direct radiative
transfer (e.g.,
Mehling et al.’s
1998 model)

no

Optically
thick, all

relevent v ?

Is A
constant?

 yes

krad,dif

~T 

3

yes

krad,dif
from
integral
(eqn [28]) 

nono

Mixture of diffusive
and direct, requires
modified models, e.g., v
limits of integral (eqn
[28]) 

Figure 5 Flowchart for discerning whether radiative

transfer is diffusive or direct, with links to appropriate

models, discussed in the text. ‘All relevant �’ refers to
frequencies up to where Ibb is negligible at the temperature

of interest.
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quantity, qA/qP¼ (qA/qv)(qv/qP), has opposite
signs above and below the peak center, causing
qkrad,dif/qP to be highly temperature dependent,
due to the peak positions and widths of A and Ibb

both depending on T (Hofmeister, 2005). At mantle
temperatures, the derivative is close to zero.
Evaluating qkrad,dif/qP relevant to the mantle
requires near-IR spectra at simultaneously elevated
P and T, and cannot be determined from only qv/qP

at 298 K as previously considered (e.g., Ross, 1997;
Keppler and Smyth, 2005).

2.19.2.2.3 Understanding the general

behavior of krad,dif from asymptotic limits
For dark, but not opaque materials (dA large but <7),
eqn [28] reduces to the result of Shankland et al.
(1979). If, in addition, A is constant over all frequency,
and eqn [28] is integrated from v¼ 0 to 1, Clark’s
(1957) formula results in

krad;dif ¼
16

3

T 3=A ðfor dA large and constantÞ ½29�

Although these conditions are rarely met in miner-
als, eqn [29] describes some key features of
radiative diffusion. Note that d is not explicitly
contained in the formula. For an opaque medium
(A!1) and any value of d, the limit (krad,dif! 0)
is obtained. When dA exceeds a critical value
depending on reflectivity and texture (discussed
above), krad,dif! 0. The results of Shankland et al.
(1979), derived without considering grain size, are
invalid for very weakly absorbing regions unless
grain size is very, very large.

For nearly transparent materials and A indepen-
dent of v and T, eqn [28], integrated from v¼ 0 to1,
provides a very different result:

krad;dif ¼
16

3

T 3d2A ðfor dA small and constantÞ ½30�

Thus, as A! 0, krad,dif!0. Diffusive radiative trans-
fer is absent in a fully transparent medium because
photons cannot warm the medium unless absorbed.
As d! 0, krad,dif!0. This case approximates exceed-
ingly fine-grained ceramics that are effectively
opaque due to back reflections. Physical scattering
dominates this asymptotic limit.

The form of krad,dif (A) can be inferred from eqns
[29] and [30]. Because qkrad,dif/qA is positive at low
dA but negative at high dA, and both limits for krad are
0, a maximum exists in krad,dif (A). The maximum is
associated with moderate A and grain size, wherein
physical scattering is not overwhelming, significant

light is emitted by individual grains in the mantle,
and this light is not completely extincted proximal to
where it was emitted.

Radiative transfer is more complex than T 3 law in
eqns [29] and [30] because A depends on v and T.
However, the trend in krad,dif with T that should
result from evaluating eqn [25] can be inferred from
these equations (Hofmeister and Yuen (in press)).
The dependence of A on v weakens the temperature
dependence of krad as it truncates the integral of eqn
[28]. For small dA, A increasing with T strengthens
the temperature dependence of krad,dif (eqn [30]).
The effects of A (v) and A (T ) roughly cancel at
small dA, suggesting for small dA, the T 3 law is
roughly correct. But for large dA, A increasing with
T decreases krad,dif (eqn [29]) Dark samples are opa-
que over larger portions of the integral, which further
decreases krad. A much weaker dependence than T 3 is
expected for krad,dif at high T for large dA.

2.19.2.2.4 An approximate formula that

connects krad with concentration

If the peak is narrow and the product Ad is low
enough that the material is partially transparent
over most frequencies, eqn [28] can be evaluated
using the trapezoidal rule:

krad;dif ðT Þ ¼
4dn 2

3

½1 – expð – dAaveÞ�
ð1þ dAaveÞ

�v
2�h2c3vave

4

kBT 2

	 exp hcvave=kBTð Þ
exp hcvave=kBTð Þ – 1½ �2

½31�

where vave and Aave represent the average frequency
and average absorption coefficient for a peak that
spans the interval �v (Hofmeister, 2004a). For a
single band, Aave equals the half height. For broad
or multiple peaks, krad,dif could be calculated by sum-
ming the results for a series of segments, for example,
1/10th of each peak in the spectrum could be eval-
uated individually using eqn [31]. This procedure
could be applied to the near-IR and UV tails. As a
first approximation, we consider a single peak, and
neglect the temperature dependence of the spectral
parameters.

The simplest version of the Beer–Lambert law
(e.g., Rossman, 1988) is used to link concentration
(X) to absorption:

X ¼ Amax=f 9 ¼ Aave=f ½32�

where f or f 9 is termed an extinction coefficient, and
is obtained by comparing spectra from standards with
known concentration.
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The variables in eqn [31] are separable.
Combining eqns [31] and [32] gives

krad;dif ¼ #ðT Þ
8�ckBdn2

3
v2

ave�v
1 – expð – dfXÞ

1þ dfX
½33�

where the temperature function is given by

#ðT Þ ¼ s

T

� �2 expðs=TÞ
½expðs=TÞ – 1�2

½34�

and s¼ hcvave/kB. Equation [34] is the same as
Einstein’s heat capacity function (eqn [5]). Clearly,
the T 3 law does not describe materials with absorp-
tion bands.

2.19.3 Experimental Methods for
the Lattice Contribution

2.19.3.1 Conventional Techniques
Involving Multiple Physical Contacts

Many studies of k (T ) or D (T ) in Earth science utilize
conventional techniques wherein a heat source and
thermocouples directly contact the sample. Contact
methods are limited to �1200 K due to limitations of
the materials used, long measurement times, and
radiative heat losses from the surface (e.g., Parker
et al., 1961). To determine k, steady-state methods
are generally used which require information on
both the flux and the temperature gradient (eqn [1]);
both boundary conditions and sample geometry influ-
ence the results. Obtaining D involves measurement of
the time it takes a thermal disturbance to travel a
certain distance. Some techniques provide both vari-
ables; the transient hot wire and transient hot strip
methods provide k more accurately than D (
6%
and 30%, respectively: Hammerschmidt and Sabuga,
2000). Tye (1969) and Somerton (1992) describe var-
ious methods in detail.

A large database on minerals at ambient
conditions (Horai, 1971) was created using the nee-
dle-probe method, wherein k is determined from a
powder (grain size <50 mm) dispersed in water. In
contrast, most studies of Earth materials at high T use
Ångström’s (c. 1861) method or its variants. In brief, a
sinusoidal source of heat at frequency ! is applied to
one end of a rod-shaped sample, and the phase of the
decaying sinusoidal temperature wave which passes
into the sample is measured at a distance Z along the
rod. Solutions to Fourier’s equation in 1-D show that
the phase depends on Z(!/2D)1/2. Correction terms
address boundary conditions such as surface losses

via radiation to the surroundings. Thermocouple

attachment involves drilling a hole in the center of

the sample and inserting a smaller-diameter wire (Xu

et al., 2004).
For hard solids, conventional measurements com-

monly differ by 
20% even at room temperature

(Ross et al., 1984). For olivine single-crystals with

compositions of Fe/(FeþMg)� 0.1, discrepancies

nearing 50% are seen at 298 K (Figure 4). Offsets

between various data sets are consistent up to

500–700 K, whereupon qk/qT changes sign. Less

regular trends occur at higher temperatures and can

be explained by variable amounts of unwanted, direct

radiative transfer-associated transparency in the

near-IR spectral region (discussed above).

Particulars of the experiments (e.g., contact adhe-

sives, sample thickness, chemical composition)

likely cause of the variation in the position and

degree of the upturns in ktot(T). Radiative effects

are reduced for samples with small grain size or

strong near-IR absorptions (e.g., Fe-rich garnet).

Some researchers tried to separate phonon from

photon components by assuming that krad,dif � cT 3

(e.g., Schatz and Simmons, 1972a, 1972b). Schärmeli

(1982) subtracted krad,dif(T) calculated after

Shankland et al. (1979) from his measurements to

obtain klat. However, all formulae for krad,dif assume

optically thick conditions (Figure 5), which are not

met in the near-IR region in the laboratory (Figures

3 and 5; Section 2.19.2.3.1); consequently, this

approach is invalid.
Radiative transfer does not explain the observed

discrepancies at ambient temperature. Systematic

errors in conventional measurements also arise from

thermal contact resistance and differential thermal

expansion (e.g., Parker et al., 1961). Contact resistance

at the interface explains the variation seen in olivine at

room temperature (e.g., Figure 4). Surface roughness

creates ‘gaps’ through which phonons cannot propa-

gate. Oxidation is another contributing factor (Fried,

1969). This impediment can be described as a thermal

resistance, Q, which is the inverse of the thermal con-

ductivity of the interface. Thermal resistances add

1

kmeas
¼ 1

ksample
þ Q ½35�

(Carslaw and Jaeger, 1959) and thus, contact mea-
surements set a lower limit on k at 298 K, in the
absence of other problems. Differential thermal
expansion between thermocouples and sample can
make Q temperature dependent.
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Use of tall cylinders to measure anisotropy is
problematic. LO modes are excited indirectly as the

phonons propogate along z (Figures 6(a) and 6(b))

analogous to IR absorption experiments (e.g.,

Berman, 1963). As the thickness-to-diameter ratio

increases, proportionately more LO modes are pre-

sent. For noncubic samples, LO modes of the [001]

orientation are closely related to one of the two types

of TO modes for [100] and [001], thus long cylinders

mix polarizations.
Pressure derivatives of k obtained for hard solids

using contact methods can be unreliable because

deformation alters the geometry and cracking

reduces thermal contact; values for q(ln k)/qP often

vary by a factor of 3 between studies (Ross et al., 1984;

Bäckström, 1977; Brydsten et al., 1983; Alm and

Bäckström, 1974). Some uncertainties are due to

pressure determinations and nonhydrostatic condi-

tions, especially in the older works. Hot wire, static

radial flow, and variations of Ångström’s method

have been used. (Note: Radial methods average k

over two directions.) Recent measurements used

Ångström’s method in a multianvil apparatus to

attain high pressures (Xu et al., 2004). The two-strip

method (Andersson and Bäckström, 1986; Osako et al.,
2004) is the most accurate of the techniques used at
pressure for hard solids and single crystals.

2.19.3.2 Methods Using a Single Physical
Contact

Recently, Schilling (1999), Höfer and Schilling
(2002), and Gibert et al. (2005) utilized an approach
in which heat is applied remotely (flux from a fila-
ment), but the sample is in contact with
thermocouples for determining heat flow. We use
the abbreviation RHTM (remote heating thermo-
couple measurement). Problems associated with
multiple contact methods (contact resistance, polar-
ization mixing, and spurious radiative transfer) can
affect RHTM experiments.

The raw data consist of the change in temperature
as a function of the time subsequent to the applied
heat (light) pulse. The resulting temperature–time
curves indicate optically thin conditions, but are not
analyzed in the same manner as laser-flash data (next
section). Finite-difference calculations are used to
determine D from the temperature difference across
the sample by assuming (1) that a constant describes
the heat loss from the surface, and (2) that direct
radiative transfer is proportional to the heat from
the pulse (specifically it is assumed that the rear
surface receives light in proportion to the emitted
heat inferred from measurements of temperature
on the front surface of the sample). This approach
assumes constant, frequency-independent absor-
bance. The equations assume instantaneous appli-
cation of heat, but in actuality the pulse width is
very large, about one-third the time taken for heat
to traverse the sample.

Radiative transfer is incompletely removed by the
finite-difference calculations, as concluded by the
authors and evidenced in positive qD/qT above
�600 K. Höfer and Schilling (2002) and Gibert et al.
(2005) try to separate the components by assuming
forms for each of the phonon and photon components
(specifically, Dlat¼ 1/(B0þ B1T) and Drad¼ BT3).
This approach is invalid for several reasons. (1) The
T 3 law (Clark, 1957) is the form derived for krad, not
Drad. Given their relation (eqn [2]), and the tempera-
tures over which fitting is performed, CP increases
nonlinearly with T and � decreases with T, such that
their responses do not cancel. Moreover, the T3 form
is inappropriate for minerals in general and for Fe2þ-
bearing olivine in particular (Section 2.19.2.2). (2) It is
not possible to simultaneously have optically thin

Sample holder

End cap

(b)

Laser pulse

Emissions(a)

PX

Cold

Hot

PY

PZ

EX EY

Figure 6 Schematics of geometric effects on heat

transfer. (a) Long cylinders used in multiple- and single-

contact methods. Phonons (squiggles) scattered upwards
(along z) have amplitude along x and y, as do any

electromagnetic waves. Inside the sample, atom pairs

vibrate in three directions. Those with dipoles oriented along

x and y interact directly with the heat rising from below,
because the electric field of these dipoles are in the same

direction as that of the heat wave. X and Y dipoles are

TO modes for the orientation shown. Indirect coupling
stimulates the LO modes (dipoles along z), which are

TO modes in the perpendicular orientations. (b) Thin plates

used in laser-flash analysis. Stippled, disk-shaped sample.

Thin samples approximate the ideal situation where only TO
modes exist. The endcap (dark gray) allows only the emitted

light from the center to reach the detector, reducing edge

effects.

556 Thermal Conductivity of the Earth



and optically thick conditions with constant absor-
bance, and so this approach is inconsistent. (3) It is
highly unlikely that the diffusive type of radiative
transfer is present in these experiments at the low
temperatures accessed (Section 2.19.2.3.1). If direct
and diffusive radiative transfer do coexist, the pro-
cesses would occur at different frequencies, requiring
an analysis which accounts for the v and T depen-
dence of A.

Uncertainties of 5% for RHTM rest on compar-
ing quartz data (Höfer and Schilling, 2002) with
previous measurements obtained using conventional
methods (e.g., Kanamori et al., 1968; Beck et al., 1978),
which include spurious radiative transfer and contact
resistance effects. Also, laser-flash measurements
(below) show that Dlat of any given quartz sample
depends on its impurity content, including hydroxyl
(Branlund and Hofmeister, 2004).

The 3! method (e.g., Cahill et al., 1992) also
involves a single contact. Thermal conductivity is
determined below �300 K using a third-harmonic
detection scheme from the self-heating of a
narrow metal line deposited on the sample.
This radial method mixes two polarizations. An
important advantage is insensitivity to blackbody
radiation. This technique has been used at pressures
up to 0.8 GPa (Chen et al., 2004), but not on Earth
materials.

2.19.3.3 Contact-Free, Laser-Flash
Analysis

Accurate (nominally 
2%) measurements of klat are
provided by the contact-free, laser-flash technique
that was originally developed by Parker et al. (1961).
This technique is well-established in applied science,
but because it is uncommon in Earth science (Holt,
1975; Büttner et al., 1998; Hofmeister, 2006), details
are provided.

Main components are a controlled atmosphere
furnace, a high-energy pulsed laser, and an IR detec-
tor (e.g., Bräuer et al., 1992). A sample in the form of a
small slab with parallel faces (�0.3–3 mm thick by 6–
15 mm diameter) is held at temperature in the fur-
nace while emissions from the top of the slab are
monitored remotely with the IR detector (Figures
6 and 7). Additional heat is supplied remotely to the
bottom of the slab by a pulse from an IR laser. As heat
from the pulse diffuses from the bottom to the top of
the sample, the increase in emissions is recorded by
the IR detector (Figure 7). Because emissions are

directly related to temperature (�T4), the detector
response is known as a temperature–time curve. Top
and bottom surfaces of the sample are graphite coated
(thickness �1 mm) to absorb laser light, thereby
shielding the detector, to enhance intensity of the
emissions (e.g., Blumm et al., 1997), and to buffer
oxygen fugacity to C–CO, preventing oxidation of
Fe2þ. Use of metal coatings is discussed below.
Neither thermocouples nor heater contact the sam-
ple, and neither power input nor temperature need
be quantified. Equations used for data analysis
require that the pulse width be significantly shorter
than the time heat takes to cross the sample, which is
met (Figure 7). Because the rise in sample tempera-
ture associated with the pulse is small, �4 K, D is
approximately constant during data acquisition, and
the T dependence of D is determined by varying
furnace temperature (Parker et al., 1961). For thin
samples (Figure 6), the proportion of LO modes
and the effect of contact with the holder on heat
flow are minimized.

A key advantage of LFA in studying Earth
materials is that it permits separation of the lattice
component from unwanted radiative transfer. As heat
diffuses by phonon collisions from the bottom coat to
the top of the sample, the temperature of the top
graphite coat gradually rises (Figure 7(b)). The top
coat reaches a peak emissions at some finite time after
the laser pulse, because phonons travel near
the speed of sound. In contrast, radiative transfer
between the graphite layers is recorded as a virtually
instantaneous rise in emissions after the pulse
(Figure 7(c)), because photons travel near the
speed of light. Phonon and photon heat transfer are
thus visually discernable in the temperature–time
curves (Figure 7), and are extracted using the math-
ematical model of Mehling et al. (1998); see also
Hofmann et al. (1997). Mehling et al.’s model was
developed for optically thin conditions. The formu-
lation accounts for absorbance being frequency
dependent, although values of optical properties
are not needed. Blumm et al. (1997) established
model accuracy by comparing D calculated by apply-
ing Mehling et al.’s (1998) model to measurements
of glass coated with graphite only (which has
some radiative transfer) to D calculated by
applying Cowan’s (1963) model (see below) to mea-
surements of the same glass, for which radiative
transfer was suppressed by first applying an Au
metal coating and then overcoating with graphite
as in Figure 7(a). This double-coating technique of
Degiovanni et al. (1994) only completely suppresses
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boundary-to-boundary radiative transfer at low tem-
perature, so Mehling et al.’s (1998) model is essential
for geophysical studies.

Sources of experimental uncertainty in laser-flash
measurements are implicit in simple models for tem-
perature–time curves arising from phonon transport
alone (e.g., opaque samples, or very low tempera-
tures). Fourier’s equation for heat flow in 1-D is the
basis for analysis. For the simplest case of adiabatic
heating, without any radiative heat transfer,

D ¼ 0:1388 d 2=thalf ½36�

where d is sample thickness and thalf is half of the time
required for temperature to reach the maximum after
the laser pulse (Parker et al., 1961). (Note: Equation
[36] was applied to olivine by Holt (1975), but is not
appropriate due to radiative transfer.) Subsequently,
Cowan (1963) accounted for radiative heat losses
from the front and back surfaces of the sample to
the surroundings. Cape and Lehman (1963) allowed

for the finite width of the laser pulse as well as for
additional heat loss through the sides of the sample.
Other models (Heckman, 1973; Azumi and
Takahashi, 1981) explore effects of idealized laser
pulse shapes. These models were improved by
Josell et al. (1995) and Blumm and Opfermann
(2002) who also developed an algorithm to take the
measured shape of the laser pulse into account.

Although equations more complicated than eqn
[36] are used in LFA, the strong dependence of D

on thickness remains still contributes the main source
of uncertainty. The reliability of each data point is
insured by requiring that calculated and measured
temperature–time curves match. The accuracy for
the technique is considered to be 2%, determined
through benchmarking against metals and graphite
(Blumm and Opfermann, 2002). These opaque and
soft materials lack radiative transfer and have good
thermal contact, allowing calibration against results
from conventional methods. Standard reference
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Figure 7 Temperature–time curves from laser-flash analysis and connection with microscopic process. (a) Physical transfer

of heat during the experiment. A plate-shaped sample (stipple) is coated top and bottom with first gold and then graphite and
held at some given temperature in a furnace. Emissions (light arrows) from the top coat are recorded by an infrared detector,

giving a baseline. The laser pulse (heavy arrow) is absorbed by the bottom graphite coat. Heat from the bottom coat then

either traverses the sample as photons (medium arrow) near light speed (c), or as phonons (squiggle arrow) near sound speed
(u). For pale or transparent samples, radiative transfer is boundary-to-boundary. (b) Record of heat transfer near room

temperature. Emissions are measured as signal voltage and set to zero before the laser fires at t¼ 0 (dotted line). Gray curve,

data; thin black curve, model. Virtually all heat is carried by the phonons, causing the emissions from the top coat to rise

gradually with time. The position for the half rise time (thalf), used in analysis (e.g., eqn [36]), is shown by the circle. (c) High-
temperature results, symbols as in part (b). Radiative transfer from the bottom coat warms the top coat, giving the sharp rise

in emissions almost instantaneously (dotted double arrow). Slower phonon travel occurs afterwards (solid double arrow).

Emissions subsequently decrease as the sample re-equilibrates with its surroundings by radiating from its surface. The

curves for 1173 K are shifted by –500 ms for clarity. The match between data and model at 1570 K is marginally acceptable:
data were not collected beyond this point. Modified from Hofmeister AM (2006) Thermal diffusivity of garnets at high

temperature. Physics and Chemistry of Minerals 33: 45–62.
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materials (SRMs) obtained from the National
Institute of Standards are used (e.g., Henderson
et al., 1998a, 1998b).

2.19.3.4 Additional Contact-Free (Optical)
Techniques

Schatz and Simmons (1972a, 1972b) developed a
time-varying, quasi-steady-state technique that is
contact-free for measurement of k(T). The sample
is maintained at temperature in a furnace, and a CO2

laser applies an additional oscillating heat input to
one side of the sample. Heat emitted from the oppo-
site side is monitored with a near-IR detector.
Samples were not coated, so photon processes con-
tribute to k. The T3 formula for krad is used, which
presumes optically thick conditions at all frequencies
(Figure 5). In contrast, for sample thickness of
�5 mm, optically thin conditions dominate below
�1000 K (Figure 3; figure 9 in Schatz and
Simmons, 1972b). Above �1500 K, samples should
be optically thick, but uncertainties are large.

Picosecond transient grating spectroscopy
(PTGS) has provided thermal diffusivity at ambient
conditions and at �5 GPa (Zaug et al., 1992; Chai
et al., 1996). Results at T are available in thesis form
(Harrell, 2002). Pressure derivatives should be accu-
rate in this contact-free method. In brief, laser pulses
with wavelength�¼ 532 nm crossing at an angle 2j are
used to create an interference pattern with grid spacing
L¼ 0.5 �/sinj. The signal decays as exp(-2t/� ) and the
diffusivity is obtained from the decay rate (� ) and a
radiative component (r) using

1

�
¼ r þ 4�2D

L2
½37�

The decay is measured by the Bragg diffraction of
a third laser pulse. It is argued that r can be neglected,
and in any case the technique provides a maximum
value of D. As discussed by Chai et al. (1996), a
concern is whether long-lived electronic states parti-
cipate, in which case � reflects processes in addition
to the desired thermal relaxation, and D calculated
will be less than the true value. The authors claim
uncertainties in D of 2%, but benchmarking was not
performed.

Other all-optical techniques exist, but have not
been implemented in Earth science. A contact-free
method for pressure studies was developed by
Pangilinan et al. (2000). Optical heating and magne-
tization thermometry were developed for low
temperatures by Hao et al. (2004).

2.19.4 The Database on Lattice
Transport for Mantle Materials

2.19.4.1 Evaluation of Methodologies,
Based Primarily on Results for Olivine

Direct comparison of methods requires single-crystal
data to eliminate textural and porosity differences.
Only for a few minerals (olivine, quartz, NaCl) have
multiple measurements of single crystals been made
using diverse methods (Table 1). Comparisons of
other minerals are precluded due to variations in
chemical compositions, imprecise compositions for
some samples, nonoverlapping temperature ranges,
or varying amounts of disorder.

2.19.4.1.1 Ambient conditions

For olivine, sample variations are unimportant
because (1) San Carlos material was mainly used,
and (2) LFA, which is the most accurate method,
gave the same D values for samples from two differ-
ent localities. For some orientations, D varies up to a
factor of 2 among published studies (Table 1).
Quartz (SiO2) and synthetic samples of NaCl are
essentially pure.

Contact resistance primarily causes the discrepan-
cies as demonstrated by the correlation of room
temperature values with the number of thermal con-
tacts (Figure 8; Hofmeister, 2007). Lee and
Hasselman (1985) reached a similar conclusion by
replacing the remote detector in LFA experiments
with a thermocouple. For olivine, orientationally
averaged values are reduced by 13% per contact.
For NaCl and quartz, D is reduced from laser-flash
results by 4–5% per contact. Less scatter is observed
if average values, rather than individual orientations,
are compared (Figure 8). Averaging also minimizes
possible effects of trace impurities. The behavior is
consistent with polarization mixing occurring in tall
cylinder geometries (Figure 6). RHTM measure-
ments of the olivine axis with the highest D give
values lower than laser-flash results, whereas the
axis with lowest D has higher values than laser flash
results, and both methods provide similar D for the
intermediate axis. The greatest difference occurring
for the tallest cylinder (Table 1) supports this deduc-
tion. As an additional test, we measured D from a
single section of olivine as a function of thickness and
found that at a height-to-diameter ratio, h/d, of 0.1,
LFA provides intrinsic values of D but polarization
mixing clearly occurs when h/d¼ 0.2, elevating D by
20%.
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Table 1 Summary of k or D measurements of oriented single-crystals at room temperature of geophysically relevant solids

Phase Face L (mm) Method DR.T.(mm2 s�1) Upturn T (�C) Reference, notes

Olivines

Fo93–94 100 1.60 Laser-flash 3.25 — Pertermann and Hofmeister (2006)

Needles CA 001 1.88 2.59 —
010 1.05 1.66 —

Fo92 010 0.70 Laser-flash 1.65 — Pertermann and Hofmeister (2006); this work

Pakistan 010 1.55 2.04 —
Fo91 100 9.1 RHTM 2.71 500 Gibert et al. (2005)

San Carlos AZ 001 6.1, 6.6 2.5 550

010 4.5, 5.6 1.77 525

Fo89 100 0.5 PTGS 2.16 R. T. only Chai et al. (1996)
San Carlos AZ 001 0.5 1.87

010 0.5 1.25

Fo93 100 �0.35 Ångström 2.55 Low T Osako (1997) as cited by

Pakistan 001 2.21 Osako et al. (2004)
010 1.53

Fo92 100 2 Thin wire 2.4c, d — Schärmeli (1982)

San Carlos 001 2 2.1c, d — Extrapolated from high P
010 2 1.8c, d 350

Fo92 100 3–5 Modified 2.18 450 Kobayashi (1974)

Arizona 001 3–5 Ångström 1.71 525

010 3–5 1.07 >550
Fo88 001 3–5 Modified 1.85 500 Kanamori et al. (1968)

Japan Ångström

Garnets

Py71Al15Gr14 Xtl 1.17 Laser-flash 1.27 — Hofmeister (2006)

Garnet Ridge AZ
�Py60Al40, Ca?a Xtl 3–5 Modified 1.11 550 Kanamori et al. (1968)

Delaware, PA Ångström

�Py55Al45, Ca? Xtl 8.6 Steady state 1.54c Cryogenic Slack and Oliver (1971)

unknown
Py51Al33Gr16 Xtl 0.5 PTGS 1.02 R. T. only Chai et al. (1996)

unknown

�Py50Al50, Ca?a Xtl 3–5 Modified 1.09 600 Kanamori et al. (1968)

Adirondack NY Ångström
�Py49Al51, Ca? Xtl 11.1 Steady state 1.47c Cryogenic Slack and Oliver (1971)

Py43Al53Gr4 Xtl 1.03 Laser-flash 1.43 — Hofmeister (2006)

unknown

Py39Al50Gr11 Xtl 1.24 Laser-flash 1.23 — Hofmeister (2006)



Gore Mt. NY

Py35Al45Gr20 Xtl 1.24 Laser-flash 1.06 — Hofmeister (2006)

Garnet Ridge AZ
Py34Al58Gr8 Xtl Not reported Ångström 1.19 Low T Osako (1997) as cited by

India Osako et al. (2004)

Py21Al74Gr5 Xtl 1.61 Laser-flash 1.25 — Hofmeister (2006)
Ft. Wrangle AK

Py24Al74Gr1 Xtl 1.05 Pulse 1.19 Extrap. from P Osako et al. (2004)

Bahia, Brazil

Pyroxene

Al-rich enstatite 100 0.5 PTGS 1.26 R. T. only Chai et al. (1996)

Kilbourne Hole NM 010 0.5 1.05
001 0.5 1.66

Mg0.86Fe0.14SiO3
c 3–5 Modified 1.25 — Kobayashi (1974)

Unknown 001 3–5 Ångström 2.35
CaMg0.97Fe0.03Si2O6

c 1.24 Laser-flash 2.54 — Hofmeister and Yuen (in review)

Dekalb NY 001 1.05 3.84

CaMg0.95Fe0.05Si2O6 100 3–5 Modified 1.18 250 Kobayashi (1974)

Quebac Canada 010 3–5 Ångström 1.28 350
001 3–5 1.81 250

Periclase

MgO synthetic xtl 0.84 Laser flash 15.22 — This work

MgO synthetic xtl 7.5 Two-strip 16.5c R. T. only Andersson and Bäckström (1986)
MgO synthetic xtl 12.4 Steady state 17.8c cryogenic Slack (1962)

11.1 16.4c

MgO unknown xtl 2.2 Xenon-flash 19e Low T Makarounis and Jenkins (1962)

Corundum

�-Al2O3 001 4–10 Steady state 8.1 Low T McCarthy and Ballard (1951)
synthetic, Linde 100 4–10 7.4

Quartz
SiO2, anhydrous 001 1.145 Laser-flash 7.17 — Branlund and Hofmeister (in prep.)

Hot springs AK 100 1.198 3.70

SiO2, 50 H/106Si 001 1.740 Laser-flash 6.17 — Branlund and Hofmeister (in prep.)
synthetic 100 1.973 4.45

SiO2 synthetic 001 8.5–20 RHTM 7.00 Near �– transition Höfer and Schilling (2002)

100 8.5–20 3.60

SiO2 001 3–5 Modified 7.14 Near �– transition Kanamori et al. (1968)
Minas Gerais Brazil 100 3–5 Ångström 3.33

Spinel
MgAl2O4 Xtl 1.075 Laser-flash 7.62 — This work

(Continued )



Table 1 (Continued)

Phase Face L (mm) Method DR.T.(mm2 s�1) Upturn T (�C) Reference, notes

FeþZnþCr < 1%, Burma

MgAl2O4 Xtl 1.1 Steady state 7.5 Cryogenic Slack (1962)

Zn� 0.2%, Burma
MgAl0.80Fe0.30Al1.90O4 Xtl 1.78 Laser-flash 2.00 — This work

Parker Mine Canada

Mg0.77Fe0.38al1.84O4 Xtl 0.735 Laser-flash 1.75 — This work

Thailand
Mg0.75Fe0.40Al1.85O4 Xtl 1.1 Steady state 1.8c Cryogenic Slack (1962)

Australia

Orthoclase

K0.95Na0.05AlSi3O8 100 6.1–10 RHTM 0.83 �200 Höfer and Schilling (2002)

with 1.2 wt% Fe2O3 010 6.1–10 1.11 �300
Itrongay Madagascar 001 6.1–10 1.04 �300

KAlSi3O8, some Fe3þ

Fianarantsoa Madagascar

Xtlb �2 Radial 3! 1.13 Cryogenic Cahill et al. (1992) not chemically analyzed

�KAlSi3O8 Plenty River, 100 Not reported Steady state 1.29 R. T. only Sass (1965) not chemically analyzed
Australia 010 1.43

001 1.34

aThe stated compositions of Kanamori et al. (1968) are inconsistent with the indices of refraction and lattice constants, indicating that some Ca and/or Mn is present in non-negligible amounts.
Slack (1962) did not determine Ca contents, and no cross-checki is available.
bOrientation is not reported; the method is radial which collects data over two directions.
cThermal conductivity was reported. We used CP and � from Anderson and Isaak (1995) or Berman and Brown (1985) to convert k to D.
dExtrapolated from measurements taken at 2.5 GPa using the average value of D�1qD�1qD/qP¼ 5% GPa (from Table 3, discussed below).
eRadiative transfer effects were not accounted for in the older analyses of laser-flash data, causing overestimation of D values.
Notes: Xtl implies cubic sample, not oriented. Cryogenic implies measurements were acquired below �298 K; R. T. only implies measurements were acquired near 298 K only; low T indicates
measurements were obtained below 500� C.



Although no contact with thermocouples exists,
PTGS provides very low values for olivine, �25%

below D from laser-flash data (Figure 8). Values for

garnet and pyroxene seem low as well (Table 1).

Harrell’s (2002) PTGS results for San Carlos olivine

are 8% at �295 K for the same sample studied by

Chai et al. (1996) using the same technique. Processes

in addition to thermal relaxation apparently

contribute to the rate of decay of the laser pulse
(eqn [37]). Coupling of vibronic with electronic tran-
sitions may be involved. Absolute values of D from
optical method of Pangilinan et al. (2000) are also
uncertain (Figure 8): see their discussion for details.

Data on aggregates are evaluated in view of the
above results. The main database of k at ambient
conditions (Horai, 1971) made using the needle-
point method yields low thermal diffusivity values,
compared to all other methods, for a wide range of
minerals (Table 2). The same conclusion was
reached by comparing data on garnets, accounting
for variations in chemical composition (Hofmeister,
2006).

In studies of solid aggregates of olivine wherein
single crystals were also examined, D at ambient
conditions of the dunite is slightly lower than that
obtained by averaging the orientations, but larger
than D[010] (cf. Tables 1 and 3). Lower D for aggre-
gates has been ascribed to preferred orientation of the
grains. However, contact measurements for dunites
and ceramics provide D on average below laser-flash
values by �40%, whereas contact results for single
crystals are low by�25% (Figures 8 and 9). Because
ceramics should lack preferred orientation, D of
aggregates could be reduced from intrinsic values
through contact losses at grain interfaces.
Alternatively, small amounts of radiative transfer
existing at 298 K for single crystals, but not for aggre-
gates (next section) compensates for the reduction in
D due to contact losses.

In short, contact resistance with heaters and
thermocouples, and possibly among constituent
grains, leads to systematic and substantial underesti-
mation of D and therefore of klat (�20% for
anisotropic samples, somewhat less for cubic symme-
try). Measurements using long cylinders also
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Figure 8 Thermal diffusivity at 298 K as a function of the
number of physical contacts with heaters and/or

thermocouples. Lines are least-squares linear fits. Dot,

square, and triangles indicate [100], [001], and [010]

orientations of olivine, respectively (Table 1). Diamonds
indicate weighted directional average of quartz (Table 1).

PTGS measurements of olivine (gray) have problems other

than contact, see text. Plus sign represents NaCl (Pierrus
and Sigalas, 1985; Håkasson et al., 1988; Håkasson and

Andersson, 1986; Brydsten et al., 1983), averaging to

D¼3.25 mm2 s�1. LFA results of D¼3.6 mm2 s�1 is the

average of 10 measurements on a crystal purchased from IR
Crystal Laboratories. X indicates NaCl from Pangilinan et al.

(2000). Modified from Hofmeister AM (in press) Dependence

of thermal transport properties on pressure. Proceedings of

the National Academy of Sciences.

Table 2 Comparison of thermal diffusivity from single-crystals (average of the orientations over the available studies,

Table 1) to needle-probe measurements on powder in water

Phase Laser-flash RHTM Contact Needle-probed

Fo93-95 2.50 2.32 1.93 1.88a

Py39Al50Gr11 1.24 1.44

Mg0.85Fe0.15SiO3 1.61 1.62

CaMg0.96Fe0.02Si2O6 2.97 1.42 2.22
SiO2 4.93b 4.73 4.6 3.91

Mg0.9Fe0.1Al2O4
c 5.4 5.5 3.21

aAverage of three samples.
bAverage of two samples.
cThe density of Horai’s (1971) sample suggests the slightly ferrous composition listed here. Linear interpolation of the data in Table 1 was
used to obtain the crystal D-values for this composition.
dHorai (1971).
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underestimate anisotropy. Samples with high D

values seem to be more accurately measured by con-
tact methods. However, radiative transfer may offset
such losses for single crystals, particularly for very
transparent materials (spinel gems, MgO, and SiO2).
Results obtained by Slack (1962, 1964) are generally
high (Table 1) which may be due to direct radiative
transfer ocurring inside his large gemstones.
Insufficient information exists to distinguish between
these possibilities, and the proportion of each effect
likely depends on individual experiments.

2.19.4.1.2 Elevated temperature

Thermal conductivity of olivine single-crystals
decreases steeply from ambient temperature values
(Figure 4). Initial slopes (qk/qT or qD/qT) are
nearly parallel, but as temperature increases to
about 600 K, slopes from conventional methods and
RHTM become less steep compared to laser flash
results. At�800 K, many studies have positive qk/qT
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Figure 9 Time evolution of thermal diffusivity for olivine.
Data from Table 1. Points not labeled involve conventional

methods. Circles and line indicate single crystals and cross

indicates aggregates.

Table 3 Thermal diffusivity and its derivatives at room temperature of forsteritic olivine, dunites, and aggregates

Method Sample
D
(mm2 s�1) qD/qT D�1qD/qP (% GPa�1)

Pmax

(GPa) Reference and Notes

Laser-flash Crystal 2.50 �0.011 — — Pertermann and Hofmeister

(2006)
Dunite 2.31 �0.010 — — Pertermann and Hofmeister

(2006)

2.05 �0.0091 — — Pertermann and Hofmeister
(2006)

RHTM Crystal 2.32 �0.0072 — — Gibert et al. (2005)

Dunite 2.34 �0.0063 — — Gibert et al. (2005)

Contact Crystal 2.06 �0.0090 3.6 8.3 Osako et al. (2004),
extrapolated

Ceramic 1.3 �0.0052 3.6 10 Xu et al. (2004), extrapolated

Dunitea 1.40 — 11.1 1 Gibert et al. (2003)

1.38 — 8.1 1 Gibert et al. (2003)
1.28 — 9.1 1 Gibert et al. (2003)

Crystal 1.65 �0.004 — — Kobayashi (1974)

Dunitea 1.3-1.9 — — — Kobayashi (1974)

Fragment 2.07 �0.006 5 5.6 Beck et al. (1978)@350 K
Fragment 3.47 �0.007 7 5.6 Beck et al. (1978)

Dunite 1.37 �0.0018 5 5.6 Beck et al. (1978)

Dunite 1.34 �0.0028 4 5.6 Beck et al. (1978)
Ceramicb 1.14 �0.0020 4.7 9 Katsura (1995)@400 K

Ceramicc 1.0 �0.0028 11 0.2 Staudacher (1973)@373 K

Ceramic 1.92 �0.0030 15 0.5 Fujisawa et al. (1968)@400 K

Ceramicd 1.08 �0.0027 — — Fujisawa et al. (1968)@500 K
PTGS Crystal 1.76 �0.0041 4–6 5 Chai et al. (1996); Harrell

(2002)

aDifferent orientations of the same sample were examined.
bContains 5% enstatite, which has a higher-pressure derivative (Table 4).
cMg2SiO4.
dFe2SiO4.
Notes: crystal, average of three orientations. Fragment, unoriented crystal; Dunite, natural rock; characterized to varying degrees. Ceramic,
hot pressed, fine-grained, synthetic near Fo90 unless noted otherwise.
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which is known to originate from unwanted, direct
radiative transfer (Section 2.19.2.2.1). Radiative trans-
fer must be present at low temperature also because
(1) gradual changes occur in both the lattice compo-
nent and in direct radiative transfer with
temperature, that is, no abrupt ‘onset’ exists, (2) a
small radiative component is clearly seen by
�350 K (and sometimes at as low as 298 K) in time–
temperature curves from LFA experiments, even
when samples are coated with metal and/or graphite.
For RHTM, initial values of qD/qT are larger than
for conventional methods (Table 3 and Figure 4).
We attribute this difference to removal of some, but
not all, of direct radiative transfer effects (e.g., Gibert
et al., 2005). Direct radiative transfer is not limited to
measurements with obvious upturns, but almost cer-
tainly occurs in contact measurements with flat or
shallowly decreasing qk/qT as well, for reasons simi-
lar to those enumerated above. The amount of direct
radiative transfer depends on experimental details
such as transparency, sample thickness, iron content,
physical scattering, the temperature gradient, and the
emissivity of the heater and thermocouples in contact
with the sample.

That radiative transfer is lower in aggregates due
to physical scattering accounts in part for the discre-
pancies in D between aggregates and single crystals
(Figure 9), that is, single-crystal measurements are
overall higher because a radiative component offsets
contact losses.

Systematic errors likely coexist in qD/qT due to
contact resistance. One possibility is that both contact
resistance and radiative transfer contribute to the
variability at elevated temperature. These two effects
cannot be differentiated, given the available data.

The accuracy of D from silicate spinels by Xu et al.
(2004) is evaluated by examining their results for
olivine obtained under similar conditions. Because
their samples are ceramics, radiative transfer is not
expected. At high T, qD/qT is similar to that from
laser-flash measurements (Figure 10), consistent
with fine-grained ceramics suppressing radiative
transfer. However, extrapolation to 1 atm. provides
D similar to those of the [010] axis with the lowest
value. Preferred orientation was not detected, and
is not expected for their fine grain-size, so D of
the ceramic at 1 atm should instead nearly equal
the average of the three orientations. At 400 K, the
average of the single-crystal measurements is
1.69 mm2 s�1, and Xu et al.’s (2004) values are below
this by 0.61 mm2 s�1 (36%). At 1000 K, the average of
the single-crystal measurements is 0.77 mm2 s�1, and

Xu et al.’s (2004) values are below this by
0.20 mm2 s�1 (33%). One explanation for this trend
is that contact resistance is temperature dependent.
Alternatively, although radiative transfer is not
expected for ceramics, these samples are very thin
and it is possible that a small amount exists at ele-
vated T. The data are insufficiently accurate to
constrain the room temperature value through fit-
ting, that is, fits to D¼ B0þB1/T (Figure 10) or
B/Tm (by the authors) have similar residuals but
extrapolate differently. Based on comparing their
results for olivine to LFA data, we suggest that Xu
et al.’s (2004) analysis underestimates D of wadsleyite
and ringwoodite by �33% above 400 K.

For single-crystal olivine, D(T) at 8.3 GPa (Osako
et al., 2004) nearly coincides with LFA results at

Single-crystal Fo93 at 8.3 GPa
(Osako et al.)
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Figure 10 Comparison of D for olivine aggregates (filled

symbols: Xu et al., 2004) and single-crystals (open symbols:

Osako et al., 2004), both at P and T, to 1 atm. single-crystal
data from laser-flash analysis (heavy broken lines:

Pertermann and Hofmeister, 2006). Heavy solid line

indicates average of LFA oriented values at 1 atm. Open

circles indicate [100]; open triangles indicate [001]; open
squares indicate [010]. Thin broken lines show fits of Xu

et al.’s data to D¼ aþb/T with residual¼ 0.99. Dot indicates

10 GPa; diamond indicates 7 GPa; square indicates 4 GPa.
Thin solid line indicates extrapolation from high-pressure

fits of Xu et al. (2004) to D¼c/Tn to 1 atm. Modified from

Hofmeister AM (in press) Dependence of thermal transport

properties on pressure. Proceedings of the National
Academy of Sciences.
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1 atm. (Figure 10), whereas dunite curves at 10 GPa
(Xu et al., 2004) match the average of the LFA curves.
Slight radiative transfer is evident in [010] above
800 K (Figure 10), which suggests that lesser
amounts may affect [001] and [100]. Radiative trans-
fer likely compensates for contact losses. Therefore,
we did not curve-fit the results of Osako et al. (2004).

Similarly, D(T) curves from single-crystal alman-
dine at high P in the contact experiments of Osako
et al. (2004) are parallel to LFA results at 1 atm. and
low T , but some radiative transfer is evident in the
trend of D with T above 800 K (Figure 10). Garnets
with Fe in dodecahedral coordination have an
absorption band near 5000 cm�1 (e.g., Manning,
1967) which suppresses direct radiative transport,
but the samples of Osako et al. (2004) are thin enough
(�0.35 mm) to transmit light. Occurrence of both
radiative transfer and contact resistance at 298 K are
consistent with the small difference of 5% for garnets
at ambient conditions (Table 1).

Although contact methods do not provide abso-
lute values, D(T) curves so obtained at various
pressures are roughly parallel to each other and to
LFA results at 1 atm., suggesting that the P and T

components of D are separable. Thus, LFA data on
D(T) for dense phases can be extrapolated to mantle
conditions, if reliable pressure derivatives for D exist
(next section).

2.19.4.1.3 Elevated pressure

Pressure derivatives have almost entirely been
obtained using contact methods (Tables 3 and 4).
One concern is the accuracy to which pressure was
determined, which is difficult to gauge for older
studies and those which use manganin coils. We do
not dismiss these studies, but it is necessary to dismiss
studies in which the sample cracked, which increases
thermal resistance, or is porous, wherein compression
serves to reduce porosity. Both cases artificially ele-
vate pressure derivatives. On this basis, we dismiss
the results of Yukutake and Shimada (1978) on SiO2.
Results for fused silica and quartz by Horai and
Sasaki (1989) are discarded because these were
obtained at very low pressures and have much higher
derivatives than any of the other studies, including
those wherein the sample cracked (Kieffer et al., 1976;
Table 4).

Pressure derivatives for olivine systematically
decrease as P of the experiments increase (Table 3).
This behavior is attributed to progressive compres-
sion altering the interface, that is, better thermal
contact occurs when the sample is under pressure.

Comparing data at two different elevated pressures
should provide accurate derivatives, whereas com-
paring data at ambient and elevated pressure likely
overestimates qD/qP. The most reliable values for
olivine are thus obtained from the recent single-crys-
tal study at very high pressure (Osako et al., 2004),
and are corroborated by the high-pressure study of
hot-pressed ceramic by Xu et al. (2004). Their values
are similar to those obtained using PTGS, which
does not involve thermal contact. Chai et al. (1996)
report that room temperature PTGS measurements
of San Carlos olivine at 1 atm. and 4.8 GPa provide
D�1qD/qP of about 4% GPa�1. Harrell (2002)
reported a significantly higher derivative for D of
6% GPa�1 for the same sample with the same tech-
nique. Contact measurements of NaCl (Table 4) also
have qD/qP depending on P. We suggest that the
most recent, optical measurement of Pangilinan et al.
(2000) best constrains the pressure derivative.

High slopes for stiff mantle minerals at low pres-
sure are not intrinsic, and are attributed to
compression of the thermal contacts, pore space, or
trace interstitial phases. Pressure derivatives from
low-P studies of granular rocks are unlikely to repre-
sent intrinsic behavior for any material. Andersson
and Bäckström (1986) and Katsura’s (1997) measure-
ments constrain D(P) for MgO. Glass and quartz are
problematic due to radiative transfer and cracking.
The remaining measurements (last six lines in
Table 4) are uncorroborated, and the pressure deri-
vatives must be considered uncertain.

2.19.4.2 Laser-Flash Data on Various
Minerals

To help constrain D of magnesiowüstite and ring-
woodite, new LFA data are presented for ceramic
MgO, and single crystals of MgO, MgAl2O4, and
Mg0.8Fe0.3Al1.9O4. The ceramic has 4.5% porosity.
This sample and single-crystal MgO were purchased
from Alfa-Aesar. Natural, essentially end-member
spinel is nearly gem-quality and pale pink due to
trace Cr. High T results are shown for another slighly
impure gem (Mg0.96Fe0.01Zn0.02Al2.01O4). The opa-
que hercynite has a few fractures. Experimental
procedures are as described by Hofmeister (2006).

Figure 11 shows that D of MgO and both spinels
decrease with temperature such that very flat trends
are seen above some high temperature of �1200–
1600 K. The trend below this transition temperature
are well-described by eqn [17], but using eqn [16]
requires fewer fitting parameters for MgO and both
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spinels, and is provided in Table 5. Ceramic MgO has
slightly lower D values, in accord with the porosity
(Figure 11). The hercynite has much lower D and a
flatter trend than essentially end-member spinel.

2.19.4.2.1 Effect of chemical composition

and hydration on room temperature values
For solid solutions of olivine and garnet, the lowest
values of D or klat are measured near the middle
of each binary, with steep decreases from end-
member values (Hofmeister, 2006; Pertermann and
Hofmeister, 2006). Similar, but more irregular, trends
were seen in contact measurements of feldspar, oli-
vine, pyroxene, and garnet (Horai, 1971). For low
concentrations of impurities in olivine-group miner-
als (<10 atom% from end-member), D for each

orientation was found to linearly depend on the
mass of the formula unit (Pertermann and
Hofmeister, 2006).

That impurity ions lower D and klat in contact
measurements is well-known (e.g., Slack, 1964).
Laser-flash measurements show that hydration low-
ers the lattice component of thermal diffusivity for
calcic and Fe–Mg garnets, and glasses. Hydration
depresses D above the glass transition, suggesting
that melts respond likewise. For olivine and quartz,
D is unaffected, but the expected response of � and
CP to hydration means that klat decreases with
hydration. The best-constrained trends (the garnets)
provide

qðlnDÞ=qX ¼ – 0:0030%ðppm H2OÞ – 1 ½38�

Table 4 Pressure derivatives of thermal conductivity from mostly contact methods for minerals and insulators other

olivine

Sample Form T (�C)
Pmax

(GPa)
k�1qk/qP
(% GPa�1) �th KT (GPa) Reference and Notes

MgO Polycrystal 100 5 4.0a 1.54 160 Katsura (1997)
Crystal 25 1.2 5.0 Andersson and Bäckström (1986)

Crystal �22 4 6.8b Yukutake and Shimada (1978)

Crystal 20 5 2.0 MacPherson and Schloessin (1982)
NaCl Crystal 19 5.6 18 1.58 23.8 MacPherson and Schloessin (1982)

Crystal 69 5 17 Beck et al. (1978)

Crystal 22 4 31 Yukutake and Shimada (1978)

Polycrystal �20 4 32.7 Pierrus and Sigalas (1985)
Polycrystal �20 2 31 Håkasson et al. (1988)

Polycrystal 22 2 30.7 Håkasson and Andersson (1986)

Polycrystal 40 1.8 36a Kieffer et al. (1976)

Crystal �20 1.7 27c Pangilinan et al. (2000)
SiO2 glass Slab 100 9 �3.7a 0.036 36.5 Katsura (1993)

Slab �22 1 �4a Andersson and Dzhavadov (1992)

Slab 40 3.6 þ1.8a,b Kieffer et al. (1976)

Slab �22 1.0 6 Horai and Sasaki (1989)
quartz ?c Crystal 40 3 20a,b 0.667 37.5 Kieffer et al. (1976)

Crystal 64 5.3 2.2d Beck et al. (1978)

Crystal �22 1.2 50 Horai and Sasaki (1989)
quartz kc Crystal 82 5.3 11d Beck et al. (1978)

quartz, both Crystal �22 1.2 29 Horai and Sasaki (1989)

coesite 2% porosity 19 4 3.9 0.41 113 Yukutake and Shimada (1978)

Polycrystal 76 5.6 1.4–4.4 Beck et al. (1978), two samples
stishovite 1% porosity 25 4 9.0 1.2 306 Yukutake and Shimada (1978)

Py25Al74Gr1 Crystal �22 8.3 4.6 �1.1 177 Osako et al. (2004)

Mg0.85Fe0.15O3 Crystal 40 5.6 7 0.97 107 Schloessin and Dvorak (1972)

�NaAlSi2O6 Unknown �22 3 4.6 1.06 125 Osako et al. (2004)
sulfur Polycrystal 27 2 69 1.12 8.8 Nilsson et al. (1982)

CaF2 Crystal R.T. 1.0 11 1.83 86.3 Andersson and Bäckström (1987)

NaClO3 Polycrystal 22 2 32 1.85 24.6 Franson and Ross (1983)

aCalculated from eqn [20].
bCracked during the experiment, values questionable.
cOptical technique.
dPartial conversion to coesite, values questionable.
Notes: For additional alkali halides with rocksalt or CsI structures see Ross et al. (1984); Hofmeister (2007).
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2.19.4.2.2 Comparison of D(T ) for dense

oxides and silicates

Similar behavior was observed for the oxides

(Figure 11), 23 garnets with different chemical com-

positions (Hofmeister, 2006), 11 olivine-group

crystals and 7 polycrystals (Pertermann and

Hofmeister, 2006), and 11 samples of quartz

(Branlund and Hofmeister (in press)) For garnets,

thermal diffusivity is constant once temperature (T )

exceeds a critical value (Tsat) of �1100–1500 K.

From �290 K to Tsat, the measurements are best

represented by eqn [16]. The constants vary little

among diverse chemical compositions, suggesting

that the oxygen sublattice controls heat transport.

Higher-order terms are needed only when Tsat is

low. The initial slope qD/qT decreases as D at

298 K decreases. For olivines, saturation was not

reached, although the trends became very flat above

800–1400 K, depending on the composition and

orientation. Olivine family minerals are better fit by

eqn [17].
For quartz, the displacive phase transition near

573 K creates a ‘�’-shaped curve in 1/D, much like

that in CP, which precludes curve fitting for the

� polymorph. For high-temperature -SiO2, D

depends linearly on T over the narrow T range

examined, and the trends are very flat, much like

the high-T results for the dense minerals shown in

Figure 11. For a pure, dry -quartz from Hot

Springs, AK,

D½001� ¼ 1:3483 – 0:00001 T ½39�

D½100� ¼ 1:0522 – 0:00002 T ½40�

2.19.4.3 Comparison of the Room
Temperature Lattice Contribution to
Theoretical Models and Estimation of D and
k for Some High-Pressure Phases

Ascertaining heat transport at ambient conditions for

high-pressure phases and extrapolation to mantle

conditions requires a model that has been bench-

marked against reliable data. To date, few minerals

have been accurately characterized, and only rough

estimates can be provided for high-pressure
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polymorphs. Existing data point to the validity of the
DHO model.

2.19.4.3.1 Ambient conditions and

compositional dependence

Even for simple substances (e.g., diatomic solids),
agreement of absolute values with the acoustic mod-
els is lackluster (see Slack, 1979). Because of this and
because acoustic models actually are valid only above
the Debye temperature, comparisons are made to T

and P derivatives (next sections).
Room temperature contact results for olivine, spi-

nel, and garnet family minerals and calcium
aluminates are reasonably well represented by the
DHO model, using various schemes for <u> for
each mineral family, for example, <u>¼ up for

diatomics, but 1=2(upþus) for olivines and spinels
(Hofmeister, 2001; Giesting and Hofmeister, 2002;
Giesting et al., 2004; Hofmeister, 2004b, 2004c).
Unfortuately, the above calibrations were made
against systematically low klat values from contact
measurements, so predictions in these references set
lower limits. One exception is majoritic garnets, since
the contact data for pyrope-almandine garnets are
reasonably close to LFA results (�5% in many
cases, see Tables). For end-member majorite,
MgSiO3, D¼ 3.50 mm2 s�1 at 298 K from Giesting
et al. (2004). Additional vibrational spectroscopic
data and laser-flash measurements for a wide range
of structures are needed to utilize this model predic-
tively for other mantle phases. As is the case for
contact methods, the model sets a lower limit on D.
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Figure 11 Laser-flash (at 1 atm.) and high-pressure measurements of thermal diffusivity as a function of temperature. Filled

diamonds indicate MgO crystal. Open diamonds indicate ceramic MgO. Filled down-pointing triangles indicate near end-

member spinel of Table 1. Open triangles indicate spinel with �3% impurities that was disordered during heating. Up-
pointing triangles indicate Fe-rich ringwoodite at 20 Gpa from Xu et al. (2004). X indicates Fe-rich wadsyleyite at 14 GPa from

Xu et al. (2004). Right triangle indicates Fe-rich spinel. Plus indicates diopside. Gray line indicates Al-Py at 8.3 GPa from

Osako et al. (2004). Gray circles indicate same composition of almandine at 1 atm. Open circles indicate almandine near

melting. Filled circles indicate Py-Al. Open squares indicate mantle garnet (Ant Hill sample). Filled squares indicate partial
melted mantle garnet. Laser-flash garnet data from Hofmeister (2006), see Tables 1 and 5 for details on other samples.

(a) Expanded view at low temperature showing fits to eqn [17]. Note parallel trends for the oxides. (b) Full view of oxides and

spinels. MgO requires a high-order fit, given in the inset. The tendency is towards constant D at high T.
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The nonlinear compositional dependence of D is
consistent with the DHO model, but not with the

acoustic formulations (eqns [6] and [10]). In particular,
impurities lower D substantially from end-members
(Perterman and Hofmeister, 2006): no minimum is

needed, as suggested by acoustic models, and the
form of the temperature dependence does not differ

between end-members and solid solutions as postu-
lated in acoustic models. For garnets, sound speeds
change linearly across various binary solid-solutions,

but <FWHM> increases sharply from the end-mem-
bers, having a maximum near mid-binary, thus eqn

[15] reproduces the experimentally determined com-
positional dependence of D and klat for garnets
(Giesting and Hofmeister, 2002). Cation disorder (and

also protonation) causes the nonlinear dependence of
the FWHM on composition because structural disor-
der adds new vibrational peaks (e.g., two-mode

behavior, Chang and Mitra, 1969). Because more pho-
nons exist in the disordered (or wet) than in the

corresponding ordered (or dry) phase, the number of
scattering events per primitive unit cell is larger,
decreasing phonon mean free paths and thus D.

2.19.4.3.2 Elevated temperature

For all materials studied using LFA, D(T) at high

temperature has a very low slope, and for some

materials, D is constant at very high T. The asymp-
totic limit (Tsat) was reached for many different

garnets (Hofmeister, 2006), MnGeO4 olivine

(Pertermann and Hofmeister, 2006), diopside
(Hofmeister and Yuen, in press), and MgO

(Figure 11). This observation is not consistent

with traditional models based on acoustic modes.
For many samples, asymptotic values are reached

before melting occurs, in contrast to the deduction

of Roufosse and Klemens (1974). Also, the mean
free path at saturation (�sat, computed from

eqn [15]) is significantly larger than the primitive

lattice parameter (as predicted in the acoustic
models), even if the average sound speed is approxi-

mated by uS, which is probably less than <u>.

Neither do the forms derived from acoustic
models of heat transport (eqns [6]–[12]) describe

the data below Tsat. The same behavior is seen

regardless of whether the chemical composition is
end-member, near end-member, or extensive solid

Table 5 Laser flash results for lattice heat transport of dense phases and estimates for ringwoodite and perovskite

Sample Fit of D�1 vs T in mm�2 s for T in K
Fit range
(K)

Dsat

(mm2 s�1)
klat
�1qklat/qP

(%GPa�1)a

MgO �0.0033499þ0.00029431Tþ9.4369	10�8T2 290–1500 1.50 4.16

Spinel �0.064053þ0.00065317T 290–1060 �1.4b 2.8
Hercynite �0.29973þ0.00068264T 290–1450 0.7b �3

Ringwooditec fx (0.26533þ0.0010477T�2.3724	10�7T2)c 400–1170 — 2.9

Olivine [100]d �0.19368þ0019392T�7.0201	10�7T2 290–1250 — 4.3 (bulk)
[001] �0.15084þ0.0020126T�6.7467	10�7T2 290–1150 — —

[010} �0.50339þ0.0042683�1.7989	10�6T2 290–1030 — —

Py43Al53Gr4
e �0.097321þ0.0034104T�2.6156	10�6T2þ6.8585	10�10T3 290–1300 0.695 �3.7

Py35Al45Gr20
e 0.049403þ0.0032299T�2.3992	10�6T2þ6.0168	10�10T3 290–1105 0.661 �3.7

Perovskitef (0.062
0.014)þ(0.00215
0.00005)T 160–340 — 2.4

Diopside kcg �0.022932þ0.0010246T�2.3197	10�7T2 290–1500 0.58 3.5

?cg �0.16466þ0.002055T�4.184	10�7T2

CaF2
h 0.53911�0.0002419Tþ1.4396	10�6T2 470–830 — 8.9

aValue at ambient conditions, calculated from (4�thþ1/3)/KT, thermodynamic parameters summarized by Hofmeister and Mao (2003).
bTsat�>1500 K.
cf¼ 2.15, calculated assuming that �-Mg2SiO4 has the same D at 298 K as MgAl2O4, and that the dependence of D on Fe content for
ringwoodite is the same as that measured for olivine by Pertermann and Hofmeister (2006). Polynomial in T is from fitting the high-pressure
contact measurements of Xu et al. (2004).
dPerterman and Hofmeister (2006) list fits to eqn [17] for olivine and olivine family minerals, as these better represent the data. For
consistency and comparison, fits to D�1are given here.
eHofmeister (2006). Data on 21 other garnet compositions are provided. These garnets should represent majorite-pyrope solid solutions
near the middle of the binary (see Giesting et al., 2004).
fMgSiO3, room temperature D¼1.72 mm2s�1 and D(T) from contact measurements of Osako and Ito (1991): spectroscopic calculations
give similar values (Hofmeister, 2004b). Both provide a lower limit. Using recent values of CP sets a lower limit on klat¼ 5.7 Wm�1K�1 at
298 K, see Hofmeister (2004b). These values are 5–25% too low, based on Figures 8–10.
gHofmeister and Yuen (in press).
hHofmann et al. (1997).
Notes: Source for D(T) is this work, unless noted. Residuals for all fits are better than 0.995.
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solution, and thus disorder and defects do not
control the functional dependence of D on tempera-
ture, in contrast to the predictions of the acoustic
models.

The observed behavior with T is consistent with
the damped harmonic oscillator model. Existence of a
high-T asymptote for D is derived from statistical
thermodynamics. Specifically, D is independent of
T at roughly double the Debye temperature, which
is consistent with saturation of overtone-combination
phonon densities. From �290 K to Tsat, the measure-
ments are represented by eqn [16] and provide
constants varying little among diverse chemical com-
positions with the garnet structure (Hofmeister,
2006). That the linear coefficient dominates is con-
sistent with the roughly inverse temperature
behavior long considered to dominate vibrational
transport. That olivine is better represented by
eqn [17] is attributed to sound speeds of olivine
being less constant than those of garnet; q(ln u)/qT

is near –0.004% K�1 for grossular and pyrope garnets
but almost double for forsterite and olivine, –0.006 to
–0.008% K�1 (Anderson and Isaak, 1995).

Phonon transport is best represented by inverse
thermal diffusivity wherein 1/D goes as Tn where n is
between 1 and 3 up to �200 K, depends on a quad-
ratic or cubic polynomial at moderate T (eqn [16]),
but approaches a constant above some very high
temperature. Because no mechanism for exchanging
heat between phonons exists at T¼ 0 K, then 1/D

should approach 0 as T approaches 0, that is 1/D goes
as Tm, where 1 < m < 3 at cryogenic temperatures
(see Slack and Oliver, 1971, Cahill et al., 1992). The
predicted and observed temperature response of 1/D

mimics the well-known form for heat capacity, in
that acoustic modes control heat transport near cryo-
genic temperatures, optic phonons dominate above
ambient temperature, and a limit analogous to that of
Dulong and Petit is reached at high temperature, due
to full population of discrete phonon states. The
change in CP(T) results from populations of vibra-
tional levels changing with temperature. The
possibility of interaction (phonon–phonon scattering,
described by FWHM) concomitantly increases with
population of the levels. Therefore, 1/D, being pro-
portional to FWHM, has a temperature dependence
like that of CP.

2.19.4.3.3 Elevated pressure

Reliable data on the pressure derivatives klat
�1qklat/

qP (Tables 3 and 4) are best fit to eqn [18], derived

from the summation using the optic model
(Figure 12). Our comparison omits the unconfirmed
measurements of the soft alkali halides and data on
glasses. Equation [13a], obtained from three different
acoustic models, significantly overpredicts the
measurements and is not shown in Figure 12.
Dimensional analysis (eqn [13b]) slightly overpre-
dicts the results with significant scatter. A better fit
could be obtained with qth slightly less than unity.
The bulk sound model (eqn [19a]) underpredicts the
data with scatter but is reasonable for hard silicates
and oxides. For high-pressure extrapolations, depen-
dence of KT and �th on P need be accounted for in
applying eqn [18] or [19a]. Different results are
obtained from these two formulations because mode
velocities depend on mode frequencies.

2.19.4.4 Lattice Thermal Conductivity and
Its Temperature Dependence

Because D has a simpler temperature dependence
than klat (eqn [2]) and the physical properties relating
these (� and CP) are fairly well constrained, the focus
of this report has been on D. Understanding heat
transport has been impeded and seems to include
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Figure 12 Comparison of calculated to reliable measured

pressure derivatives of thermal conductivity. Gray indicates

comparison with eqn [18] (DHO model). Diamond and
dashed line indicates comparison with eqn [13b]

(dimensional analysis). Open circles and dotted line

indicates comparison with eqn [19a] (bulk sound model)

which used K9 from the compilation of Hofmeister and Mao
(2003). Solid line indicates 1:1 ideal correspondence. Gray

line indicates range of NaCl measurements. Short arrow

points to the average.
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erroneous beliefs because of the historical focus on
thermal conductivity.

For all insulators, thermal conductivity peaks
below room temperature (Slack and Oliver, 1971).
The peak in klat(T) exists because the product �CPD

has a peak near or below room temperature. The
behavior has been demonstrated for garnets
(Hofmeister, 2006), but should be universally true
for electrical insulators, as follows. Because D and �
are lower order in T at low temperature than is CP,
which goes as T3, heat capacity increasing as T

increases dominates k in the cryogenic regime.
Above room temperature, k decreases as T increases
and asymptotically approaches a constant value at
high temperature because the decrease in D with T

is strong; the decreases in � with T is weak and are
not offset by the weak increase CP with T. The dis-
tinct behavior of k for different temperature regions
results from combining 1/D and CP, both of which are
complex functions of temperature (e.g., Figure 11;
Berman and Brown, 1985). Because the behavior of
1/D and CP with T are both responses to changing
populations of the various types of vibrational states
with temperature, the complex form for k has the
same origin. It is unnecessary, and probably incorrect,
to describe k at different temperatures in terms of
normal versus umklapp processes as commonly
assumed (e.g., Ziman, 1962).

2.19.5 Calculation of the Effective
Thermal Conductivity for Diffusive
Radiative Transfer

Olivine is only mineral which has sufficient spectro-
scopic data at temperature (Taran and Langer, 2001;
Ullrich et al., 2002) to allow evaluation of krad,dif from
the integral of eqn [28]. Measurements at�290 K and
pressure (e.g., Keppler and Smyth, 2005; Goncharov
et al., 2006) do not constrain mantle values, providing
only the roughest of estimates. It may be possible to
use the pressure dependence to project the room
temperature data to high pressures, especially if
some temperature measurements are available. One
concern is absolute values of A, since measurements
are of transmitted light and include a reflection
component.

The results for olivine should reasonably approx-
imate other minerals with Fe2þ in an octahedral
site, that is, the mantle minerals orthopyroxene,
clinopyroxene, magnesiowustite, wadsleyite, and
ringwoodite. The results (Hofmeister, 2005) depend

strongly on grain size (Figure 13). Interface reflec-
tance increasingly influences the results as d increases

above 5 mm, but not for small grain sizes likely in the
mantle. For d < 2 mm and R �0.1%

krad;dif ¼ 10d ½0:36776 – 0:0010594T þ 8:3496T 2� ½41�

For large grain-size, radiative transfer is complex due
to the convolution of the strong d-d absorptions with
the blackbody curve.

The T3 law is obviously not valid for minerals
with absorption bands, as confirmed by eqn [34],

derived for narrow bands and low dA. Equation [33]
confirms the essentially linear dependence of krad,dif

on d found for olivine (eqn [41]). Fitting eqn [33]
below 2500 K to a polynomial confirms the format for

the T dependence of eqn [41].
From eqn [33] and the information above and in

the theory section, krad,dif depends largely on how
dark (i.e., Fe-rich) or how pale (i.e., very Fe-poor)

individual grains are, more than on the specific spec-
trum possessed by a given mineral phase. Because
completely opaque minerals do not transfer radia-
tion, very Fe-rich minerals have low krad,dif. Very

Fe-poor minerals have low krad,dif because these are
poor emitters, and thus krad,dif has a maximum at
moderate Fe contents. At a given Fe content, the
dependence on d is similar to that on X, but it is
truely the product dA or dX which controls radiative
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diffusion. The convolution of grain-size and
absorbance (or concentration) and the convolution
of Planck’s blackbody curve with changes in spectral
parameters with temperature makes radiative
transfer in the mantle a highly complex and counter-
intuitive phenomena.

2.19.6 Conclusions

The unfortunate conclusion is that methods com-
monly used in geologic science, which involve
contact, fall short of providing accurate and indepen-
dent measurements of phonon transport, due to both
the presence of unwanted direct radiative transfer
and resistance at contact interfaces. The laser-flash
technique is accurate, benchmarked against soft, opa-
que materials, but one drawback is that the sample
size required is too large for high-pressure synthetics,
and another is the cost of the instrumentation.
Improving accuracy and precision in determining
heat transport properties requires further implemen-
tation of existing all-optical techniques to a greater
variety of minerals and high-pressure structures, and,
possibly, development of additional all-optical tech-
niques with similar or greater accuracy than the
laser-flash measurements. The PTGS method is not
recommended, as the results reflect processes in
addition to thermal relaxation.

Available data indicate that the P and T compo-
nents of D (or of klat) can be modeled separately and
recombined to provide data at mantle conditions.
Acoustic-based models do not reproduce observed
behavior of D. Pressure derivatives are predictable
from the DHO model, given that thermal Grüneisen
parameters and bulk moduli are well-known.
Understanding the temperature derivatives requires
additional laser-flash experiments and some
vibrational spectroscopy at temperature. For the
high-pressure silicates, only rough estimates can be
provided at present.

A new model for diffusive radiative transport
accounts for grain size, which is equally as important
as attenuation of light through absorption.
Spectroscopic data are insufficient to make full use
of this model at present. High temperature, simulta-
neously elevated P and T, and a wide frequency
range need to be investigated in spectroscopic mea-
surements. At present, only approximate results and
limited information on the pressure, temperature,
composition, and grain-size dependence of krad,dif

are available, except for olivine, wherein results

should be as accurate as possible up to 2000 K,
given the approximate nature of all radiative transfer
models.
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2.20.1 Introduction

Magnetic minerals are pervasive in the natural envir-
onment, and are present in all types of rocks,
sediments, and soils. These minerals retain a memory
of the geomagnetic field that was present during the
rock’s formation. Paleomagnetic recordings have
been exploited for more than 50 years to map the
movements of the continental and oceanic plates, and
have proved to be one of the most powerful tools for
reconstructing the geological history of the Earth and
other planets (Connerney et al., 1999, 2004; Acuna
et al., 1999). The variation in intensity of the geomag-
netic field, as determined from rocks and
archeological material, has been used to provide an
understanding of the behavior of the geodynamo and
to constrain models of fluid motion in the Earth’s
core (Labrosse and Macouin, 2003; Gallet et al.,
2005; Valet et al., 2005). More recently, magnetic
mineralogy has been used to trace changes in the
climate, as the magnetic minerals that are present in
any sample are indicative of the environment in
which they are formed (Kumar et al., 2005).

Interpretations of rock magnetic measurements
are completely reliant on an accurate understanding
of the physical processes by which a material acquires
and maintains a faithful record of the geomagnetic
field. Since the pioneering work of Néel (1948, 1949),
rock magnetists have attempted to develop a quanti-
tative understanding of how assemblages of magnetic
minerals in single-domain (SD), pseudo-single-
domain (PSD), or multidomain (MD) states acquire
and maintain natural remanent magnetization
(NRM) (see Dunlop and Özdemir (1997) for a
detailed overview). The theories work well in ideal
cases, that is, when magnetic grains are homoge-
neous, defect free, and sufficiently well separated
from each other, the magnetic interactions between
them can be neglected. They begin to fail, however,
when the mineral is heterogeneous at the nanometer
scale, as is necessarily the case when the magnetic
grains form part of a nanoscale intergrowth. Recent
studies have demonstrated that nanoscale micro-
structures are extremely common in magnetic
minerals, and that they have a significant impact on

their macroscopic magnetic properties (Harrison and
Becker, 2001; Harrison et al., 2002; McEnroe et al.,
2001, 2002; Robinson et al., 2002, 2004, 2006; Harrison
et al., 2005; Feinberg et al., 2004, 2005). These micro-
structures not only determine the intensity and
stability of macroscopic magnetism recorded in
rocks – thereby controlling the fidelity of paleomag-
netic recordings at the global scale – but are
extremely important in an industrial context, by
proving natural analogs of future generations of
high-density magnetic recording media (Skumryev
et al., 2003; Puntes et al., 2004).

This review describes the current state of the art
in the field of computational and experimental
mineral physics, as applied to the study of magnetic
minerals. Particular emphasis is placed on the rela-
tionship between nanoscale microstructure and
macroscopic magnetic properties. For a comprehen-
sive review of the magnetic properties of specific
rocks and minerals, the reader is referred to Hunt
et al. (1995) and Dunlop and Özdemir (1997).
Arguably, the most significant recent advance is the
application to mineral magnetism of off-axis electron
holography, a transmission electron microscopy
(TEM) technique that yields a two-dimensional vec-
tor map of magnetic induction with nanometer
spatial resolution (Harrison et al., 2002). Electron
holography is capable of imaging the magnetization
states of individual magnetic particles and the mag-
netostatic interaction fields between neighboring
particles: two factors that play a central role in the
interplay between magnetism and microstructure.
By combining this capability with electron tomogra-
phy, it is now possible to determine both the
micromagnetic structures and the three-dimensional
morphologies of nanoscale magnetic particles
directly and quantitatively as a function of tempera-
ture and applied magnetic field. In tandem with these
techniques, advances in the application of atomistic
and micromagnetic simulations to the study of mag-
netic ordering in minerals have opened the way to
novel interpretations and modeling of nanoscale
magnetic properties (Robinson et al., 2002). Only
now are the sizes of systems that are accessible to
both experimental and computational studies
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converging at the nanometer length scale. This con-
vergence provides unique opportunities for tackling
problems that lie at the frontiers of rock magnetism.

This review is organized in order of increasing
length scale of magnetic interactions. Section 2.20.2
deals with magnetism at the atomic length scale. It
contains a brief description of exchange interactions
and magnetic structure in Fe-bearing oxides, and the
use of atomistic simulations of magnetic ordering to the
study magnetism at surfaces and interfaces. Section
2.20.3 deals with magnetism at the nanometer length
scale. Following a summary of the theory of electron
holography, recent applications of holography to the
study of magnetic minerals are reviewed. Section 2.20.4
deals with magnetism at the micrometer length scale,
including advances in micromagnetic simulations that
allow the magnetic behavior of particles with realistic
three-dimensional morphologies to be modeled. In
Section 2.20.5, we move to the macroscopic length
scale, with a description of how new approaches for
the measurement of macroscopic magnetic properties
(i.e., FORC diagrams) are providing quantitative infor-
mation about the spectrum of coercivities and
interaction fields that exist at the microscopic scale.

2.20.2 Magnetism at the Atomic
Length Scale

2.20.2.1 Exchange Interactions and
Magnetic Structure in Fe-Bearing Oxides

The driving force for magnetic ordering in Fe-bear-
ing oxides is the superexchange interaction between
neighboring transition metal cations via intermediate
oxygen anions (Goodenough, 1966). The magnitudes
and signs of superexchange interactions define the
magnetic ground state and the magnetic ordering
temperature of the mineral, and play a fundamental
role in determining its macroscopic magnetic proper-
ties. The exchange interaction energy for classical
spins can be expressed as

Emag ¼ –
X
i 6¼j

Jij Si ? Sj ½1�

where Si and Sj and are the spins on atoms i and j, and
Jij is the corresponding exchange integral. Positive
values of Jij lead to parallel (i.e., ferromagnetic) align-
ment of spins; negative values lead to antiparallel (i.e.,
antiferromagnetic) alignment.

Empirical values of Jij can be obtained from spin-
wave dispersion curves measured using inelastic neu-
tron scattering (Samuelsen, 1969; Samuelsen and

Shirane, 1970; Brockhouse, 1957; Watanabe and
Brockhouse, 1962; Glasser and Milford, 1963;
Phillips and Rosenberg, 1966).

Alternatively, theoretical values can be obtained
from first-principles calculations (Sandratskii, 1998;
Matar, 2003). The simplest theoretical approach
involves calculating the total energies of several dif-
ferent collinear arrangements of spins, and then
determining values of Jij directly from eqn [1]
(Sandratskii et al., 1996; Rollmann et al., 2004). This
approach is limited, however, by the small number of
alternative structures that can be generated for a
given unit cell. The use of noncollinear magnetic
structures (Sandratskii, 1998) provides a more gen-
eral procedure for calculating exchange integrals out
to arbitrary cation–cation separations (Uhl and
Siberchicot, 1995). This approach is based on the
calculation of the total energies of spin-spiral config-
urations, over a grid of wave vectors within the
Brillouin zone. It is often found that exchange inter-
actions that are determined by spin-wave and first-
principles methods overestimate magnetic ordering
temperatures significantly (Sandratskii et al., 1996;
Uhl and Siberchicot, 1995). If necessary, the calcu-
lated values of Jij can be scaled or refined to provide
better agreement with experimental observations
(Burton, 1985; Harrison and Becker, 2001; Harrison,
2006).

Exchange integrals for hematite (Fe2O3), ilmenite
(FeTiO3), and magnetite (Fe3O4) are listed in
Table 1 and Figure 1. The crystal structures of
hematite–ilmenite and magnetite are compared in
Figure 2. Superexchange interactions are highly sen-
sitive to the relative positions of the two cations and
the intermediate oxygen anion, varying in magnitude
approximately as cos2 , where  is the cation–oxy-
gen–cation bond angle (Coey and Ghose, 1987). In
hematite (Figure 2(a)), Fe3þ cations occupy two-
thirds of the octahedral interstices within a hexagonal
close-packed oxygen sublattice, forming symmetri-
cally equivalent A and B layers parallel to the (001)
basal plane (space group R3c). Each octahedron
shares a face with an octahedron in the layer above
or below, and edges with three octahedral in its own
layer. Since both face- and edge-sharing octahedral–
octahedral linkages have  � 90� (Table 1), both
first- and second-nearest-neighbor interactions are
weak. Third- and fourth-nearest-neighbor interac-
tions involve corner-sharing octahedra in adjacent
layers ( � 120� and 132�, respectively; Table 1).
These interactions are large and negative, leading
to an antiferromagnetic ground state in which
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Figure 1 Magnetic superexchange integrals, Jij (K), as a function of cation-cation distance (Å) for hematite (blue), ilmenite

(black), and magnetite (red). Data for hematite and ilmenite were measured using inelastic neutron scattering (Samuelsen and
Shirane, 1970; Ishikawa et al., 1985). Data for magnetite were calculated using first-principles methods (Uhl and Siberchicot,

1995).

Table 1 Summary of magnetic exchange intergrals for hematite, ilmenite, and magnetite

Nearest
neighbor

Cation–cation
distance Interaction

type
Polyhedral
sharing

Cation–oxygen–cation
bond angle

Magnetic interaction
parameter

(Å) (deg) (K)

Hematite (spin waves; Samuelsen and Shirane, 1970)
1 2.9 Interlayer Face 86.5 12

2 2.971 Intralayer Edge 93.9 3.2

3 3.36 Interlayer Corner 119.7 �59.4
4 3.71 Interlayer Corner 131.6 �46.4

5 3.99 Double None NA �2

Ilmenite (spin waves; Ishikawa et al., 1985)

1 3.03 Intralayer Edge 89.1 9.8

2 4.074 Double None NA �8.9

3 5.088 Intralayer None NA 0.56
4 5.9 Intralayer None NA 0.68

Magnetite (first-principles calculations; Uhl and Siberchiot, 1995)

1 2.97 Oct–oct Edge 87.8 9.6

2 3.48 Tet–oct Corner 126.8 �33.4

3 3.635 Tet–tet None NA �2.1
4 5.14 Oct–oct None NA �0.17

5 5.45 Tet–oct None NA 0.65

6 5.45 Tet–oct None NA 0.3

7 5.936 Tet–tet None NA �0.73
8 6.63 Oct–oct None NA �0.48

9 6.88 Tet–oct None NA 0.57

10 6.96 Tet–tet None NA 0.67

11 7.852 Oct–oct None NA 0.13
12 8.06 Tet–oct None NA �0.26

13 8.06 Tet–oct None NA 0.2
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A-layer spins are antiparallel to B-layer spins. Above

260 K, spins lie along one of the three <100> crystal-

lographic axes within the basal plane (Besser et al.,

1967). The antiferromagnetic sublattices are canted

by an angle of �0.13�, leading to a weak parasitic

moment within the basal plane oriented at 90� to

<100> (Dzyaloshinskii, 1958). By considering arbi-

trary, noncollinear configurations of the atomic

magnetic moments, Sandratskii and Kübler (1996)

used first-principles calculations to demonstrate

that the canted magnetic structure appears as a direct

consequence of spin–orbit coupling (Figure 3).

Below 260 K, the spin alignment switches to [001]

(the Morin transition), and the canting is lost.
In ilmenite, Fe2þ and Ti4þ are ordered onto A and

B (or B and A) layers, and the equivalency of the

layers is lost (space group R3). Since one layer is fully

occupied by Ti4þ, the strong interlayer interactions

that were present in hematite are eliminated. Second-

nearest-neighbor interactions extend across the

intervening Ti4þ layers. These weak negative inter-

actions result in antiferromagnetic ordering below

60 K. The spins in one A layer are then aligned

antiparallel to those on the adjacent A layers, parallel

and antiparallel to [001].
In magnetite (Figure 2(b)), cations occupy tetrahe-

dral and octahedral interstices within a cubic closed-

packed oxygen sublattice. Octahedra are occupied by

Fe2þ and Fe3þ cations, whereas tetrahedra are occupied

exclusively by Fe3þ. Octahedra share edges with adja-
cent octahedra and corners with adjacent tetrahedra.
There are no shared oxygens between adjacent tetra-
hedra. The first-nearest-neighbor interaction is weak,
due to the unfavorable cation–oxygen–cation bond

0

E
ne

rg
y

φ

Figure 3 Schematic illustration of the variation in total
energy of canted antiferromagnetic hematite with the

canting angle, �, as determined by first-principles

calculations. Without the inclusion of spin–orbit coupling

(dashed line), the energy minimum occurs when the spins
are exactly antiparallel to each other (�¼0). With spin–orbit

coupling included (solid line), the energy minimum occurs

when the spins are slightly canted with respect to each
other (�> 0). Reproduced from Sandratskii LM and Kübler J

(1996) First-principles LSDF study of weak ferromagnetism

in Fe2O3. Europhysics Letters 33: 447–452.

B

A

B

(b)

(a)

Figure 2 Comparison of the local structural topology of (a) hematite/ilmenite and (b) magnetite. In ilmenite, A layers (red) are
occupied by Fe2þ and B layers (blue) are occupied by Ti4þ (or vice versa). Hematite has the same structural topology, but all

layers are occupied by Fe3þ. In magnetite, tetrahedral sites (blue) are occupied by Fe3þ cations and octahedral sites (red) are

occupied by both Fe2þ and Fe3þ cations.
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angle (Table 1). The dominant negative tetrahedral–
octahedral interaction leads to a ferrimagnetic structure,
in which spins on the octahedral sites are antiparallel to
those on the tetrahedral sites. Exchange interactions are
weak when the two cations are not linked directly by a
common oxygen, leading to a weak tetrahedral–tetra-
hedral interaction and a rapid decrease in interaction
strength for cation–cation separations that are greater
than �4 Å. Spins point parallel to <111> above 130 K
and <100> axes below 130 K. For further details of the
crystal and magnetic structures of minerals, the reader is
referred to Banerjee (1991), Dunlop and Özdemir
(1997), and Harrison (2000).

2.20.2.2 Atomistic Simulations of Magnetic
Ordering

2.20.2.2.1 Theory

Magnetic ordering in minerals was first described
using a mean-field model by Néel (1948). For some
applications, for example, for estimating Néel tem-
peratures from Jij, this macroscopic approach remains
extremely useful (Stephenson, 1972a, 1972b). When
studying materials that are heterogeneous at the nan-
ometer scale, however, the mean-field model is
inappropriate, and the atomistic nature of the mag-
netic interactions must be taken into account.

Atomistic simulations are increasingly used to
study magnetism at surfaces and interfaces
(Kodama, 1999; Kodama and Berkowitz, 1999;
Kachkachi et al., 2000a, 2000b; Dimian and
Kachkachi, 2002; Kachkachi and Dimian, 2002;
Garanin and Kachkachi, 2003; Kachkachi and
Mahboub, 2004; Harrison and Becker, 2001;
Robinson et al., 2002; Harrison, 2006; Harrison et al.,
2005). It is currently practical to describe systems
containing �104 magnetic atoms (Kodama and
Berkowitz, 1999). For magnetite, this limitation cor-
responds to a spherical particle of diameter �8 nm. If
surface properties are not of interest, then an effec-
tively infinite (bulk) system can be simulated by
creating a large supercell of the crystal structure
and applying periodic boundary conditions (Mazo-
Zuluaga and Restrepo, 2004; Harrison, 2006).

The magnetic energy of such a system is a sum of
exchange, anisotropy, magnetostatic, and dipole–
dipole interaction terms:

Emag ¼ –
X
i 6¼j

Jij Si ? Sj –
X

i

KiðSi ? eiÞ2

– ðg�BÞ
X

i

B ? Si þ Ed ½2�

where g is the Landé factor, �B is the Bohr magneton,
B is an externally applied magnetic field, K is a
uniaxial anisotropy constant, e is the corresponding
uniaxial anisotropy axis, and Ed is the demagnetizing
energy due to dipole–dipole interactions (Kodama
and Berkowitz, 1999; Kachkachi et al., 2000a). Ed can
be expressed in the form

Ed ¼
ðg�BÞ2

2

X
i 6¼j

ðSi ? Sj ÞR2
ij – 3ðSi ? Rij ÞðRij ? Sj Þ

R5
ij

½3�

where Rij is the vector joining atoms i and j. For
ellipsoidal particles, eqn [3] simply generates a
macroscopic shape anisotropy (Kachkachi et al.,
2000a). The large computational overhead involved
in summing eqn [3] over all pairs of atoms can be
avoided, therefore, by describing this shape aniso-
tropy by a macroscopic approximation of the form

Ed ¼
1

2V
ðDxM2

x þ DyM2
y þ DzM2

zÞ ½4�

where Dx, Dy and Dz are demagnetizing factors and
Mx, My, and Mz are the components of net magneti-
zation along the principal axes of the ellipsoid (Stacy
and Banerjee, 1974). Kachkachi et al. (2000a) found
that eqn [4] yielded identical results to eqn [3] for
nanoparticles of maghemite (�-Fe2O3). Different
values of K and e can be specified for atoms in the
core and at the surface of a particle. For a surface
atom, e is given by the sum of vectors joining the
atom to its nearest neighbors, and points approxi-
mately perpendicular to the surface (Kodama and
Berkowitz, 1999; Garanin and Kachkachi, 2003;
Kachkachi and Mahboub, 2004). In this way, the
anisotropy is enhanced when the local symmetry is
lower than that of the bulk structure. Values for sur-
face anisotropy constants, K, of �1–4 kB/cation
(where kB is the Boltzmann constant) are suggested
by electron paramagnetic resonance measurements
of dilute magnetic cations substituted onto low-sym-
metry sites in nonmagnetic oxides (Low, 1960). Bulk
anisotropies are at least two orders of magnitude
smaller.

Monte Carlo methods provide an efficient way of
determining the equilibrium spin configuration for a
given temperature and applied field (Kachkachi
et al., 2000a; Mazo-Zuluaga and Restrepo, 2004;
Harrison, 2006). An atom is chosen at random, and
its spin direction changed by a random amount. If
the resulting energy change,�Emag, is negative, then
the change is accepted. If �Emag is positive,
then the change is accepted with a probability of
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exp(��Emag/kBT ). After a sufficient number of
steps, the system reaches equilibrium. The equili-
brium configuration is obtained by averaging over a
number of steps until the system converges to the
desired statistical significance. In many applications
(e.g., for the simulation of hysteresis loops), it is not
only the equilibrium configuration that is important,
but the transitional configurations adopted during
the approach to equilibrium. In these cases, a
dynamic solution to eqn [3] is required. One
approach is to use the Landau–Lifshitz–Gilbert
(LLG) equation to calculate the trajectory of each
spin (Brown, 1963), in the form

dm

dt
¼ �m�He –�m� ðm�HeÞ ½5�

where m is the magnetic moment of a given atom, � is
the gyromagnetic ratio, � is a damping constant, and
He is the effective magnetic field acting on that atom:

He ¼ –
dEmag

dm
½6�

The first term in eqn [5] describes the precession of
the magnetic moment about the effective field direc-
tion. The second term decreases the precession angle
over time (damping), eventually orienting the mag-
netic moment along the effective field direction.
Although the LLG method has been applied success-
fully to the study of magnetic nanoparticles (Dimian
and Kachkachi, 2002; Kachkachi and Dimian, 2002;
Kachkachi and Mahboub, 2004), the method takes
many iterations to converge, and can often predict
unreasonably large coercivities in atomistic simula-
tions due to the large value of the effective exchange
field relative to the applied field. Kodama and
Berkowitz (1999) adapted the two-dimensional con-
jugate direction algorithm of Hughes (1983) to
provide a more efficient method of energy minimiza-
tion for three-dimensional atomistic simulations
(achieving convergence in 5–15 iterations).
Whichever method is used, finite temperatures can
be modeled by applying random rotations to the
spins between energy minimization steps. The mag-
nitudes of rotations are adjusted to give

�Emag¼NkBT, where N is the number of spins in
the particle. Random rotations of the individual
spins can be combined with random uniform rota-
tions of all of the spins to model collective modes of
thermal relaxation, such as superparamagnetism.

The term ‘chemical ordering’ is used to describe
changes in the distribution of magnetic and nonmag-
netic atoms in a crystal, which may be brought about

by both order–disorder and exsolution processes. In
homogeneous systems, the coupling between mag-

netic and chemical ordering can be described by
using established thermodynamic models (Inden,

1981; Kaufman, 1981; Burton and Davidson, 1988;
Burton, 1991; Ghiorso, 1997; Harrison and Putnis,

1997, 1999). In heterogeneous systems, however, the
presence of internal interfaces and phase boundaries

necessitates the use of an atomistic approach. The
chemical energy of a given atomic configuration can

be written in terms of chemical exchange interaction
parameters (Bosenick et al., 2001) in the form

Echem ¼ E0 þ
X
p; q

Np; qJ chem
p; q ½7�

where Jp,q
chem is the energy associated with placing a

pair of unlike cations (labeled p) at a given separation
(q) within the structure, and Np,q is the number of
times that each type of pair appears in the configura-
tion. E0 is constant for a fixed bulk composition, and
can be neglected. Values for Jp,q

chem can be obtained
from first-principles or empirical-potential calcula-
tions (Becker et al., 2000; Warren et al., 2000a, 2000b;
Dove, 2001; Bosenick et al., 2001; Vinograd et al.,
2004). Harrison et al. (2000a) used static-lattice calcu-
lations to estimate Jp,q

chem for the ilmenite–hematite
solid solution. These estimates were then refined by
fitting the model to cation distribution data obtained
using neutron diffraction (Harrison et al., 2000b;
Harrison and Redfern, 2001).

In order to simulate coupled magnetic and che-
mical ordering, a combination of two different Monte

Carlo steps must be performed: spin flips and atom
swaps. In the spin-flip step, the spin of a randomly

chosen atom is changed by a random amount, and the
change in magnetic energy, �Emag, is used to deter-

mine whether this change is accepted or rejected. In
the atom-swap step, two atoms are chosen at random

and their positions are exchanged. If either atom
is magnetic, then the swap will also change the

configuration of the spins, and the total energy
change, �E¼�Echemþ�Emag, is used to determine

whether the swap is accepted or rejected. Atom swaps
preserve the net spin of the system. Therefore, after a

given number of atom swaps, an equal number of spin
flips are performed in order to allow the spin config-
uration to equilibrate with respect to the new atomic

configuration. The alternation of atom swaps and
spin flips is repeated until the system reaches a state

of global equilibrium with respect to both chemical
and magnetic degrees of order.
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2.20.2.2.2 Application to magnetic

nanoparticles

For magnetic nanoparticles with sizes of 1–10 nm, sur-

face atoms (defined as those having fewer nearest

neighbors than the bulk structure) make up at least

25% of the total number of atoms. Finite-size and sur-

face effects give rise to magnetic properties that deviate

significantly from those of the bulk material (Kodama,

1999; Kachkachi et al., 2000b). The effect of surface

anisotropy and surface roughness on the spin structure

of 2.5 nm diameter NiFe2O4 particles is illustrated in

Figure 4 (Kodama, 1999; Kodama and Berkowitz, 1999).

Whereas smooth nanoparticles may adopt uniform spin

configurations (Figures 4(a) and 4(b)), rough surfaces

(characterized by the presence of surface vacancies and

broken exchange interactions) typically display surface

spin disorder (Figures 4(c) and 4(d)). A number of

different surface spin configurations can be adopted,

depending on the thermal and field history of the par-

ticle. Energy barriers between different surface spin

configurations can be very high, leading to high-field

irreversibility (Figure 4(c)). In NiFe2O4, for example,

hysteresis persists in magnetic fields of up to 16 T

(Kodama et al. 1996), implying effective anisotropy fields

for surface spins that are�400 times larger than the bulk

magnetocrystalline anisotropy field. The observation of

shifted hysteresis loops during field cooling (Kodama

et al., 1997) implies that certain surface configurations

freeze in preferentially, and that there is strong

exchange coupling between surface and core spins.
The effect of varying surface anisotropy and

exchange coupling on the hysteresis properties of

SD ferromagnetic particles has been explored by

Kachkachi and Dimian (2002). Significant deviations

from the classical Stoner-Wohlfarth (1948) model are

observed when the surface anisotropy and exchange
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Figure 4 Calculated hysteresis loops and spin configurations of a 2.5 nm diameter spherical particle of NiFe2O4.
Simulations were performed using an atomistic model of magnetic ordering (Kodama, 1999; Kodama and Berkowitz, 1999).

Arrows in (b) and (d) show the spins on individual Fe atoms. Light and dark circles correspond to tetrahedral and octahedral

sites, respectively. A particle with no broken bonds and low surface roughness has a low coercivity (a) and no surface spin

disorder (b). A particle with a higher broken-bond density and surface roughness displays high coercivity and high-field
irreversibility (c), resulting from the presence of significant surface spin disorder (d). Reproduced from Kodama RH (1999)

Magnetic nanoparticles. Journal of Magnetism and Magnetic Materials 200: 359–372.
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constants are of similar magnitude (Figure 5). These

deviations are associated with nonuniform reversal
mechanisms, which involve the successive switching

of surface and core spins.
The magnetic properties of maghemite (�-Fe2O3)

nanoparticles have been investigated using both

Monte Carlo and conjugate direction methods
(Kachkachi et al., 2000a; Kodama and Berkowitz,

1999). Mössbauer spectroscopy indicates that surface
spins in maghemite nanoparticles are highly canted

(Coey, 1971). Their magnetic properties are domi-
nated by surface effects, which result in high coercive
fields, high-field irreversibility, and shifted hysteresis

loops in field-cooled samples (Kachkachi et al., 2000a;
Tronc et al., 2000). Particles are not saturated in fields

of up to 5.5 T (Figure 6(a)), and an anomalous
increase in magnetization appears below 70 K

(Figure 6(b)), which is more pronounced in smaller
particles (Figure 6(c)). The simulated contribution

to the magnetization from core and surface spins is
illustrated in Figure 7 (Kachkachi et al., 2000a).
Assuming that exchange interactions between surface

atoms are an order of magnitude weaker than inter-
actions between bulk atoms, an anomalous increase
in magnetization observed at low temperatures can
be attributed to the ordering of surface spins.

2.20.2.2.3 Application to coupled

magnetic and chemical ordering in solid

solutions

The magnetic properties of the ilmenite–hematite
solid solution are influenced profoundly by nano-
scale microstructures resulting from chemical
ordering. Slowly cooled rocks that contain finely
exsolved hematite–ilmenite have strong and extre-
mely stable magnetic remanence, which may account
for some of the magnetic anomalies that are present
in the deep crust and on planetary bodies that no
longer retain a magnetic field, such as Mars
(McEnroe et al., 2001, 2002, 2004a, 2004b, 2004c;
Kasama et al., 2003, 2004). This remanence has been
attributed to the presence of a stable ferrimagnetic
substructure, which is associated with the coherent
interface between nanoscale ilmenite and hematite

Figure 5 Atomistic simulation of nonuniform magnetic switching in a ferromagnetic nanoparticle with strong surface

anisotropy. The spherical particle contains 176 surface spins (dark arrows) and 184 core spins (gray arrows). The easy axis for
core spins is parallel to the z-direction (indicated). The easy axis for surface spins is approximately normal to the particle

surface. In this example, the core and surface anisotropy constants were chosen to be equal in magnitude and the exchange

integral between neighboring spins was one-tenth the magnitude of the core/surface anisotropy constant. Each spin

configuration was obtained at a different value of the applied magnetic field, starting with a saturating field in the negative
z-direction (a) and ending with a saturating field in the positive z-direction (f). The surface spins are observed to switch

magnetization direction before the core spins (c). Core spins are observed to switch magnetization direction in a cluster-like

fashion (d, e). Adapted from Kachkachi H., and Dimian M (2002) Hysteretic properties of a magnetic particle with strong

surface anisotropy. PhysicalReview B 66: 174419.
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Figure 6 (a) Magnetization of a diluted assembly of �-Fe2O3 nanoparticles, with a mean diameter of 2.7 nm, as a function of
magnetic field at different temperatures. (b) Temperature dependence of magnetization at 55 kOe, extracted from (a), showing

an anomalous increase in magnetization below 70 K. (c) Temperature dependence of magnetization in a field of 55 kOe for three

samples with different mean diameters (2.7, 4.8, 7.1 nm). The anomalous increase in magnetization at low temperatures is more

pronounced in the smaller particles, consistent with a surface effect. Reproduced from Kachkachi H, Ezzir A, Noguès M, and
Tronc E (2000a) Surface effects in nanoparticles: Application to maghemite �-Fe2O3. European Physical Journal B 14: 681–689.
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Reproduced from Kachkachi H, Ezzir A, Noguès M, and Tronc E (2000a) Surface effects in nanoparticles: Application to

maghemite �-Fe2O3. European Physical Journal B 14: 681–689.
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exsolution lamellae (the so-called ‘lamellar magnetism
hypothesis’; Harrison and Becker, 2001; Robinson et al.,
2002, 2004; Harrison, 2006; Figure 8(a)). Rapidly
cooled members of the hematite–ilmenite series, on
the other hand, are well known for their ability to
acquire self-reversed thermoremanent magnetization
(i.e., they acquire a remanent magnetization on cooling
that is antiparallel to the applied field direction). This
phenomenon is related to the presence of fine-scale
twin domains that form on cooling through the R3c–R

3 cation-ordering phase transition (Ishikawa and Syono,
1963; Nord and Lawson, 1989, 1992; Hoffman, 1992;
Bina et al., 1999; Prévot et al., 2001; Lagroix et al., 2005;
Figure 8(b)).

Harrison (2006) used Monte Carlo simulations to
investigate the consequences of coupling between
magnetic and chemical ordering in the ilmenite–
hematite solid solution (Figure 9). Key features of
the equilibrium phase diagram are reproduced suc-
cessfully by the simulations: (1) a paramagnetic (PM)
to antiferromagnetic (AF) transition in the hematite-
rich, cation-disordered (R3c) solid solution; (2) a PM

R3c to PM R3 cation ordering transition in the ilme-
nite-rich solid solution; (3) a PM R3c þ PM R3
miscibility gap developing below a tricritical point
at x¼ 0.58� 0.02, T¼ 1050� 25 K; and (4) an AF
R3c þ PM R3 miscibility gap developing below a
eutectoid point at x¼ 0.18� 0.02, T¼ 800� 25 K.

A snapshot of the simulated cation/spin config-
uration obtained at 100 K for a bulk composition 30%
Fe2O3 70% FeTiO3 (ilm70) is shown in Figure 10.

The supercell contains two nanoscale precipitates of
AF R3c hematite within a host of PM R3 ilmenite.
The lower precipitate has a thickness of 2 nm (�1.5
unit cells), corresponding to the lower size limit of
exsolution lamellae typically observed in natural
samples (Robinson et al., 2002). The precipitate

Figure 8 Examples of nanoscale microstructures in the ilmenite–hematite solid solution. (a) A natural hemo-ilmenite
containing abundant nanoscale exsolution lamellae of hematite in an ilmenite host (McEnroe et al., 2002). Scale bar¼100 nm.

(b) A synthetic sample of the ilmenite–hematite solid solution (ilm70) containing curved antiphase domains (APDs) and antiphase

boundaries (APBs), formed after cooling through the R3c to R3 cation ordering phase transition. The APDs are crosscut by two

titanomagnetite lamellae, the result of annealing the sample under slightly reducing conditions. Scale bar¼ 100 nm.
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simulation (Harrison, 2006). Dashed and dotted lines show the

metastable magnetic ordering temperatures for the cation-

disordered and cation-ordered solid solution, respectively.
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contains a total of 11 Fe-bearing cation layers: 9 Fe3þ

layers, which are bounded by mixed Fe3þ–Fe2þ ‘con-

tact’ layers. The natural tendency for hematite

lamellae to form with an odd number of Fe-bearing

layers results in the formation of a ‘defect’ moment

due to the presence of uncompensated spins

(Figure 10(c)). Under favorable conditions, this

‘lamellar magnetism’ far outweighs the spin-canted

moment of the hematite phase (Robinson et al., 2004).

The upper precipitate has a less well-defined shape

and an atomically rough interface with the ilmenite

host. It has a thickness of 0.7–1.4 nm (�0.5–1 unit

cells), which corresponds to the length scale of the

compositional clustering that is commonly observed

in natural samples in the vicinity of precipitate-free

zones (McEnroe et al., 2002). The more irregular

shape and rough interface of the upper precipitate

enhances the spin imbalance, yielding a larger net
magnetization (Figure 10(d)).

Samples that have cooled rapidly through the

R3c–R3 transition develop a high degree of short-

range cation order, which is characterized by the
formation of fine-scale twin domains (Harrison and

Redfern, 2001; Nord and Lawson, 1989, 1992;
Figure 8(b)). Adjacent domains have an antiphase

relationship with each other, in terms of the ordering
of Fe and Ti layers; an Fe-rich layer becomes a Ti-

rich layer on crossing the twin wall and vice versa. In
order to highlight this relationship, twin domains and

twin walls are often referred to as antiphase domains
(APDs) and antiphase domain boundaries (APBs),

respectively. Figure 11 shows the results of Monte
Carlo simulations of a 48-layer supercell of ilm70,

with APBs at its center and upper/lower boundaries
(Harrison, 2006). The degree of cation order is

defined by the order parameter:

Q ¼ N B
Ti –N A

Ti

N A
Ti þ N B

Ti

½8�

where NTi
A and NTi

B are the number of Ti4þ cations on
A and B layers, respectively. The cation/spin config-
uration after annealing the supercell in the
simulation at 850 K is shown in Figures 11(a)
11(d). The APDs are cation ordered (Q¼�1) and
the APBs are cation disordered (Q¼ 0)
(Figure 11(a)). The APBs are enriched in Fe relative
to the APDs, although the magnitude of this enrich-
ment is enhanced by the immiscibility of ilmenite
and hematite at this temperature (Figure 11(b)).
The spin profile at 25 K shows the presence of oppo-
sitely magnetized ferrimagnetic domains, a
consequence of the switch round of Fe-rich and Ti-
rich layers at the APB (Figure 11(c)). Experimental
confirmation of such negative exchange coupling,
obtained using electron holography, is discussed in
Section 2.20.3.3.4. The APB shown in Figure 11(c) is
characterized by an asymmetric spin profile. Only the
very center of the APB can be classed as antiferro-
magnetic. At 400 K, the majority of the supercell is
magnetically disordered, whereas the APBs retain a
narrow region of magnetic order (Figure 11(d)).

After annealing at 1100 K, the supercell contains a
well-ordered domain and a smaller, less well-(anti)-
ordered domain (Figure 11(e)). This situation is

reached as the system attempts to remove one APD
and establish an equilibrium state of homogenous

long-range order. Fe enrichment now occurs at the
APBs and across the less well-(anti)ordered domain.

(a) Cations (b) Composition (c) Spins (d) Magnetization

R 3c

R 3c

R 3

R 3

Figure 10 Snapshots of a combined simulation of cation
and magnetic ordering in the ilmenite–hematite solid

solution (ilm70) at 100 K (Harrison, 2006). (a) Distribution of

Fe3þ, Fe2þ, and Ti (red, green, and blue, respectively).

(b) Local chemical composition (red¼hematite,
brown¼ ilmenite) calculated by averaging the number of Ti

cations within the first four coordination shells around each

site. (c) Magnitude and direction of spin on each site

(red¼ negative, blue¼positive, symbol size proportional to
magnitude of spin). (d) Local ferrimagnetic moment

(blue¼positive, red¼negative), calculated by averaging

the spin values within the first four coordination shells
around each site. The blue regions highlight the

ferrimagnetism associated with local spin imbalance at the

interface between ilmenite and hematite precipitates.
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The spin profile at 25 K indicates a strong ferrimag-
netic moment associated with the ordered domain
and a weak ferrimagnetic moment with the anti-
ordered domain (Figure 11(g)). At 375 K, magnetic
order is lost in the ordered domain, whereas weak
magnetic order is retained across the anti-ordered
domain and boundary regions (Figure 11(h)).
These properties lead to a self-reversal in the net
magnetization on cooling (Figure 12). Magnetic
ordering in the Fe-enriched anti-ordered domain
sets in below 425 K, yielding a weak positive ferri-
magnetic moment. Magnetic order spreads to the
ordered domain on cooling below 350 K. Below
250 K, the moment of the anti-ordered domain is
outweighed by the oppositely oriented moment of
the ordered domain, and the net magnetization
reverses. In contrast, no net reversal is observed in
the 850 K simulation, which contains equally well-
ordered and anti-ordered domains, despite the
enhanced enrichment of Fe at the APB.

2.20.3 Magnetism at the Nanometer
Length Scale

Off-axis electron holography is an advanced TEM
technique that allows a two-dimensional projection
of the in-plane component of the magnetic induction
in a specimen to be mapped with a spatial resolution
approaching the nanometer scale. The high spatial
resolution of this technique makes it ideal for the
study of magnetic particles that are in the SD to
PSD size range, as well as for magnetic minerals
that are structurally and/or chemically heteroge-
neous. Its ability to provide images of stray
magnetic fields also makes electron holography an
ideal technique for the study of magnetostatic inter-
actions between magnetic nanoparticles. We begin by
reviewing theoretical and practical aspects of elec-
tron holography. We then describe its recent
application to several different magnetic minerals.

2.20.3.1 Theory of Off-Axis Electron
Holography of Magnetic Materials

2.20.3.1.1 Amplitude and phase of a TEM

image

The formation of a TEM image can be described in
terms of the electron wave function in the image
plane of the microscope:

 ðrÞ ¼ AðrÞexp½i�ðrÞ� ½9�

where A is amplitude, � is phase shift (with respect to a
wave that has traveled through vacuum alone), and r is
a vector in the plane of the sample (Cowley, 1995). As
an electron passes through the microscope, it experi-
ences a phase shift that is associated with both the
electrostatic potential of the sample (Figure 13(a))
and the in-plane components of the magnetic induc-
tion (Figure 13(b)). In a conventional TEM image,
only the spatial distribution of the image intensity

I ðrÞ ¼  ðrÞ �ðrÞ ¼ A2ðrÞ ½10�

is recorded, and all information about the phase shift is
lost. Electron holography is an interferometric techni-
que that allows phase information to be recovered.
After subtraction of the electrostatic contribution to
the phase shift (see below), a phase image can be
converted directly into a quantitative two-dimen-
sional map of the in-plane magnetic induction in the
sample (Tonomura, 1992; Völkl et al., 1998; Dunin-
Borkowski et al., 2004; Midgely, 2001).

The phase shift (measured relative to that of an
electron that has passed through vacuum alone) is

given by the expression

�ðxÞ ¼ CE

Z
V0ðx; zÞdz –

e

h

� � ZZ
B?ðx; zÞdx dz ½11�

where x is a direction in the plane of the sample, z is
the incident electron beam direction, V0 is the mean
inner potential, and B? is the component of magnetic
induction perpendicular to both x and z (Reimer,
1991). CE is a constant that depends on the accelerat-
ing voltage of the TEM, in the form

CE ¼
2�

�

� �
E þ E0

EðE þ 2E0Þ

� �
½12�

where � is the electron wavelength, and E and E0 are
the kinetic and rest mass energies of the incident
electrons, respectively. Values of CE for a range of
accelerating voltages are listed in Table 2. If neither
V0 nor B? varies with z inside the specimen, and both
parameters are zero outside the specimen, eqn [11]
can be expressed more simply in the form

�ðxÞ ¼ CEV0ðxÞtðxÞ –
e

h

� �Z
B?ðxÞtðxÞ dx ½13�

where t is the thickness of the sample. Differentiating
with respect to x then leads to the expression

d�ðxÞ
dx

¼ CE
d

dx
V0ðxÞtðxÞf g – e

h

� �
B?ðxÞtðxÞ ½14�
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For constant V0 and t, the first term in eqn [14]
is zero, and the gradient of the phase shift is
proportional to the desired in-plane component
of the magnetic induction in the specimen

(Figure 13(b)). The phase gradient can then be
written in the form

d�ðxÞ
dx

¼ –
et

h

� �
B?ðxÞ ½15�
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Unfortunately, in most cases, both V0 and t vary
across the specimen, and careful separation of the
magnetic and mean inner potential contributions to
the measured phase shift is required before quantita-
tive analysis of the magnetic induction is possible
(see Section 2.20.3.1.5).

2.20.3.1.2 Calculation of the mean

inner potential

For a specimen that has a single composition and

crystallographic orientation, the mean inner poten-

tial contribution to the phase shift is proportional to

the specimen thickness (Figure 13(a)). Direct

Figure 11 Average values of order parameter, composition, and spin on each of the 48 layers of an 8� 8�8 supercell of

ilm70, pre-annealed at (a–d) 850 K and (e–h) 1100 K (Harrison, 2006; Harrison et al., 2005). A starting configuration with APBs
at the bottom and the center of the supercell was chosen in each case. (a) The order parameter profile at 850 K shows two fully

ordered/antiordered APD (Q¼1 and Q¼�1, respectively) separated by APBs (Q¼0). (b) The composition profile at 850 K

shows that unmixing has taken place within the PM R3cþPM R3 miscibility gap, with the PM R3 phase corresponding to the

APDs and the PM R3c phase corresponding to the APBs. Dashed line indicates the bulk composition, x¼ 0.7. (c) The spin
profile at 25 K shows that the APDs are strongly ferrimagnetic. The APD centered on layer 14 has a net negative spin, whereas

the APD centered on layer 40 has a net positive spin (indicated by the arrows). (d) The spin profile at 400 K shows that the Fe-

rich APBs remain magnetically ordered, whereas the Fe-poor APDs are magnetically disordered. The APBs are associated

with a small net spin (see Figure 12). (e) The order parameter profile at 1100 K shows a fully ordered APD (Q� 1) and a less
well-(anti)ordered APD (Q��0.75). (f) The composition profile at 1100 K shows that the well-ordered APD has x > 0.7,

whereas the less well-ordered APD has x < 0.7. Evidence for Fe enrichment at the APBs is also seen. (g) The spin profile at

25 K shows that the well-ordered APD is strongly ferrimagnetic, whereas the ferrimagnetic spin of the less well-ordered APD

is decreased by the influence of the boundary regions. (h) The spin profile at 375 K shows that the less well-ordered APD and
boundary regions are magnetically ordered, whereas the well-ordered APD is magnetically disordered. The magnetically

ordered regions carry a small net spin that is opposite to the net spin of the well-ordered APD (see Figure 12).
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Figure 12 Temperature dependence of sublattice spins SA and SB (circles) and net spin jSAj–jSBj (squares) for the

simulations pre-annealed at (a) 850 K and (b) 1100 K. Insets show expanded view of the variation in net spin. A self-reversal of

the net magnetization occurs in (b) due to the negative exchange coupling between poorly ordered and well ordered APDs
(see Figures 11(e)–11(h)).
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measurement of V0 using electron holography is pos-
sible if an independent measurement of the specimen
thickness is available. Such measurements are rare,
however, and it is often necessary to calculate
theoretical values of V0. An estimate for V0 can
be obtained by assuming that the specimen can
be described as a collection of neutral free atoms
(the ‘nonbinding’ approximation), and by using the
expression

V0 ¼
h2

2�me�

� �X
�

felð0Þ ½16�

where fel(0) is the electron scattering factor at
zero scattering angle (with dimensions of length), �
is the unit cell volume, and the sum is performed
over all atoms in the unit cell (Reimer, 1991).
Calculated values for fel(0) have been tabulated by
Doyle and Turner (1968) and Rez et al. (1994).
Equation [16] leads to an overestimation of V0 by
approximately 10%, because the redistribution of
electrons due to bonding (which typically results in
a contraction of the electron density around each
atom) is neglected. Calculated upper limits of V0 for
common magnetic oxide minerals are listed in
Table 3.

2.20.3.1.3 Formation of an electron

hologram

The microscope setup for electron holography is
illustrated schematically in Figure 14. A field-emis-
sion gun (FEG) is used to provide a highly coherent
source of electrons. For studies of magnetic materials,
a Lorentz lens (a high-strength minilens located
below the lower objective pole-piece) allows the
microscope to be operated at high magnification
with the objective lens switched off and the sample
in magnetic-field-free conditions. Since a large

Table 3 Calculated V0 values for a range of magnetic

minerals using eqn [16] and electron scattering factors

tablulated by Doyle and Turner (1968)

Mineral Name (formula) V0(V)

Hematite (Fe2O3) 19.3

Ilmenite (FeTiO3) 19.9

Magnetite (Fe3O4) 19.1
Ulvöspinel (Fe2TiO4) 19.1

Maghemite (�-Fe2O3) 17.8

Pseudobrookite (Fe2TiO5) 17.3

Pseudobrookite (FeTi2O5) 17.9

Table 2 Values of the constant CE in eqn [12] as a

function of TEM accelerating voltage

Voltage (kV ) CE(�106 rad/V m)

100 9.24396

200 7.2884

300 6.52616

400 6.12141
500 5.87316

600 5.70724

700 5.58974

800 5.50296
900 5.43679

1000 5.38502

x

x

(a)

(b)

Φ

Coherent electron beam

Coherent electron beam

z

z

2π

0

π

Φ
2π

0

π

Figure 13 Schematic illustration of the phase shift

experienced by electrons passing through a specimen in the

TEM. (a) The mean inner potential contribution to the phase
shift of electrons passing through a sample of uniform

structure and chemical composition reflects changes in the

specimen thickness (first term in eqn [13]). (b) The magnetic

contribution to the phase shift, given by the second term in
eqn [13], reflects the in-plane component of the magnetic

induction, integrated along the electron beam direction. For

a sample containing two uniformly magnetized domains,
one magnetized out of the plane of the diagram (crosses)

and one magnetized into the plane of the diagram (dots), the

gradient of the phase shift is constant within the domains

and changes sign at the domain wall.
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amount of off-line image processing must be carried
out to process holograms and in particular to remove

the mean inner potential contribution to the phase
shift, there are great advantages in recording holo-

grams digitally, using a charge-coupled device
(CCD) camera.

For off-axis electron holography, the sample is
typically placed half-way across the field of view,
so that part of the electron wave passes through

the sample (the sample wave) and part passes through
vacuum (the reference wave). A voltage of

50–200 V is applied to an electrostatic biprism wire
(typically a <1 mm diameter quartz wire coated
in Pt or Au) mounted in place of one of the selec-

ted area diffraction apertures. This voltage deflects
the sample and reference waves, causing them

to overlap. If the electron source is sufficiently
coherent, then an interference fringe pattern
(an electron hologram) is formed in the overlap
region. The sample and reference waves can then
be considered as originating from two virtual
sources, S1 and S2 (Figure 14). The angles of
the sample and reference waves differ by a small
amount, which is proportional to the biprism voltage,
and can be described by the wave vector qc. The
intensity in the overlap region is then given by the
expression

IholðrÞ ¼ j ðrÞ þ exp½2�iqc ? r�j2
¼ 1þ A2ðrÞ þ 2AðrÞcos½2�iqc ? rþ �ðrÞ� ½17�

Hence, an electron hologram consists of a sum of the
intensities of the sample and reference waves, onto
which is superimposed a set of cosinusoidal fringes
with local amplitude A and phase shift �. An example
of hologram, acquired from a sample containing
maghemite inclusions in a matrix of hematite, is
shown in Figure 15(a). Local shifts in the positions
of the holographic interference fringes, visible in the
inset to Figure 15(a), are directly proportional to the
phase shift of the electron wave, which results, in
turn, from variations in the thickness, mean inner
potential, and magnetic induction of the inclusion
and the host. A broader set of Fresnel fringes are
also visible at the edges of the hologram in
Figure 15(a). These fringes are caused by the edge
of the biprism wire.

2.20.3.1.4 Processing of the electron

hologram

The sequence of processing steps that is required to
extract a phase map, �(r), from an electron hologram
is illustrated in Figure 15. First a hologram of the
region of interest is acquired (Figure 15(a)). The
sample is then moved away from the field of view
and a reference hologram is acquired from a region of
vacuum (Figure 15(b)). Next, both the sample and
the reference holograms are Fourier transformed
(Figure 15(c)). The Fourier transform of eqn [17]
comprises a central peak at q¼ 0 and two sidebands
at q¼� qc:

FT½IholðrÞ� ¼ �ðqÞ þ FT½A2ðrÞ� þ �ðqþ qcÞ
	 FT½AðrÞexpði�ðrÞ� þ �ðq – qcÞ
	 FT½AðrÞexpð – i�ðrÞ� ½18�

S1 S2

Field emission gun

Sample

Lorentz lens

Back focal
Plane

Biprism

Hologram

Figure 14 Schematic illustration of the setup used for

generating off-axis electron holograms. The sample

occupies approximately half the field of view. Essential

components are the field-emission electron gun source,
which provides coherent illumination, and the positively

charged electrostatic biprism, which overlap of the sample

and (vacuum) reference waves. The Lorentz lens allows
imaging of magnetic materials in close-to-field-free

conditions.
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The sidebands contain the Fourier transforms of
either the complex image wave or its conjugate.
Both amplitude and phase information are recovered
by isolating one sideband digitally (Figure 15(d))

and performing an inverse Fourier transform of this
part of the Fourier transform alone. The diagonal
streak at the lower left of Figure 15(d) results
from the presence of Fresnel fringes visible in the
raw holograms (Figures 15(a) and 15(b)). This
streak can lead to artifacts in the reconstructed
phase map, and is normally masked out (i.e.,
replaced by pixels with values of zero) before the
inverse Fourier transform is performed. The com-
plex image waves that are derived from the sample
and reference holograms are divided by each other
to remove phase shifts caused by inhomogeneities
in the charge and thickness of the biprism wire, and
distortions caused by aberrations of the microscope
lenses and the recording system (de Ruijter and
Weiss, 1993). The phase shift is then obtained
by evaluating the arctangent of the ratio of
the imaginary and real components of the
corrected complex image wave (Figure 15(e)).
The initial phase map is presented modulo 2�.
The 2� discontinuities can be removed by using
one of a number of automated phase unwrapping
algorithms (Ghiglia and Pritt, 1998) to produce an
‘unwrapped’ final phase image (Figure 15(f )).

2.20.3.1.5 Removing the mean inner

potential contribution
If the direction of magnetization in the sample can
be reversed exactly, for example, by applying a
large magnetic field to the specimen, then the
magnetic contribution to the phase shift changes
sign in eqn [11]. If phase images that have been
acquired before and after magnetization reversal
are added together digitally, then the magnetic
contribution to the phase shift cancels out, leaving
twice the mean inner potential contribution.
Magnetization reversal can be performed in situ in
the TEM by using the magnetic field of the TEM
objective lens (Figure 16). The sample is typically
tilted to an angle of �30� to the horizontal. The
objective lens is then turned on to provide a chosen
vertical magnetic field of up to 2 T. The objective
lens is then turned off and the sample tilted back to
the horizontal prior to acquisition of the hologram.
In practice, the two saturation remanent states may
not be exactly equal and opposite to each other. It
is then necessary to repeat the switching process
several times, so that nonsystematic differences
between switched pairs of phase images average
out. Systematic differences between switched
pairs, which can lead to artifacts in the final mag-
netic induction map, are often identified by

Figure 15 Sequence of image processing steps

required to convert an electron hologram into a phase-
shift image. (a) Original electron hologram of the region of

interest (a natural sample of hematite containing

nanoscale inclusions of maghemite). Broad Fresnel
fringes, caused by the edges of the biprism wire, are

visible in the upper right and lower left. The inset is a

magnified image of the outlined region, showing the

change in position of the fine-scale holographic fringes as
they pass through an inclusion. (b) A reference hologram

recorded over a region of vacuum. (c) Fourier transform of

the electron hologram shown in (a), comprising a central

peak, two side bands, and a diagonal streak due to the
Fresnel fringes. (d) A mask is applied to the Fourier

transform in (c) in order to isolate one side band. The

Fresnel streak is removed by assigning a value of zero
to pixels falling inside the region shown by the dashed

line. (e) Inverse Fourier transform of (d) yields the complex

image wave, which in turn yields a modulo 2� image of

the holographic phase shift. (f) Automated phase
unwrapping algorithms are used to remove the 2�

phase discontinuities from (e) to yield the final phase

shift image.
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inspection. Once the mean inner potential contri-
bution to the phase shift has been determined in
this way, it can be subtracted from each individual
phase image of the same region of the sample. By
varying the magnitude of the applied field, it is
possible to record a series of images that corre-
spond to any desired point on the remanent
hysteresis loop.

When interpreting the subsequent remanent hys-
teresis loop, it is important to remember that
holography measures the coercivity of remanence
(Hcr) rather than the coercivity (Hc) of the sample.
For SD particles, however, Hcr/Hc � 1, allowing an
estimate of the coercivity to be made. A sample with
uniaxial anisotropy constant, K, and saturation mag-
netization, Ms, switches when the vertical field
reaches 0.52BK (assuming a tilt angle of 30� to the
horizontal), where BK¼ 2K/M is the coercivity for
fields applied along the anisotropy axis (Stoner and
Wohlfarth, 1948).

2.20.3.2 Interpretation of Electron
Holographic Phase Images

2.20.3.2.1 Quantification of the magnetic

induction

A quantitative measure of B?, integrated in the
electron beam direction, can be obtained from the
gradient of the magnetic contribution to the phase
shift (eqn [15]). This measurement includes

contributions from the internal magnetization of

the sample, the internal demagnetizing field, and

stray magnetic fields created by the sample in the

vacuum surrounding it. A simulation of the con-

tributions to the phase shift associated with the

presence of a uniformly magnetized 200 nm dia-

meter spherical particle of magnetite is shown in

Figure 17. The total phase shift (Figure 17(c)) is

the sum of mean inner potential (Figure 17(a)) and

magnetic (Figure 17(b)) contributions. An analy-

tical expression that describes the phase shift

shown in Figure 17(c), along a line passing

(a)

(d) (e) (f)

(i)(h)(g)

(j) (k) (l)

(c)(b)

Figure 17 Simulation of the holographic phase shift

associated with a 200 nm diameter spherical particle of
magnetite. The particle is uniformly magnetized in the

vertical direction. The mean inner potential contribution to

the phase shift is shown in (a), the magnetic contribution is

shown in (b), and the sum of the two is shown in (c). (d–f)
Profiles of (a–c), taken horizontally through the center of

the particle (i.e., in a direction normal to the magnetization

direction). The analytical form of these curves is given by

eqns [19] and [20]. (g–i) Cosine of 4 times the phase shift
shown in (a–c). (j) Color map derived from the gradient of

the magnetic contribution to the phase shift (b). The hue

and intensity of the color indicates the direction and

magnitude of the integrated in-plane component of
magnetic induction, according to the color wheel shown in

(1). The color can be combined with the contour map, as

shown in (k).

B < 0.52BK B ≥ 0.52BK

2K
MS

BK =

30° 30°

Figure 16 Schematic illustration of magnetic switching in
the TEM. A uniaxial particle with anisotropy constant K and

saturation magnetision Ms, initially magnetized to the right,

is tilted to an angle of 30� to the horizontal. A chosen current

is passed through the objective lens of the TEM, exposing
the sample to a downward pointing magnetic field of up to

2 T. The direction of magnetization switches when the

vertical field reaches 0.52BK, where BK¼ 2K/Ms. The
objective lens is then switched off and the sample is tilted

back to the horizontal.
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through the center of the particle in a direction
perpendicular to B?, is

�ðxÞjx
a ¼ 2CEV0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 – x2
p

þ e

h

� �
B?

a3 – ða2 – x2Þ3=2

x

" #
½19�

�ðxÞjx > a ¼
e

h

� �
B?

a3

x

� �
½20�

where a is the radius of the particle (de Graef et al.,
1999). The mean inner potential and magnetic con-
tributions to this phase profile are shown in
Figure 17(d)–17(f). The difference between the
minimum and maximum values of the magnetic con-
tribution to the phase shift in Figure 17(e) is

��mag ¼ 2:044
e

h

� �
B?a2 ½21�

For a uniformly magnetized cylinder of radius a, the
equivalent expression is

��mag ¼ �
e

h

� �
B?a2 ½22�

To a good approximation, ion-beam thinned
TEM specimens of magnetic materials can often be
described locally as plates or wedges of semi-infinite
extent in the horizontal plane. If such a sample is
magnetized uniformly parallel to its edge, then the
effect of demagnetizing and stray fields on the mea-
sured phase shift may be negligible, and it may then
be possible to determine B? directly by using eqn
[15]. This approach requires, however, that the local
specimen thickness is known. A measure of the sam-
ple thickness can be obtained using energy filtered
imaging (Egerton, 1996). Two images of the sample
are acquired: an unfiltered image (formed using both
elastically and inelastically scattered electrons) and a
zero-loss energy-filtered image. The log of the ratio
between the unfiltered and zero-loss energy-filtered
images yields the quantity t/�in, where �in is a mean
free path for inelastic scattering. Values of �in can be
calculated or measured experimentally (Egerton,
1996; Golla-Schindler et al., 2005). Harrison et al.

(2002) determined a value for �in¼ 170 nm for mag-
netite. Care is required when using this approach, as
the effective magnetic thickness of a sample may be
significantly smaller than its physical thickness, due
to the presence of magnetically ‘dead’ layers on its
surfaces, resulting from specimen preparation tech-
niques such as ion-beam thinning. For a sample of
known B? and V0, an estimate of the thickness of the

magnetically dead layers can be obtained by compar-
ing the physical thickness of the specimen derived
from the mean inner potential contribution to the
phase shift (the first term in eqn [13]) with the mag-
netic thickness derived from eqn [15]. For an Ar-ion
milled synthetic sample of ilm70, assuming a value
for V0¼ 19.6 V (calculated using eqn [16]) and a
saturation induction of 0.225 T, the average differ-
ence between the magnetic and physical specimen
thickness was found to be �40 nm in total.

2.20.3.2.2 Visualization of the magnetic
induction

The in-plane component of the integrated magnetic
induction can be visualized by adding contours to the
magnetic contribution to the phase shift, as shown in
Figure 17(h) in the form of the cosine of the phase
image. The spacing of the contours can be varied by
multiplying the phase map by a constant before calcu-
lating its cosine (an ‘amplification’ factor of 4 was used
in Figure 17). By calculating the horizontal and ver-
tical derivatives of the magnetic contribution to the
phase shift (d�mag/dx and d�mag/dy), a vector field
can be determined and displayed in the form of either
an arrow map or a color map (Figure 17(j)), whereby
the direction and magnitude of the projected in-plane
magnetic induction are represented by the hue and
intensity of a color, respectively, according to the
color wheel shown in Figure 17(l). Color can also be
added to the cosine image if desired (Figure 17(k)).

2.20.3.3 Experimental Results

2.20.3.3.1 Electron holography of isolated

magnetite crystals
An experimental study of isolated magnetic nanopar-
ticles allows the effects of particle size, shape, and
magnetocrystalline anisotropy on their magnetic
state to be assessed without the complicating influ-
ence of magnetostatic interactions. Magnetotactic
bacteria provide a convenient source of high-purity,
relatively defect-free magnetite crystals with varying
morphologies, aspect ratios, and sizes in the range
10–200 nm (Devouard et al., 1998; Bazylinski and
Frankel, 2004; Arató et al., 2005). Although magneto-
tactic bacteria normally grow crystals in closely
spaced chains, the preparation of bacteria for TEM
examination by air drying inevitably leads to cell
damage and a degree of chain breakup.
Figure 18(a) shows a high-resolution TEM image
of an isolated 50 nm magnetite crystal from a bacter-
ial cell. This crystal was separated by at least 500 nm
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from adjacent crystals. The three-dimensional mor-
phology and orientation of the crystal were
determined by using electron tomography, from a
series of two-dimensional high-angle annular dark-
field (HAADF) images taken over an ultrahigh range
of tilt angles (Figure 18(b)). The tomographic recon-
struction reveals that the particle is elongated slightly
in the [111] direction in the plane of the specimen (as
indicated by the white arrow in Figure 18(a)). The

crystallographic orientation of the particle is shown
in the form of a stereogram in Figure 18(e).

Electron holography of the magnetite crystal was
performed both at room temperature (Figure 18(c))
and at 90 K (Figure 18(d)). The magnetic contribu-
tion to the phase shift was isolated by performing a
series of in situ magnetization reversal experiments, as
described in Section 2.20.3.1.5. The direction of the
in-plane component of the applied field is indicated
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Figure 18 (a) High-resolution image of a 50 nm diameter magnetite crystal from a magnetotactic bacterium (image courtesy of
M. Pósfai). (b) Three-dimensional reconstruction of the same particle, obtained using electron tomography (image courtesy of

R. Chong). (c,d) Remanent states of the particle at room temperature and 90K, respectively. The remanent states were obtained

after tilting the sample to �30� in the vertical 2 T field of the TEM objective lens. The in-plane component of the applied field was

directed along the black double arrow. (e) Stereographic projection showing the crystallographic orientation of the sample. At room
temperature, the remanent magnetization direction is close to [131]. At 90 K, the remanent direction is close to either [210] or [012].
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by the black double arrow. Both images show uni-
formly magnetized SD states, including the
characteristic return flux of an isolated magnetic
dipole (Figure 17(k)). In both cases, the remanent
magnetization direction appears to make a large
angle to the applied field direction. At room
temperature, the phase contours in the crystal make
an angle of �30� to the [111] elongation direction
(Figure 18(c)). The contours are parallel to the [111]
elongation direction at 90 K (below the Verwey tran-
sition; Figure 18(d)).

Figure 19(a) shows a profile of the magnetic con-
tribution to the phase image that was used to create
Figure 18(c), taken along a line passing through the
centre of the crystal in a direction perpendicular to the
phase contours. A least-squares fit of the experimental
profile to eqns [19] and [20] yielded a value for B? of
0.6� 0.12 T. This value is equal to the room tempera-
ture saturation induction of magnetite, suggesting that
the magnetization direction of the particle lies exactly
in the plane of the specimen, close to the [131] crystal-
lographic direction (Figure 18(e)). This direction
corresponds to the longest diagonal dimension of the
particle, which is consistent with shape anisotropy
dominating the magnetic state of the crystal at room
temperature. The 90 K phase profile (Figure 19(b))
yielded a value for B? of 0.46� 0.09 T. This value is
lower than the saturation induction of magnetite
at 90 K, suggesting that, at remanence, the magnetiza-
tion direction in the crystal is tilted out of the plane by
�40� to the horizontal. This direction is close to either
[210] or [012] (Figure 18(e)). Below the Verwey

transition, the magnetocrystalline anisotropy of mag-
netite is known to increase considerably in magnitude
(Muxworthy and McClelland, 2000), and to switch
from <111>cubic to [001]monoclinic. The [001]monoclinic

easy axis can lie along any one of the original
<100>cubic directions. Both the [100] and [001] direc-
tions of the original cubic crystal lie close to the
observed remanence direction, suggesting that magne-
tocrystalline anisotropy has a more significant impact
on the remanence direction than shape anisotropy at
90 K. The fact that the remanence direction in
Figure 18(d) is perpendicular to the applied field
direction suggests that this choice may be influenced
by the morphology of the crystal.

Theoretical predictions of the effect of particle
size and shape on the magnetic state of magnetite
are shown in Figure 20 (Butler and Banerjee, 1975;
Muxworthy and Williams, 2006). The upper solid
line shows the theoretical boundary between SD
and two domain states (Butler and Banerjee, 1975).
The dashed line shows the boundary between SD
and single vortex (SV) states predicted by micromag-
netic simulations (Muxworthy and Williams, 2006;
see Section 2.20.4). For equidimensional particles, the
equilibrium SD/SV transition is predicted to occur at
a particle size of 70 nm (Fabian et al., 1996; Williams
and Wright, 1998) and the transition to a superpar-
amagnetic (SP) state is observed to occur below
25–30 nm (Dunlop and Özdemir, 1997). The obser-
vation of a stable SD state for the roughly
equidimensional 50 nm crystal in Figure 18 is in
agreement with the expected behavior.
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Figure 19 Profiles of the magnetic contribution to the phase shift across the magnetite particle shown in Figure 18 at
(a) room temperature and (b) 90 K (closed circles). Profiles were taken through the center of the particle in a direction normal to

the contours shown in Figures 18(c) and 18(d). Solid lines are least-squares fits to the data using eqns [19] and [20], yielding

B?¼ 0.6� 0.12 T at room temperature, and B?¼0.46�0.09 T at 90 K.
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2.20.3.3.2 Electron holography of chains

of closely spaced magnetite crystals

Figures 21(a) and 21(b) show a bright-field TEM
image and a three-dimensional tomographic recon-
struction, respectively, of a double chain of
magnetite crystals from a magnetotactic bacterial cell
(Simpson et al., 2005). Each crystal has its [111] crystal-
lographic axis aligned accurately (to within 4�) of the
chain axis, as shown by the arrows in Figure 21(a), but
is rotated by a random angle about this axis (like beads
on a string). From a magnetic perspective, the align-
ment of the crystals ensures that their room
temperature magnetocrystalline easy axes are closely
parallel to the chain axis. The largest crystals are
elongated slightly along [111], with lengths of
92–94 nm and widths of 82–88 nm. Isolated crystals
of this size would be expected to adopt SV states at
equilibrium (Figure 20). Electron holography of simi-
lar chains revealed, however, that such crystals are
magnetized uniformly parallel to each chain axis
(Figure 21(c)). For such highly aligned chains of
crystals, magnetostatic interactions move the

boundary between SD and SV states to larger particle
sizes, and promote the stability of SD states. This
effect, which is also predicted by micromagnetic simu-
lations (Muxworthy et al., 2003a; see Section 2.20.4),
enables bacteria to grow SD crystals to much larger
sizes than would otherwise be possible, thereby opti-
mizing the overall magnetic moment of the chain.

In Figure 21, strong magnetostatic interactions
between crystals, combined with their high degree of
alignment, result in uniform magnetic phase contours
that are constrained tightly along the chain axis. In this
case, the magnetic induction of the chain can be quan-
tified by assuming that it has approximately a
cylindrical geometry (eqn [22]), yielding a value for
B? of 0.62 T for one of the central crystals. This value
is close to that predicted for magnetite (B0¼ 0.6 T),
suggesting that the crystals are magnetized parallel to
their length and to the chain axis. Interacting chains of
closely spaced crystals are always magnetized along
the chain axis, thus providing a reliable magnetic
moment for magnetotaxis. This is confirmed by hys-
teresis (Pan et al., 2005; see Section 2.20.5) and
remanence experiments (Hanzlik et al., 2002) on mag-
netotactic bacteria, which demonstrate that chains of
magnetosomes act like a single elongated particle (with
uniaxial anisotropy) and switch as a single unit.

When the alignment of crystals in a chain is less
than perfect, it is possible to produce a nonuniform
magnetization state by the application of a suitably
oriented magnetic field (Figure 22). Figure 22(a)
illustrates the magnetization state of two double
chains of magnetite crystals (from the same bacterial
cell) after the application of a magnetic field with an
in-plane component of 1 T parallel to the chain axes.
Despite the imperfect alignment of the crystals in the
upper double chain, all four chains are magnetized
along their length. Some flux divergence is evident
where large gaps occur between crystals in the upper
double chain, indicating that magnetostatic interac-
tions are weakened slightly at these positions.
Figure 22(b) illustrates the magnetization state
after application of a similar magnetic field perpen-
dicular to the chain axes. Although three out of the
four chains are unaffected by the change in the
applied field direction, the uppermost chain is split
into two halves, each of which has a small component
of its magnetization in the direction of the applied
field. The two crystals in the center of the chain are
now arranged in an energetically unfavorable oppos-
ing configuration, and the magnetization of one of the
crystals is deflected so that it points at an angle of
�60� to the chain axis.
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(a) (b)

(c)

Figure 21 (a) Bright-field TEM image of a double chain of magnetite magnetosomes, acquired at 400 kV using a JEOL

4000EX TEM (image courtesy of M. Pósfai). The white arrows are approximately parallel to [111] in each crystal. (b) Electron
tomographic reconstruction of the three-dimensional morphology of the double magnetosome chain shown in (a) (image

courtesy of R Chong). (c) Magnetic phase contours measured using electron holography from two pairs of bacterial magnetite

chains at 293 K, after magnetizing the sample parallel and antiparallel to the direction of the white arrow. Figs. 21a and c
adapted from Simpson ET, Kasama T, Pósfai M, Buseck PR, Harrison RJ, and Dunin-Borkowski RE (2005) Magnetic induction

mapping of magnetite chains in magnetotactic bacteria at room temperature and close to the Verwey transition using electron

holography. Journal of Physics: Conference Series 17: 108–121.
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Figure 23 shows magnetic induction maps that
have been acquired from a similar pair of magnetite
chains both at room temperature and at 116 K (close
to the Verwey transition). Whereas the contours

are highly parallel to each other and to the chain
axes at room temperature (Figure 23(a)), their direc-
tion is far more variable and irregular at low
temperature (Figure 23(b)). This behavior is most
pronounced in some crystals in Figure 23(b)
that show S-shaped magnetic configurations. As
mentioned above, in magnetite the change in struc-
ture from cubic to monoclinic at the Verwey
transition is associated with a change in easy axis
from <111> to <100>. Although particle interactions
and shape anisotropy result in the preservation of
the overall magnetic induction direction in
Figure 23(b) along the chain axis at low temperature,
it is likely that the undulation of the contours along
the chain axes results from a competition between
the effects of magnetocrystalline anisotropy, shape
anisotropy and magnetostatic interactions, which
are only mutually favorable at room temperature.

2.20.3.3.3 Electron holography

of two-dimensional magnetite

nanoparticle arrays
In contrast to the sizes of crystals in magnetotactic
bacteria, the grain sizes of primary magnetic minerals
in most igneous and metamorphic rocks exceed the
MD threshold. Such rocks are less likely to maintain
strong and stable natural remanent magnetization
(NRM) over geological times than those containing
SD grains. It has long been proposed, however, that
solid state processes such as sub-solvus exsolution
can transform an MD grain into a collection of SD

Figure 22 Illustration of the effect of changing the applied magnetic field direction on magnetic induction maps measured

from two pairs of magnetite chains at 293 K. The applied field directions are indicated using white arrows. In (a) the chains are

magnetized in the same direction. In (b) the topmost chain is partially magnetized antiparallel to the other chains in the figure.
Adapted from Simpson ET, Kasama T, Pósfai M, Buseck PR, Harrison RJ, and Dunin-Borkowski RE (2005) Magnetic

induction mapping of magnetite chains in magnetotactic bacteria at room temperature and close to the Verwey transition

using electron holography. Journal of Physics: Conference Series 17: 108–121.

Figure 23 Magnetic induction maps acquired from two pairs
of bacterial magnetite chains at (a) 293K and (b) 116 K. In the

room temperature holograms, the contours are parallel to each

other within the crystals and only deviate as a result of their

morphologies and positions. At 116 K, this regularity is less
evident. The field lines undulate to a greater degree within the

crystals, as well as at kinks in the chains. The small vortex in the

lower chain in (b) is likely to be an artifact resulting from

diffraction contrast in this crystal. Adapted from Simpson ET,
Kasama T, Pósfai M, Buseck PR, Harrison RJ, and Dunin-

Borkowski RE (2005) Magnetic induction mapping of magnetite

chains in magnetotactic bacteria at room temperature and
close to the Verwey transition using electron holography.

Journal of Physics: Conference Series 17: 108–121.
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grains, thus increasing the stability of the NRM

(Davis and Evans, 1976). This transformation is

brought about by the formation of intersecting para-

magnetic exsolution lamellae, which divide the host

grain into a three-dimensional array of isolated mag-

netic regions that have SD–PSD sizes.
An excellent example of this phenomenon occurs

in the magnetite-ulvöspinel (Fe3O4–Fe2TiO4) solid

solution (Davis and Evans, 1976; Price, 1980, 1981).

This system forms a complete solid solution at tem-

peratures above �450�C but unmixes at lower

temperatures (Ghiorso, 1997). Intermediate bulk

compositions exsolve during slow cooling to yield

an intergrowth of SD- or PSD-sized magnetite-rich

blocks that are separated by nonmagnetic ulvöspinel-

rich lamellae. Figure 24(a) illustrates the typical

microstructure observed in a natural sample of

exsolved titanomagnetite (Harrison et al., 2002).

This image is a composite chemical map, obtained

using energy-filtered TEM imaging, showing the

distribution of Fe in blue (magnetite) and Ti in

red (ulvöspinel). Ulvöspinel lamellae form

preferentially parallel to {100} planes of the cubic

magnetite host lattice. In TEM sections that are

oriented parallel to {100}, this symmetry generates

a rectangular array of cuboidal magnetite blocks.

Profiles of the Fe and Ti distribution along the

line marked C (Figure 24(b)) demonstrate that the

blocks are essentially free of Ti, that is, that they are

nearly pure magnetite.
Harrison et al. (2002) used electron holography to

determine the magnetic remanence states of region B

in Figure 24(a). The magnetite blocks were found to

be primarily in SD states (Figure 25). The dimen-

sions of the blocks, which are plotted on Figure 20

for reference, indicate that the vast majority would

display SV states at remanence if they were isolated

and at equilibrium. Micromagnetic simulations of

isolated cuboidal particles (Section 2.20.4) indicate

that SD states can exist in metastable form up to a

certain size above the equilibrium SD–SV threshold

(Fabian et al., 1996; Williams and Wright, 1998; Witt

et al., 2005). The majority of the blocks in Figure 25

fall within the limits of metastability for SD states
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Figure 24 (a) Chemical map of a titanomagnetite sample, acquired by using electron spectroscopic imaging (Harrison et al.,

2002). Blue and red correspond to Fe and Ti concentrations, respectively. The blue regions are magnetic and are rich in
magnetite (Fe3O4), whereas the red regions are nonmagnetic and rich in ulvöspinel (Fe2TiO4). The numbers refer to individual

magnetite-rich blocks, which are discussed in the text. (b, c) Line profiles obtained from the Fe and Ti chemical maps,

respectively, along the line marked C in (a). The short arrows mark the same point in the three pictures.
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calculated by Witt et al. (2005). It appears that the

presence of magnetostatic interactions favors the

adoption of metastable SD states over equilibrium

SV states. This behavior results from the fact that

the demagnetizing energy – which destabilizes the

SD state with respect to the vortex state in isolated
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Figure 25 Magnetic microstructure of region B in Figure 24(a) measured by using electron holography (Harrison et al., 2002).

Each image corresponds to a different magnetic remanent state, acquired with the sample in field-free conditions. The outlines of

the magnetite-rich regions are marked in white, while the direction of the measured magnetic induction is indicated both using

arrows and according to the color wheel shown at the bottom. Images (a), (c), (e), and (g) were obtained after applying a large field
toward the top left of each picture, then the indicated field toward the bottom right, after which the external magnetic field was

removed for hologram acquisition. Images (b), (d), (f), and (h) were obtained after applying identical fields in the opposite directions.
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particles – is reduced greatly in an array of strongly

interacting SD particles.
Transitions between different magnetic states in

an individual block can be seen in Figure 25. For

example, block 8 (labeled in Figure 24(a)) in

Figure 25(e) is magnetized NNW (blue), whereas

in Figure 25(f) it is magnetized SSE (yellow). It

contains an off-centered vortex in Figure 25(b), sug-

gesting that magnetization reversal in this block may

occur via the formation, displacement, and subse-

quent annihilation of a vortex (Enkin and Williams,

1994; Guslienko et al., 2001), rather than by the

coherent rotation of the SD moment.
Several blocks are observed to act collectively to

form magnetic ‘superstates’ that would normally be

observed in a single, larger magnetized region. One

example is where two or more blocks interact to form

a single vortex superstate. Two-, three-, and five-

block vortex superstates are visible in Figure 25

(e.g., blocks 1 and 2 in Figure 25(g) and blocks 1, 2,

3, 5, and 6 in Figure 25(e). A similar superstate

involving three elongated blocks is shown in

Figures 26(a) and 26(b) and schematically in

Figure 27(a). The absence of closely spaced contours

between the superstate and the adjacent single vortex

in Figure 26(b) shows that stray interaction fields are

eliminated in the intervening ulvöspinel. Flux clo-

sure is achieved with considerably less curvature of

magnetization within the three-component assembly

than is required in the adjacent conventional vortex,

reducing the exchange energy penalty associated
with the nonuniform magnetization configuration.

A second example of collective behavior involves
the interaction of a chain of blocks to form an
SD superstate that is magnetized parallel to the chain
axis but perpendicular to the easy axes of the individual
blocks. This behavior is illustrated schematically in
Figure 27(b) and can be found in several places in
Figure 25 (e.g., blocks 16, 17, and 18 in Figures 25(a),
25(b), 25(d), 25(f), and 25(h)). An extreme example of
this behavior is shown in Figure 28, which shows
saturation isothermal remanent states in an exsolved
titanomagnetite inclusion within clinopyroxene
(Feinberg et al., 2004, 2005). These states were recorded
after tilting the sample by angles of�30� and applying a
2 T vertical field (Figure 16). The in-plane component
of the field was parallel to the elongation direction of
the central blocks. Nevertheless, strong interactions
between the blocks (which are separated by �15 nm
of ulvöspinel) constrain the remanence to lie almost
perpendicular to the elongation direction of the indivi-
dual blocks and to the applied field direction. The
expected remanent state of such a system might have
been expected to involve adjacent blocks being magne-
tized in an alternating manner along their elongation
directions, as seen in blocks 16, 17, and 18 and blocks 9,
10, and 11 in Figures 25(c), 25(e), and 25(g) and shown
schematically in Figure 27(c).

A further example of magnetostatic interactions
between blocks is shown in Fig. 26d. The two largest
blocks (colored green) are both magnetized in the
same direction. The small block between them
(colored red) is magnetized in the opposite direction,
apparently because it follows the flux return paths of
its larger neighbors.

2.20.3.3.4 Exchange interactions across

antiphase boundaries in ilmenite–hematite

Harrison et al. (2005) used electron holography to
study the nature of the exchange coupling at APBs
in ilmenite–hematite. A sample of ilm 70 was
synthesized from the oxides under controlled oxygen
fugacity at 1573 K, quenched through the
cation-ordering phase transition and annealed for
10 h at 1023 K. Representative magnetic induction
maps are shown in Figures 29(a)–29(c). Each
figure, which is derived from the gradient of the
magnetic contribution to the recorded phase shift,
shows a magnetic remanent state obtained at a differ-
ent stage of the switching process. The direction and
magnitude of the in-plane magnetic flux are defined
by the hue and intensity of the color, respectively.

(a)

(b)

100 nm100 nm

(d)

(c)

Figure 26 (a, c) Chemical maps (blue Fe, red Ti) from two

regions not shown in Figure 24. (b, d) The corresponding

magnetic microstructures, in the same format as Figure 25.

(b) Three adjacent magnetite-rich regions combining to form
a single vortex; (d) a small region that is magnetically

antiparallel to its larger neighbors.
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The magnetization is constrained by shape and
magnetocrystalline anisotropy to lie either parallel or
antiparallel to the intersection of the specimen plane
with the (001) crystallographic plane (indicated by the
double black arrow in Figure 29). As a result, regions
with strong in-plane magnetization appear either blue
or green. Regions that have no in-plane magnetization
appear as dark bands. Analysis (see Figure 30) shows
that the dark bands in Figure 29 are associated with
three distinct types of magnetic wall. A finger-like
region of reversed magnetization (labeled ‘1’ in
Figure 29(a)) enlarges by the movement of its left-
hand boundary as the applied field is increased
(Figure 29(b)). This left-hand boundary is a conven-
tional free-standing 180� Bloch wall. In contrast, in
regions where a 180� reversal in magnetization direc-
tion coincides exactly with the position of an APB
(e.g., at regions labeled ‘2’), the reversal results from

negative exchange coupling across the APB, as pre-
dicted by Monte Carlo simulations (Figure 11). This
type of boundary is referred to as a 180� ‘chemical’
wall, and occurs without any out-of-plane rotation of
the magnetic moments. A third type of magnetic wall
appears as thick dark bands, which are also coincident
with the positions of APBs (e.g., at regions labeled ‘3’).
Such walls form when the negative exchange coupling
between adjacent APDs is overcome at sufficiently
large fields, forcing the magnetization direction on
either side to point in the same direction. These
walls are referred to as 0� walls.

For a 180� Bloch wall, the in-plane component of
the magnetic induction is generally described by an
expression of the form

B?ðxÞ ¼ B0 tanh
x

w

� �
½23�

(a) (b) (c)

Figure 27 Schematic diagrams showing some of the possible magnetization states of three closely spaced regions of
magnetic material.

Figure 28 Magnetic induction maps of a titanomagnetite inclusion within pyroxene (Feinberg et al., 2004, 2005). The inclusion is

an intergrowth of elongated magnetite blocks (outlined in white) separated by lamellae of ulvöspinel. (a) and (b) correspond to

saturation remanant states obtained after tilting the sample to�30� in the vertical 2 T of the TEM objective lens, such that the

in-plane component of the applied field was directed along the gray arrows. Note that the magnetic microstructures in (a) and (b) are
the exact reverse of each other, allowing the mean inner potential to be determined using the method described in

Section 2.20.3.1.5.
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where B0 is the saturation induction and 2w is the
wall width. By substituting eqn [23] into eqn [13], the
magnetic phase profile across a 180� Bloch wall
(assuming a constant thickness, t) is

�ðxÞ ¼ B0tw ln cosh
x

w

� �� �
½24�

Equation [24] provides an excellent fit to the phase
profile of a 180� Bloch wall for 2w¼ 19 nm
(Figure 30(a)). In contrast, the phase profile on
either side of a 180� chemical wall is nonlinear (see
below), and the reversal in the slope of the phase
profile at the center of the wall occurs much more
abruptly (Figure 30(b)). A fit to the central portion of
this wall yields 2w¼ 7 nm (dashed line in
Figure 30(b)). This value is close to the resolution
limit of the measurements, and provides an upper
limit for the width of the chemical wall. A 0� wall
can be considered as the superposition of a 180�

Bloch wall and a 180� chemical wall. Assuming that
both types of wall can be described by eqn [23] with
the same value of w, the in-plane component of
magnetic induction is of the form

B?ðxÞ ¼ B0 tanh2 x

w

� �
½25�

By substituting eqn [25] into eqn [13], the magnetic
phase profile across a 0� wall is

�ðxÞ ¼ B0t x – 10 tanh
x

w

� �h i
½26�

Equation [26] provides an excellent fit to the phase
profile of a 0� Bloch wall (Figure 30(c)). An average
of 13 measurements yielded 2w¼ (50� 14) nm for 0�

walls. Previous studies demonstrated that self-
reversed thermoremanent magnetization (SR–
TRM) was observed only when APDs were below
80–100 nm in size (Nord and Lawson, 1989, 1992).
This limit is imposed by the formation of 0� walls,
which allow negative exchange coupling between
adjacent domains to be overcome when the APDs
are much larger than 50 nm in size.

2.20.4 Magnetism at the Micrometer
Length Scale

Due to the large number of atoms and spins involved,
atomistic simulations, which describe the discrete
arrangement of atoms and spins on a crystalline lat-
tice, are currently unsuitable for systems larger than
�10 nm (Section 2.20.2). The magnetization states of
larger particles (or collections of particles) are more
efficiently described using micromagnetic simula-
tions (Brown 1963). Micromagnetics is the study of
magnetization at the nanometer to micrometer
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Figure 29 Magnetic microstructure of ilm 70 containing several APDs (Harrison et al., 2005). The sample edge is indicated

by the gray line. Prior to each measurement, the sample was exposed to a saturating field with an in-plane/out-of-plane
component of þ1000/þ1732 mT, followed by a smaller field with an in-plane/out-of-plane component of (a) �1.9/þ3.3 mT,

(b) �10.6/þ18.4 mT, (c) �12.8/þ22.2 mT. White arrows indicate the direction of the in-plane component of the applied field.

The hue and intensity of the color indicates the direction and magnitude of the in-plane component of the magnetic flux in the

sample in field-free conditions, as defined by the color wheel on the right. The blue-purple and green-yellow colors
correspond to equal and opposite in-plane magnetizations in the direction indicated by the black double arrow. The dark

bands indicate regions with weak in-plane magnetization (magnetic domain walls). Dark bands that separate regions of blue

and green color correspond to 180� magnetic and chemical walls (e.g., at regions labeled ‘1’ and ‘2’, respectively). Dark
bands that are surrounded by regions of the same color correspond to 0� magnetic walls (e.g., at regions labeled ‘3’).
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length scale (i.e., a length scale that is much larger
than that of the crystalline lattice but smaller
than that of a magnetic domain). Micromagnetic
models treat magnetization as a classical, continuous

vector field in space. The energy of the system is
described by a number of macroscopic constants,
whose values can be derived from their microscopic
equivalents (eqn [2]). Micromagnetic simulations of
magnetic minerals have progressed rapidly from one-
dimensional (Moon and Merrill, 1984, 1985; Moon,
1991) to two-dimensional (Newell et al., 1993; Xu
et al., 1994), and finally three-dimensional (Schabes
and Bertram, 1988a, 1988b; Williams and Dunlop,
1989, 1990; Wright et al., 1997; Fabian et al., 1996;
Williams and Wright, 1998) models of homogeneous
isolated single crystals with simple geometric shapes.
The recent application of finite element/boundary
element methods (FEM/BEM) to micromagnetic
simulations now allows the simulation of heteroge-
neous, polycrystalline systems that have complex and
realistic morphologies (Fidler and Schrefl, 2000). In
addition, substantial progress is being made in the
application of micromagnetic simulations to the
study of magnetostatic and exchange interactions
between arrays of closely spaced magnetic particles
(Muxworthy et al., 2003a; Muxworthy et al., 2004;
Carvallo et al., 2003).

2.20.4.1 Theory

We begin by summarizing the basic principles of
micromagnetics, as applied to rock magnetic pro-
blems. For detailed reviews of the technical aspects
of micromagnetic simulations, the reader is referred
to Brown (1963), Wright et al. (1997), Fabian et al.

(1996), and Fidler and Schrefl (2000).

2.20.4.1.1 The micromagnetic energy

Micromagnetism is a continuum approximation, in
which the magnetization of a particle is taken to be a
continuous function of position:

mðrÞ ¼ MðrÞ
Ms

¼

	




�

0BB@
1CCA ¼

cosð�Þsinð�Þ

sinð�Þsinð�Þ

cosð�Þ

0BB@
1CCA ½27�

where m is a unit vector parallel to the magnetization
direction M at position r and Ms is the saturation
magnetization. The direction of m is defined either in
terms of direction cosines 	, 
, and � or in terms of
the polar coordinates � and �. M represents the local
average of many thousands of individual spins.

Minimization of the microscopic exchange energy
(eqn [1]) requires m to be uniform throughout a
grain. Deviations from uniform magnetization at the
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Figure 30 Profiles of the holographic phase shift, �,

across three distinct types of magnetic domain wall in ilm 70
(Harrison et al., 2005). The gradient of each profile is

proportional to the in-plane component of the magnetic flux

(eqn [15]). (a) A free-standing 180� Bloch wall. The solid line
is a least-squares fit to the observed profile, obtained by

using eqn [24] and yielding a wall width of 19 nm. (b) A 180�

‘chemical’ wall that is coincident with an APB. The dashed

line is a fit to the central portion of the wall, obtained by
using eqn [24] and yielding a wall width of 7 nm. (c) A 0�

magnetic wall that is coincident with the same APB as in (b).

The slope of the phase profile has the same sign on either

side of the wall, indicating that the direction of
magnetization is the same. The solid line is a fit to the profile,

obtained using eqn [26] and yielding a wall width of 30 nm.
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macroscopic length scale impose deviations on the
angles between adjacent spins at the atomic scale. On
the assumption that these angular deviations are
small, the macroscopic exchange energy can be
expressed in the form of a truncated Taylor expan-
sion of eqn [1]:

Eex ¼ A

Z
V

ðrmÞ2 dV ½28�

where the exchange constant A is related to the
atomistic exchange integrals and V is the volume of
the particle. The exchange energy is positive wher-
ever gradients in the macroscopic magnetization
occur (e.g., within domain walls) and zero wherever
the magnetization is uniform (e.g., within domains).

Since the angular relationship between the atomic
spins and the net magnetization is fixed, the macro-
scopic expression for the magnetocrystalline
anisotropy energy is equivalent to that in eqn [2].
For unixial anisotropy this expression is

Ea ¼ –

Z
V

K ðm ? eÞ2 dV ½29�

while for cubic magnetocrystalline anisotropy, the
expression is

Ea ¼
Z

V

½K1ð	2
2 þ 
2�2 þ �2	2Þ þ K2	
2
2�2� dV ½30�

Similarly, the macroscopic expression for the mag-
netostatic energy is equivalent to that in eqn [2]:

Eh ¼ –�0Ms

Z
V

Hext ? m dV ½31�

where Hext is the applied magnetic field.
Calculation of the demagnetizing energy is the

most challenging and computationally intensive
part of any micromagnetic simulation. A macroscopic
expression for the demagnetizing energy (eqn [3])
can be formulated in terms of the demagnetizing
field, Hd(r), which is the sum of the magnetic fields
at position r created by all of the magnetic moments
in the particle:

Ed ¼ –
1

2
�0Ms

Z
V

m ? Hd dV ½32�

A general method for calculating Hd follows from
Maxwell’s equations in a current-free region with
static electric and magnetic fields:

r�H ¼ 0 ½33�

r ? B ¼ �0r ? ðHþMÞ ¼ 0 ½34�

From eqn [33], it follows that the magnetic field,
H¼HextþHd, can be described as the gradient of a
magnetic scalar potential, �:

H ¼ –r� ½35�

By rearranging eqn [34], one obtains Poisson’s
equation

r2� ¼ r ? M ½36�

Outside the particle, M is zero, and eqn [36] reduces
to the Laplace equation

r2� ¼ 0 ½37�

The general solution to eqn [36] is of the form

�ðrÞ ¼ 1

4�

Z
V

�ðr9Þ
jr – r9j dV 9þ

Z
S

ðr9Þ
jr – r9j dS9

� �
½38�

where � (r)¼�r ? M is the density of magnetic
volume charges due to nonzero divergence of the
magnetization within the interior of the particle,
and  (r)¼M ? n̂ is the density of magnetic surface
charges due to the component of magnetization nor-
mal to the particle surface (n̂ ).

The total energy of the system is the sum of
exchange, anisotropy, magnetostatic, and demagne-
tizing energies:

Etot ¼ Eex þ Ea þ Eh þ Ed ½39�

Important energy terms that are missing from eqn
[39] include the magnetoelastic energy arising from
the stress fields surrounding dislocations and other
lattice defects and the magnetostrictive self-energy
associated with the elastic strain of an inhomogen-
eously magnetized particle. For a mineral such as
magnetite, magnetostriction can be neglected for par-
ticles that are smaller than �6mm (Hubert, 1967).
The inclusion of magnetostriction into micromag-
netic models of titanomagnetite is discussed by
Fabian and Heider (1996).

2.20.4.1.2 Discretization of the

micromagnetic energy
Although micromagnetism is a continuum approach,
numerical calculation and minimization of the total
energy (eqn [39]) requires discretization of the
volume that describes the object of interest. The
most common approach is to divide the object into
a three-dimensional mesh of cubic elements. Each
element is assigned a magnetization vector at its
center (eqn [27]) and is assumed to be magnetized
homogneously. The elements must be large enough
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to average out the discrete effects of the crystalline
lattice (i.e., they should be significantly larger than
the unit cell size), yet small enough that the angular
differences between the magnetization directions of
adjacent cubes are smaller than �15� (Williams and
Wright, 1998). This upper limit is imposed by the use
of a truncated Taylor expansion for the exchange
energy (eqn [28]), which assumes that the gradient
of the magnetization is small. Assuming that the
magnetization varies most rapidly at domain walls
(which have a width of �100 nm wide in magnetite),
and that approximately 4–10 elements are required
over this distance to obtain an accurate value for the
exchange energy, the maximum element size is of the
order 10–25 nm. Larger element sizes can be used in
cases where the magnetization remains fairly uni-
form, and also if the primary interest is in
examining the effects of magnetostatic interactions
between particles rather than the magnetization
states of individual particles (Muxworthy et al.,
2003a). A minimum of two elements per exchange
length, l ¼

ffiffiffiffiffiffiffiffiffiffi
A=Kd

p
, where Kd¼�0MS

2/2, is usually
recommended (Rave et al., 1998).

The exchange, anisotropy, and magnetostatic con-
tributions to the total energy (eqn [39]) are functions
of the local magnetization and its derivatives. After
discretization of the particle volume, these terms are
readily calculated using finite difference (FD) meth-
ods (Wright et al., 1997).

Calculating the demagnetizing energy, however,
involves summing over contributions from all elements
in the system. The assumption that each element
is magnetized uniformly (i.e., thatr ? M¼ 0) eliminates
the volume-charge contribution to the magnetic scalar
potential (the first term in eqn [38]) and reduces the
problem to summing the surface-charge contributions
from the faces of each element. The calculation can be
simplified further by transforming eqn [38] into a pro-
duct of spatial terms (i.e., terms that depend only on the
geometric relationship between pairs of elements) and
angular terms (i.e., terms that depend on the direction of
magnetization within each element). The demagnetiz-
ing energy can then be expressed in the form

Ed ¼
�0M2

s

8�

XN

l ¼ 1

XN

m ¼ 1

W
	 

l –m	l
m ½40�

where W l�m
	
 are spatial coefficients (evaluated using

the method of Rhodes and Rowlands 1954), 	 and 

are angular terms corresponding to the charges of
different faces of each element, and N is the number
of elements (Wright et al., 1997). The spatial terms

can be evaluated once at the start of the simulation
and stored in a look-up table. The summation can be
accelerated greatly using fast fourier transform
(FFT) methods, whereby eqn [40] is rewritten as a
convolution and summed in frequency space (Fabian
et al., 1996; Wright et al., 1997).

The total energy must be minimized in order to
obtain the equilibrium magnetization state of the
object. Dynamic approaches make use of the LLG
equation of motion (eqn [5]), and are particularly
suitable for the study of magnetization reversal pro-
cesses. Alternatively, conjugate gradient (Fabian et al.,
1996; Wright et al., 1997), Monte Carlo (Kirschner
et al., 2005), or simulated annealing (Thomson et al.,
1994; Winklhofer et al., 1997) methods may be used.
Whereas simulated annealing and Monte Carlo meth-
ods are typically used to find the magnetic domain
state that corresponds to the absolute energy mini-
mum (AEM) of the object, the use of LLG and
conjugate gradient techniques typically results in the
determination of magnetic domain states that repre-
sent local energy minima (LEM). The LEM state that
is obtained depends on the initial state of the particle.
Simulations typically start with the smallest particle
size, which is initialized with a uniform magnetization
state in a chosen direction. The final magnetic struc-
ture obtained for that particle size serves as the initial
guess for the next, slightly larger, particle size. In this
way, systematic changes in domain structure as a
function of particle size and shape can be determined.

2.20.4.1.3 Finite element discretization

Most naturally occurring magnetic particles have irre-
gular morphologies. Discretization using a regular
array of cubes provides a poor description of noncu-
boidal grain shapes (Figure 31). Curved boundaries
are approximated simply by assigning a value of
M¼ 0 to certain elements of the regular cubic array
(‘cell blanking’). The finite-difference discretization of
a sphere shown in Figure 31(a) has a highly stepped
surface, which may result in magnetostatic artifacts
that can drastically alter its predicted magnetic
domain structure, behavior, and stability.
Improvements to this approach can be made by assign-
ing values of M according to the volume fraction of
each element that is enclosed by the true particle
volume (Witt et al., 2005). In this way, elements that
occur entirely within the particle have M¼Ms, ele-
ments entirely outside the particle have M¼ 0, and
those at the boundary have 0 < M < Ms. State-of-the-
art micromagnetic simulations involve the use of finite
element methods (FEMs) to simulate magnetic
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domain structure in complex geometries (Fidler and
Schrefl, 2000). Efficient discretization is then carried
out using a combination of triangles, squares, and
rectangles (in two dimensions) or tetrahedra, cubes,
and hexahedra (in three dimensions). An FEM discre-
tization using 60 tetrahedral elements (Figure 31(b))
provides a much better representation of a sphere than
the finite difference discretization using 343 cubic
elements (Figure 31(a)). Finite element models
reduce magnetostatic artifacts that originate on grain
surfaces drastically. In order to determine the demag-
netizing energy when using FEMs, each node of the
finite element mesh is associated with a value of the
magnetic scalar potential. Values of � are determined
by solving Poisson’s equation (eqn [36]) inside the
particle and Laplace’s equation (eqn [37]) outside the
particle, subject to the following boundary conditions
(Fidler and Schrefl, 2000):

�int ¼ �ext ½41�

ðr�int –r�extÞ ? n̂ ¼ M ? n̂ ½42�

Because FEMs do not require the use of a regular
periodic array of nodes, it is possible to adapt the
mesh to better suit a given pattern of nonuniform
magnetization. For example, it is more efficient to
have a high density of nodes in regions where the
magnetization varies rapidly and a low density of
nodes in regions where the magnetization remains
uniform. Adaptive mesh algorithms actively modify
the finite element mesh in response to the changing
magnetization state of the system and guarantee that
accurate solutions are obtained near magnetic inho-
mogeneities or domain walls, while keeping the
number of elements to a minimum (Fidler and
Schrefl, 2000; Scholz et al., 1999).

2.20.4.2 Applications of Micromagnetic
Simulations

2.20.4.2.1 Equilibrium domain states in

isolated magnetite particles

High-resolution micromagnetic studies of isolated
cuboidal magnetite particles in the size range from
10 nm to 4mm have been performed by Williams and
Wright (1998), Fabian et al. (1996), and Witt et al. (2005)
using FFT-accelerated finite difference methods com-
bined with conjugate gradient energy minimization
(Wright et al., 1997). The domain states that are found
to be stable in cubic particles in the size range
10–400 nm are (1) a uniformly magnetized SD state;
(2) a flower (F) state (Figure 32(a)); and (3) an SV state
(Figure 32(b)). Fabian et al. (1996), Winklhofer et al.

(1997), and Witt et al. (2005) demonstrated that a
double-vortex (DV) state (Figure 32(c)) exists as an
LEM state in cubes that are larger than 300 nm,
although the appearance of this state appears to be
sensitive to the precision used in the simulations.

(a) (b) (c)

Figure 32 Calculated domain states occurring in cubic grains of magnetite at room temperature for a grain with edge length
of 120 nm (a) single domain (flower state), (b) single vortex state, and (c) double vortex state. The [001] axis aligns with the

z-axis of the cube. It was necessary to constrain (c) for a 120 nm cube. Reproduced from Muxworthy AR, Dunlop DJ, Williams

W (2003b) High-temperature magnetic stability of small magnetite particles. Journal of Geophysical Research 108: 2281.

(a) (b)

Figure 31 Discretization of a spherical particle using (a)
regular array of 343 cubic elements (including blanks) and

(b) finite element mesh of 60 tetrahedra (image courtesy of

W. Williams).
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Both F and SV states reduce the component of magne-
tization normal to the particle surface, thereby reducing
the demagnetizing energy (eqn [38]). Although F states
are not magnetized uniformly, they still obey the Néel
(1949) SD theory of thermoremanent and viscous
remanent magnetization. For this reason, SD and
F states are often referred to interchangeably.

The variation in the total micromagnetic energy of
a magnetite cube with particle size is illustrated in
Figure 33 (Muxworthy et al., 2003b). The starting
configuration was a 50 nm cube with uniform magne-
tization. This SD state relaxes to an F state, which is
then used as the starting configuration for the next
largest particle. The F state remains (meta)stable up
to a particle size of 96 nm. Above this critical size, it
relaxes spontaneously to an SV state that has a much
lower energy. If the SV state is studied as a function of
gradually decreasing particle size, then its energy
intersects that of the F state at a particle size of
64 nm. Hence, 64 and 96 nm correspond to the lower
and upper limits for the sizes of isolated magnetite
cubes that can support metastable F states. Above a
particle size of 64 nm, the SV state represents the
stable AEM state of the particle. The F state can
exist, however, as a metastable LEM state up to a
particle size of 96 nm. On decreasing the particle
size, the SV to F state transition is continuous, corre-
sponding to a gradual ‘unwinding’ of the vortex

(Williams and Wright, 1998). There is close agree-
ment between different micromagnetic studies
regarding the lower limit of SV stability (64–70 nm)
but significant variation regarding the upper limit
(96–220 nm) (Fabian et al., 1996; Williams and
Wright, 1998; Muxworthy et al., 2003b; Witt et al.,
2005). The lower limit is defined strictly as the parti-
cle size at which the absolute energies of the two
alternative states become equal, whereas the upper
limit is determined by the disappearance of the
energy barrier separating two states that have very
different energies. The latter transition is sensitive to
the precision of the calculation and the method used
to determine the energy minimum, and is therefore
subject to more variation from study to study.

A gradual transition to classical MD states occurs
for particle sizes in the range 1–4 mm. This transition,
described in Figure 34, is characterized by (Williams
and Wright, 1998): (1) an alignment of the near-sur-
face magnetization parallel to the particle surface;
(2) an alignment of the magnetization with the mag-
netocrystalline easy axes (or the projection of the
easy axes on the particle surface); (3) an increase in
the fraction of the particle volume occupied by
regions of uniform magnetization; (4) a decrease in
the size, together with a more domain-wall-like
appearance, of the nonuniformly magnetized regions;
(5) tilting of vortex cores away from [001], allowing
larger regions of magnetization to point along the
magnetocrystalline easy axes; and (6) vortex cores
in larger particles becoming nucleation centers for
domain walls.

The magnetic structures of noncuboidal particles
have been investigated using a modified version of
the cell-blanking technique by Witt et al. (2005).
The equilibrium SD–SV threshold size in isolated
particles with octahedral morphology was found to
be d¼ 88 nm, identical to that observed for cubic
particles (d is defined here as the the diameter of a
sphere with the same volume as the particle).
The similarity between the equilibrium SD–SV
threshold size of cubes and octahedra is not sur-
prising, since they have identical demagnetizing
factors. There is a large difference, however, in
the upper size limit for metastable SD states
(d¼ 320 nm for octahedra versus d¼ 160 nm for
cubes). This difference is illustrated further in
Figure 35, in which the lower and upper limit of
stability for F states in cuboid (Figure 35(a)) and
noncuboid (Figure 35(b)) particles are compared.
The particle morphologies that were used to pro-
duce Figure 35(b) are similar to those observed in
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Figure 33 Calculated micromagnetic energy density of a

magnetite cube as a function of edge length d for an initial

SD configuration at room temperature (Figure 32(a)). The

grain size was gradually increased until the SD structure
collapsed to a vortex structure at d0

max ¼ 96 nm. The

size was then gradually decreased until a SD state formed

at d0
min ¼ 64 nm. Reproduced from Muxworthy AR,

Dunlop DJ, and Williams W (2003b) High-temperature

magnetic stability of small magnetite particles. Journal of
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many magnetotactic bacteria (Figure 35(c)), and
are elongated along a <111> crystallographic direc-
tion. The shaded areas in Figures 35(a) and 35(b)
show the range in the size and aspect ratio of mag-
netite crystals in natural magnetotactic bacteria that

have this morphology (Petersen et al., 1989). A sig-
nificant proportion of these particles lies above the
upper limit of stability for F states predicted for
cuboidal particles (Figure 35(a)). In cuboidal parti-
cles, magnetostatic interactions along the bacterial

chain would be required to prevent the formation of
vortex states. All of the particles, however, lie within
the stability limit for F states for the more realistic
particle morphologies (Figure 35(b)), implying that
magnetostatic interactions may not be required to
stabilize such states in large naturally occurring

bacterial magnetosomes. The stabilization of F
states in magnetosomes results in part from the
elongation of the particles along <111> (so that
magnetocrystalline and shape anisotropies act in
unison) and in part from the more rounded ends of

the crystals (which inhibit flowering and reduce the
tendency to de-nucleate the F state). Nonuniform
magnetization states have been observed in large
magnetite magnetosomes using electron holography
(McCartney et al., 2001).

2.20.4.2.2 Temperature dependence of

domain states in isolated particles

The temperature dependence of magnetic domain
states, and the thermal relaxation properties of SD

and PSD particles, are of central importance to the

theories of thermoremanent and viscous remanent
magnetization (Néel, 1949). Most micromagnetic

simulations are designed to minimize the internal

energy of the system (eqn [39]) rather than its

Gibb’s free energy. Consequently, the effective
temperature of the simulations is 0 K, and the effects

of entropy and thermal fluctuations are neglected.

There are several ways of incorporating temperature

into micromagnetic simulations. A basic approach,
which neglects thermal fluctuations, is to use

temperature-dependent values of A, K, and Ms in

the calculation of the internal energy (Muxworthy
and Williams, 1999; Muxworthy et al., 2003b). The

temperature dependencies of A, K, and Ms in magne-

tite are given by Heider and Williams (1988),

Fletcher and O’Reilly (1974), Abe et al. (1976),
Bickford et al. (1957), Pauthenet and Bochirol

(1951), Belov (1993), and Muxworthy

and McClelland (2000). This approach allows the

temperature dependence of equilibrium domain
states to be determined, but may incorrectly predict

Gradual rotation of
the magnetization

Knot
Inclined axis of vortex-like

domain structure

[001]

[010]

[100]
Magnetization parallel to grain surface

Domain along
[111] direction

Domain along
[111] direction

Figure 34 The magnetization structure of a 1mm cubic grain of magnetite with lines indicating the positions of major domain
boundaries. The top surface shows a domain wall which is nucleated on a vortex core (labeled a knot in the diagram). The

center of the grain is dominated by domains aligned toward an easy magnetocrystalline anisotropy axis, and the

magnetization of the surface lies in the plane of the surface to reduce the magnetostatic free pole energy. Reproduced from
Williams W, and Wright TM (1998) High-resolution micromagnetic models of fine grains of magnetite. Journal of Geophysical

Research 103: 30537–30550.
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the existence of LEM states that would be unstable
in the presence of thermal fluctuations. Thermal
fluctuations can be incorporated into micromagnetic
simulations by adding a random thermal field to the
effective field (eqn[6]) and then determining
the dynamic response of the system using the LLG
equation (eqn [5]) (Fidler and Schrefl, 2000; Scholz
et al., 2001). Alternatively, Monte Carlo methods
can be used (Kirschner et al., 2005). Atomistic
Monte Carlo simulations (see Section 2.20.2.2.1) are
first used to determine the equilibrium spin config-
uration at a given temperature. The value of Ms to be
used in the micromagnetic simulations is then
obtained by averaging the spin configuration over

the volume of one micromagnetic element.
Thereafter, nonatomistic Monte Carlo techniques,
analogous to those described in Section 2.20.2.2.1,
are used to determine the equilibrium domain state
of the micromagnetic model.

The lower and upper limits for the sizes of meta-
stable F states in cubic magnetite particles at high
temperatures are illustrated in Figure 36
(Muxworthy et al., 2003b). The equilibrium SD–SV
threshold size increases from 70 nm at room tempera-
ture to approximately 90 nm close to the Néel
temperature. The upper SD–SV threshold size
increases from 96 to �200 nm close to the Néel
temperature, considerably extending the size range

0

1000

100

0 0.2 0.4

q (Width/length)

D
ia

m
et

er
 (

nm
)

1000 1000

100

1000

100 100D
ia

m
et

er
 (

nm
)

q (Width/length)

0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 10.2

(a) (b)

cuboid, d0
max

cuboid, d0
min

Range of observation of rectangular
magnetosomes (Petersen et al. 1989)

Meta-stable SD state

Magnetosomes, d0
max

Magnetosomes, d0
min

Range of observation of rectangular
magnetosomes (Petersen et al. 1989)

Meta-stable SD state

Stable SD state
Stable SD state

0.4 0.6 0.8 1

111

010

(c)

110

101
110

101
100

001
{110} + {111} + {100}

011

Figure 35 Calculated regions of stability and metastability of the SD state for magnetite. (a) Results for cuboidal particles.

(b) Results for particles with morphologies similar to those seen in some strains of magnetotactic bacteria (c). Displayed is the

SD–PDS transition as a function of width over length of the respective particles. The shaded area delineates microscopically
observed magnetosome shapes (Petersen et al., 1989). The dashed area corresponds to the calculated region where flower

states are metastable. Above this area, the SD state is unstable and cannot persist. Parts (a) and (b) reproduced from Witt A,
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over which metastable F states can exist. The SD–SV
threshold size at low temperature (below the Verwey
transition) has been explored by Muxworthy and
Williams (1999). The large increase in the magnitude
of the magnetocrystalline anisotropy at the Verwey
transition (Muxworthy and McClelland, 2000) stabi-
lizes the SD state with respect to the SV state,
increasing the lower SD–SV threshold size to
140 nm at 110 K. However, the increase in magneto-
crystalline anisotropy also increases considerably the
height of the energy barrier that separates the SD and
SV states, increasing the probability of particles
becoming trapped in a metastable SV state on cooling
below the Verwey transition.

In order to calculate the thermal relaxation prop-
erties of SD and PSD particles, it is necessary to
determine the magnitudes of the energy barriers
that separate different LEM states. These values
can be calculated using constrained micromagnetic
simulations (Enkin and Williams, 1994; Winklhofer
et al., 1997; Muxworthy et al., 2003b). In an uncon-
strained simulation, the magnetic moments of all of
the elements are allowed to vary, so that the system
evolves toward the nearest LEM state (Figure 33). In
a constrained simulation, the system is forced to
adopt a non-LEM state by fixing the orientations of
the magnetic moments in some of the elements dur-
ing the simulation (Figure 37). For example, by

constraining the moments on opposite faces of a
cuboidal particle to be either parallel or antiparallel,
it can be forced to adopt an F or an SV state, respec-
tively (Figure 37(a)). Figures 37(b) and 37(c) show
the calculated energy of a particle with an aspect
ratio 1.2 as the moments on opposite faces are rotated
independently of each other through 360�

(Muxworthy et al., 2003b). At 27�C (Figure 37(b))
the SV state is the AEM state, and there are two
nondegenerate SD LEM states at 90� to each other.
The SD state with the lower energy is magnetized
parallel to the elongation direction of the particle.
This state becomes the AEM state at 567�C
(Figure 37(c)). The energy barriers that separate
degenerate AEM states are illustrated in Figure 38
for two different particle sizes and aspect ratios
(Muxworthy et al., 2003b). The relaxation time of
such a particle is related to the height of the energy
barrier, EB (Winklhofer et al. 1997):

� ¼ �0 exp
EBðTÞ
kBT

� �
½43�

where �0
�1 (�109–1010 Hz; McNab et al., 1968) is the

frequency at which the particle attempts to switch its
magnetization direction. The dashed lines in
Figure 38 represent the blocking of remanent magne-
tization on laboratory (EB� 25 kBT ) and geological
(EB� 60 kBT ) timescales. The figure illustrates that
blocking is more a function of the rapidly increasing
energy barrier height on cooling, rather than of the
decrease in thermal energy.

2.20.4.2.3 Field dependence of domain

states
The effect of an external field can be included
in micromagnetic simulations via eqn [32], and used
to study hysteresis properties (Williams and Dunlop,
1995) and reversal mechanisms (Enkin and Williams,
1994) of individual PSD particles, the acquisition
of saturation isothermal remanent magnetization
(SIRM) and thermoremanent magnetization (TRM)
(Winklhofer et al., 1997; Muxworthy and Williams,
1999; Muxworthy et al., 2003b), and to calculate the
first-order reversal curves (FORCs) for both isolated
grains and arrays of particles (Carvallo et al., 2003;
Muxworthy et al., 2004; Muxworthy and Williams,
2005; see Section 2.20.5). Hysteresis loops are
typically obtained by calculating a succession of
quasi-static magnetic states, as the field is increased
and decreased in a stepwise manner (Williams
and Dunlop, 1995). This approach is valid so
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long as the damping of gyromagnetic precession
(eqn [5]) is much more rapid than the rate of
increasing/decreasing field. PSD particles containing
vortex states are observed to reverse their magneti-
zation directions by a combination of gradual
rotations of the outer moments and discontinuous
reversals of the core moments (Williams and
Dunlop, 1995).

2.20.4.2.4 Magnetostatic interactions

between particles

Electron holographic observations of closely spaced
particles (see Section 2.20.3.3.3) highlight the funda-
mental importance of magnetostatic interactions in
determining the macroscopic properties of rocks and
minerals. The complex problem of determining the
collective behavior of interacting arrays of magnetic
particles has recently been tackled using

micromagnetic simulations (Muxworthy, et al.,
2003a). Muxworthy et al. (2003a) performed a sys-
tematic study of saturation magnetization (Ms),
saturation remanence (Mrs), coercivity (Hc), and
coercivity of remanence (Hcr) as a function of particle
size and spacing for regular three-dimensional arrays
of cubic particles. The simulations were performed
for different anisotropy schemes (uniaxial versus
cubic, aligned vs. random) to model a range of sce-
narios that are likely to be observed in natural
systems. The results can be summarized on a ‘Day
plot’ (Day et al., 1977) of Mrs/Ms versus Hcr/Hc

(Figure 39). For widely spaced particles (i.e., when
the distance between particles is greater than 5 times
their diameter), the effect of magnetostatic interac-
tions is negligible, and the ratios of Mrs/Ms and
Hcr/Hc converge to the ideal values for non-
interacting particles (Mrs/Ms¼ 0.5 and 0.87 for
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randomly oriented uniaxial and cubic anisotropies,
respectively; Hcr/Hc¼ 1–1.5). As the spacing between
the particles is decreased, there is a consistent
decrease in Mrs/Ms and increase in Hcr/Hc, which
moves the system gradually from the SD to the PSD,
and ultimately to the MD, regions of the Day plot
(Figure 39). This prediction is consistent with the
observation of interaction ‘superstates’ using electron
holography (Figure 27), which are responsible for
the PSD- and MD-like behavior of closely-spaced
SD particles in nanoscale intergrowths. The effect of
interactions on the properties of larger PSD particles
is much more complex, and can cause the system to
adopt either more SD-like or more MD-like beha-
vior, depending on the particle size, shape and
spacing, and on the style of anisotropy. This behavior
results, in part, from a shift of the SD/SV threshold
with increasing interactions: particles that would
adopt SV states in the absence of interactions are
able to adopt SD states when they are interacting
strongly with neighboring particles. Micromagnetic
simulations suggest that this effect occurs when the
easy axes of neighboring particles are well aligned, as
is the case for chains of magnetite particles in mag-
netotactic bacteria (Figure 21) and for arrays of
magnetic blocks formed by exsolution from an ulvos-
pinel host (Figure 25).

2.20.5 Magnetism at the
Macroscopic Length Scale

In this final section, we review recent developments

in the use of FORC diagrams to characterize the

magnetic properties of rocks and minerals (Pike

et al., 1999). Until recently, hysteresis loops were the

most widely used method of characterizing bulk

magnetic properties (Roberts et al., 2000). However,

parameters determined from hysteresis loops repre-

sent bulk averages, and provide little information

about the spectrum of coercivities and interaction

fields that exist at the microscopic scale. The

FORC diagram is a generalization of the well-

known Preisach diagram (Preisach, 1935). The

method requires the acquisition of many thousands

of individual magnetization measurements, and has

only been made possible by the advent of fully auto-

mated vibrating-sample and alternating-gradient
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magnetometers (Flanders, 1988), which allow the
rapid acquisition of magnetization data over a large
range of temperatures and applied fields.

2.20.5.1 Theory

2.20.5.1.1 First-order reversal curves and

the FORC distribution

The definition of a first-order reversal curve is illu-
strated in Figure 40(a) (Pike et al., 1999; Roberts et al.,
2000). Each FORC measurement begins by saturat-
ing the sample in a positive field. The external field is
then decreased to some value, Ha (the reversal field),
and the magnetization of the sample is measured as a
function of increasing field, Hb, until positive satura-
tion is reached again. A large number of FORCs are
acquired for different reversal fields, in order to sam-
ple the entire area enclosed by a standard hysteresis
loop (Figure 40(b)) Values of Ha and Hb are chosen
to cover a regular grid in Ha–Hb space (Figure 40(c)),
resulting in a magnetization matrix, M(Ha, Hb). The
FORC distribution is defined as the mixed second
derivative of M(Ha, Hb) with respect to Ha and Hb:

�ðHa; HbÞ ¼ –
q2MðHa; HbÞ

qHaqHb
½44�

Note that in some studies, eqn [44] is multiplied by a
factor of 1/2 (e.g., Pike, 2003; Newell, 2005). It is
customary (see Section 2.20.5.1.2) to define a new
set of axes, Hc¼ (Ha�Hb)/2 and Hu¼ (HaþHb)/2,
as illustrated in Figure 40(c). The FORC diagram
itself (Figure 40(d)) is a contour plot of �ðHa; HbÞ;
with Hc and Hu on the horizontal and vertical axes,
respectively (covering the region of the Ha�Hb plane
enclosed by the pink rectangle in Figure 40(c)).

In order to calculate the FORC distribution at any
point P, a least-squares fit to M(Ha, Hb) is performed
over a grid of points surrounding P (illustrated by the
blue square in Figure 40(c)). The most common
method used is that of Pike et al. (1999), in which
the magnetization is fitted using a second-order poly-
nomial function:

MðHa; HbÞ ¼ a1 þ a2Ha þ a3H 2
a þ a4Hb þ a5H 2

b

þ a6HaHb ½45�
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Figure 40 (a) Definition of a first-order reversal curve (FORC). (b) A set of FORCs for a sample of elongated SD

maghemite particles at 20 K (reproduced from Carvallo C, Özdemir Ö, and Dunlop DJ (2004) First-order reversal curve
(FORC) diagrams of elongated single-domain grains at high and low temperatures. Journal of Geophysical Research 109:
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First-order reversal curve (FORC) diagrams of elongated single-domain grains at high and low temperatures. Journal of

Geophysical Research 109: B04105).
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The value of the FORC distribution at P is then
equal to �a6. The size of the grid is defined by a
smoothing factor, SF, such that the grid extends over
(2SFþ 1)2 points in the Ha–Hb plane. This method
becomes inefficient as the total number of points in
the M(Ha, Hb) matrix increases. Heslop and
Muxworthy (2005) describe an alternative algorithm,
based on the convolution method of Savitzky and
Golay (1964), which yields identical results but is a
factor of 500 times faster. An increase in the SF leads
to a smoothing of the FORC diagram. While some
smoothing is necessary to reduce experimental noise,
too much smoothing may unduly affect the form of
the distribution. Heslop and Muxworthy (2005)
describe a numerical test, based on examination of
the autocorrelation function of the residual of
observed and fitted values of M(Ha, Hb), to determine
the optimum value of SF. The optimum value
depends on the resolution of the M(Ha, Hb) matrix,
but values in the range 2–5 are typically employed.
Because the M(Ha, Hb) matrix does not extend to the
Hc < 0 region (Figure 40(c)), increasing SF leads to
an increase in the number of points close to the Hu

axis that must be extrapolated (Carvallo et al., 2005).
The need to extrapolate data can be overcome by the
use of ‘extended’ FORCs (Pike, 2003), as described in
Section 2.20.5.1.3.

2.20.5.1.2 Interpretation of the FORC

diagram

FORC diagrams provide an alternative method of
measuring the Preisach distribution, which yields
information about the spectrum of coercivity and
interaction fields within a sample (Preisach, 1935;
Mayergoyz, 1991; Carvallo et al., 2005). The mathema-
tical justification for using the Preisach model for
interpreting FORC diagrams is described by Pike
et al. (1999) and illustrated schematically Figures 41
and 42. The system is assumed to consist of a collec-
tion of particles with either an irreversible
(Figure 41(a)) or a reversible (Figure 41(b)) hyster-
esis loop (referred to as a ‘hysteron’). In the absence of
an interaction field, irreversible particles switch their
magnetization direction at the coercive field � Hc . In
the presence of an interaction field the hysteron is
shifted to either the left or right by an amount Hu,
and switching now occurs at fields Ha and Hb

(Figure 41(c)). Ha and Hb are related to the coercivity
of the particle and the interaction field acting on it via
Hc¼ (Ha�Hb)/2 and Hu¼ (HaþHb)/2. Each irrever-
sible particle contributes to the FORC distribution at
the corresponding point in Hc�Hu space (Figure 42).

It is often assumed that the FORC distribution can be
factorized into the product of two independent
distributions:

�ðHc; HuÞ ¼ gðHcÞ f ðHuÞ ½46�

where g(Hc) describes the distribution of coercivities
and f (Hu) describes the distribution of interaction
fields. Carvallo et al. (2004, 2005) measured FORC
diagrams for a series of well-characterized SD and
PSD particles and found eqn [46] to be valid.
Muxworthy et al. (2004) and Muxworthy and
Williams (2005) performed a similar test using
FORC diagrams derived from micromagnetic simu-
lations. Although they observed a slight variation in
Hc as a function of interaction strength, they con-
cluded that eqn [46] provides a reasonable
approximation for collections of SD particles with
weak to moderate interactions.

2.20.5.1.3 Extended FORCs and the

reversible ridge

Reversible magnetization of the form shown in
Figure 41(b) is normally absent from the FORC
distribution, as its contribution disappears on taking
the second derivative of M(Ha, Hb). This problem can
be overcome by the use of ‘extended FORCs’ (Pike,
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reversible and irreversible magnetization components, can
be used to explain the existence of negative peaks in SD

FORC diagrams (Newell, 2005).
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2003; Pike et al., 2005). The magnetization matrix

M(Ha, Hb) is normally defined only in the region

Hb�Ha (as shown by the grid points in

Figure 40(c)). However, M(Ha, Hb) can be mathe-

matically extended to cover the whole Ha–Hb plane:

M�ðHa; HbÞ ¼
MðHa; HbÞ; if Hb > Ha

MðHa; HaÞ; if Hb < Ha

(
½47�

By using M� rather than M in eqn [44] the standard
FORC diagram is obtained for Hc > 0, and a ‘rever-
sible ridge’ is added to the Hu axis, describing the
distribution of reversible magnetization in the form

�ðHa; HaÞ ¼
1

2
�ðHb –HaÞ limHb!Ha

qMðHa; HbÞ
qHb

� �
½48�

Equation [48] describes the slope of the FORC with
reversal field Ha, calculated at the point at which the
FORC joins the major hysteresis loop (Pike et al.,

2005). An example of an extended FORC diagram
for a floppy disk recording material, including a
profile of the reversible ridge, is shown in
Figure 43. Since both the reversible and irreversible
components of magnetization contribute, the
extended FORC distribution is properly normalized,
such that the integral with respect to Ha and Hb

equals the saturation magnetization of the sample
(Pike, 2003).

2.20.5.2 FORC Diagrams as a Function of
Grain Size

2.20.5.2.1 SP particles

The expected form of the FORC diagram for SP
particles is discussed by Pike et al. (2001a). Particles
that are far above their blocking temperature have a
reversible magnetization of the form shown in
Figure 42(b) and do not contribute to a normal
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diagram.
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FORC diagram (although they would contribute to
the reversible ridge of an extended FORC diagram).
Particles that are closer to their blocking tempera-
tures show thermal relaxation of their magnetization
state on a timescale similar to that of each FORC
measurement step. This leads to contributions to the
FORC distribution that peak around the origin and
extend along the negative Hu axis (Figure 44). The
form of the FORC diagram can be predicted using
Néel’s theory of thermal relaxation in SD particles
(Pike et al., 2001a).

2.20.5.2.2 SD particles

The characteristic feature of SD FORC diagrams is a
closed positive peak at Hc > 0 and Hu¼ 0 (Figures
41(d) and 44). In addition, a negative peak close to
the Hu axis with Hu < 0 is commonly observed. The
negative peak has been attributed to particle interac-
tions (Pike et al., 1999; Stancu et al., 2003). FORC
diagrams derived from micromagnetic simulations
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demonstrate that the negative peak is an intrinsic
feature of noninteracting particles, and that the size
of the peak is enhanced by interactions (Muxworthy
et al., 2004). The existence of a negative peak can be
predicted by using a more realistic ‘curvilinear’ form
of the hysteron (Figure 41(d); Pike, 2003; Newell,
2005). In the Preisach model, the irreversible and
reversible components of magnetization (Figures
41(a) and 41(b)) are completely independent. For a
curvilinear hysteron, however, the reversible compo-
nent of magnetic susceptibility changes significantly
as the particle switches from the upper to the lower
branch of the loop. This coupling between the irre-
versible and reversible components gives rise to a
systematic decrease, for a given Hb < 0, in the slopes
of the FORCs as Ha decreases (Muxworthy et al.,
2004). This, in turn, translates to a negative contribu-
tion to the FORC distribution.

2.20.5.2.3 PSD particles

FORC diagrams for PSD size magnetite particles are
described by Muxworthy and Dunlop (2002). FORC
diagrams were measured for a series of synthetic
magnetites with grain sizes varying from 0.3–11 mm
(Figure 45). Small PSD particles have SD-like
FORC diagrams, characterized by a closed positive
peak at Hc > 0 and Hu¼ 0 (Figure 45(a)). With
increasing grain size, the position of the peak shifts
to lower Hc values (Figure 45(b)), and eventually
moves to the origin (Figure 45(c)). This shift in peak
position is accompanied by a spreading of the dis-
tribution in the Hu direction for small Hc

(Figure 45(d)). Similar changes are seen as a function
of temperature for particles of a fixed size.

2.20.5.2.4 MD particles

Theoretical predictions and experimental measure-
ments of the FORC diagrams for noninteracting MD
particles are described by Pike et al. (2001b). One-
dimensional models of domain-wall pinning predict
FORC diagrams consisting of perfectly vertical con-
tours, with the value of the FORC distribution
decreasing smoothly with increasing Hc. This model
agrees well with experimental measurements on
annealed (i.e., stress-free) magnetite samples
(Figure 46). The vertical spread of the FORC func-
tion results from the fact that each particle contains a
large number of pinning sites at which a domain can
be trapped during the FORC measurement. These
different pinning sites can be represented by an
equivalent number of hysterons, which are spread
out along the Hu axis by the self-demagnetizing
field (Pike et al., 2001b). FORC diagrams for unan-
nealed MD samples are similar to those observed at
the upper end of the PSD range (compare, e.g.,
Figure 46(c) with Figure 45(d)).

2.20.5.3 Mean-Field Interactions and FORC
Diagrams

In the most basic form of the Preisach model, the
distribution of interaction fields is assumed to be
static. In reality, however, the field acting on a
each particle is the sum of the stray fields created
by all the other particles in the system, and will vary
as the overall magnetization of the system changes.
In general, both the mean value and the standard
deviation of the interaction field distribution (IFD)
are functions of the net magnetization of the system
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Figure 45 FORC diagrams for a series of synthetic PSD magnetite samples with grain sizes of (a) 0.3mm, (b) 1.7mm,
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for pseudo-single-domain magnetites at high temperature. Earth and Planetary Science Letters 203: 369–382.

Magnetic Properties of Rocks and Minerals 623



(the ‘variable-variance moving Preisach’ model).
For example, if a collection of particles is fully
saturated in a large magnetic field, each particle
experiences the roughly the same mean interaction
field and the standard deviation of the IFD tends to
zero. In the demagnetized state, each particle will
experience a different interaction field; the mean
value of the IFD is now zero and the standard
deviation is maximum. The constant of proportion-
ality relating the mean interaction field to the net
magnetization of the system is referred to as the
‘moving parameter’, 	, which can be either positive
or negative, depending on the geometry of the sys-
tem (Stancu et al., 2001, 2003). Positive 	 implies
that the mean field has a magnetizing effect, and
leads to a spontaneous mutual alignment of the
particles. This case applies, for example, to the
chains of magnetite particles in magnetotactic bac-
teria (Figure 21). Negative 	 implies that the mean
field has a demagnetizing effect. This case applies,
for example, to perpendicular recording media (i.e.,
planar arrays of SD particles which have their easy
axes perpendicular to the plane). The FORC dia-
gram for such a system, composed of a
perpendicular array of Ni pillars, is shown in
Figure 47 (Pike et al., 2005). The ‘wishbone’ form
of the FORC diagram has two main peaks: one
occurring at low Hc and Hu > 0, and one occurring
at high Hc and Hu¼ 0. The distance between these
two peaks in the Hc direction yields information
about the range of coercivities in the system. The

displacement of the first peak in the positive Hu

direction yields information about the strength of
the mean-field demagnetizing interaction.

2.20.5.4 Practical Applications of FORC
Diagrams

The FORC method has been applied in rock mag-
netism as a method of characterizing the magnetic
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mineralogy of natural samples (Roberts et al., 2000),

identifying mixtures of soft and hard magnetic

minerals (Muxworthy et al., 2005), and identifying

magnetostatic interactions as a preselection tool

for paleointensity studies (Wehland et al., 2005).

Pan et al. (2005) have used FORC diagrams to deter-

mine the strength of magnetostatic interactions

in concentrated samples of magnetotactic

bacteria (Figure 48). The FORC distribution

has large SD-like peak centered on Hc�40 mT and

displaced slightly in negative Hu direction. The

vertical spread of the IFD has a FWHM of just

6.3 mT, much lower than the ideal intra-chain

interaction field of 60 mT. This observation demon-

strates that the magnetosome chains are effectively

behaving as elongated SD particles, and switch as

a single unit. In such cases, the interaction fields

measured by the FORC method provide an

indication of inter-chain and inter-cellular interac-

tions. The small peak in the FORC distribution

about the origin can be attributed to the smaller

magnetosomes that commonly occur at the ends of

the chain.

2.20.6 Summary

Now is a very exciting time for the field of rock and

mineral magnetism. The discovery of large-ampli-

tude magnetic anomalies on Mars (Connerney et al.,

1999, 2004; Acuna et al., 1999) has ignited a general

interest in the effect of nanoscale microstructures on

the origin and stability of planetary scale magnetic

anomalies. Conventional wisdom – that these anoma-

lies are due to the induced magnetization of multi-

domain magnetite – is now being challenged in light

of the Mars magnetic survey. Mars no longer gener-

ates its own magnetic field; the anomalies are purely

remanent in origin – faithfully recorded by magnetic

minerals over 4 billion years ago (at a time when

Mars did generate a field) and maintained without

significant decay until the present day. The minerals

responsible for the anomalies on Mars – and how

they maintain such strong remanence over time – is

currently the subject of intense speculation.
The techniques described in this review allow

such problems to be tackled from both experimental

and theoretical viewpoints, encompassing the entire
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range of length scales of interest, from atomistic
interactions to planetary-scale magnetic anomalies.
Since the dominant carriers of stable natural rema-
nent magnetization are SD particles with sizes in the
range 30–200 nm, techniques such as electron holo-
graphy (Section 2.20.3) have the potential to
revolutionize the way rock magnetic measurements
are made in the future. By using the three-dimen-
sional morphologies of magnetic nanoparticles,
provided by electron tomography, as the input for
finite element micromagnetic simulations (Section
2.20.4), it is now possible to compare experimental
observations and theoretical predictions directly.
Differences between observed and calculated beha-
viors are likely to be the result of atomistic effects at
surfaces, interfaces, and defects. Ultimately, the
application of atomistic simulations (Section 2.20.2)
will permit the influence of such atomic-scale fea-
tures on standard rock magnetic analysis (Section
2.20.5) to be determined.
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Néel L (1948) Propriétés magnetiques des ferrites; ferrimagné-
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Glossary
activation energy Energy barrier for a thermally

activated process.

Archie’s law Relationship between bulk electrical

conductivity and fluid or melt conductivity of a

porous fluid- or melt-containing composite med-

ium, of the form �bulk¼�melt CXm
a , where Xm is

volume-fraction fluid or melt, and C and a are

constants.

bulk conductivity Average electrical conductivity

of a composite medium.

conductance Product of electrical conductivity

and thickness in SI units of Siemens (S).

electrical conductivity A physical constant �

relating electrical current density to the electrical

field strength. The SI unit of conductivity is Siemens

per meter (S m�1), where 1 S¼ 1 ohm�1, so it is also

expressed as ��1 m�1.

Dþ model A conductivity-depth model consisting

of a sequence of delta functions in an insulating

half-space.

electrical resistivity Reciprocal of electrical con-

ductivity in SI units of (�m).

electromagnetic skin depth The depth at which

electromagnetic fields are attenuated to 1/e of their

surface values. This depends on electrical

Nomenclature
fO2 oxygen fugacity (Pa)

h electron hole

k Boltzmann’s constant (1.3807� 10�23 J K�1)

q electrical charge, C

D diffusion coefficient (m2 s�1)

Ea activation energy (kJ mol�1)

Ex horizontal component of electrical field

(V m�1)

Fe ?
Mg small polaron, Fe3þ on an Mg2þ site

Hy horizontal component of magnetic field (T)

V
00

Mg magnesium vacancy

� electrical mobility (m2 V�1 s�1)

� electrical resistivity (ohm m)

� electrical conductivity (Sm�1)

� period (of a sinusoidal wave) (s)

�V� activation volume for electrical conduction

(m3 mol�1)
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2.21.1 Introduction

The study of the electrical properties of minerals and
rocks is of broad interest in the Earth and planetary
sciences. Magnetotelluric (MT) and geomagnetic
depth sounding (GDS) studies yield electrical con-
ductivity versus depth models for the Earth.
Laboratory measurements of the electrical conductiv-
ity of candidate minerals under relevant conditions,
with accompanying theoretical understanding, are
needed to interpret the field results. In principle, elec-
trical conductivity results are complementary to
seismic results because conductivities of materials are
highly sensitive to defects, minor impurities (including
hydrogen in minerals), anisotropy, presence of highly
conducting melts or fluids, and the distribution or
texture of those melts or fluids, features that might
not yield strong seismic anomalies. In this chapter, we
focus on the electrical conductivity of mantle materi-
als, including recent work incorporating hydrogen and
related field studies. It is not always possible to tease
out unambiguous interpretations from field results in
terms of all the possible mineral physics parameters.
As laboratory and field studies advance it is possible to
narrow the range of interpretations. Electrical conduc-
tivity studies are attractive as a potential sensor of
hydrogen in the mantle.

2.21.2 Electrical Conductivity of
Materials

2.21.2.1 Point Defects and Conductivity

The electrical conductivity of minerals is governed
by the point-defect chemistry. Point defects are
imperfections in the crystal lattice, such as substitu-
tions, vacancies, interstitial ions, electrons, and
electron holes (electron deficiencies in the valence

band commonly termed ‘holes’). Kroger–Vink nota-

tion describes the type of defect and its effective

charge relative to a normal lattice site. Each defect

is indicated by the symbol AB
c , in which the main

symbol A indicates the species of the defect (ele-

ment/ion, electron e, hole h, or vacancy V ), the

subscript B indicates the type of site (normal lattice

site of a particular ion or an interstitial site I), and the

superscript c indicates the net effective charge of the

defect relative to the normal occupancy of that lattice

(where dots indicate positive relative charge, slashes

indicate negative relative charge, and ‘x’ indicates

zero relative charge). Thus for a magnesium–iron

silicate mineral VSi00 is a silicon vacancy (with a
charge of –4 relative to a site occupied by a silicon

ion), FeMg
x is a magnesium site containing an Fe2þ ion

(neutral with respect to the normal site occupancy),

FeMg
? is a magnesium site containing an Fe3þ ion

(relative charge of þ1 relative to a site occupied by

Mg2þ), V 0Mg is a magnesium vacancy (relative charge

of –2 relative to a site occupied by Mg2þ) and Oo
x is

an oxygen site containing an O2� ion.
The electrical conductivity of a material can be

represented as the sum of the conductivity contribu-

tions of each charge carrier (or defect) type acting

independently (in parallel):

� ¼
X

�i ¼
X

ci qi�i ½1�

where ci is the concentration of the ith type of charge
carrier, qi is its effective charge (coulomb), and �i is
its mobility (typically in m2 V�1 s�1). Defects are
present in all crystal structures and each contributes
to the total conductivity. Perturbation of the concen-
tration of one defect can influence the concentrations
of the others, so the concentrations may not be com-
pletely independent. Usually only one or two types
of defects dominate under a given set of

conductivity of the medium and the frequency of

the electromagnetic waves.

impedance phase Phase difference between the

electric and magnetic fields.

magnetotellurics Method of determining the

electrical conductivity structure of the Earth by

measuring time variations of the electrical and

magnetic field at the surface.

point defects Imperfections in a crystal lattice

where an atom or ion is missing or is in an irregular

site.

polaron Point defect in a crystal in which an Fe3þ

ion substitutes on an Mg2þ site.

vacancy Crystal lattice location where an atom or

ion should be, but is missing.
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thermodynamic conditions. Chemical reactions
between defects can be written to express their con-
centrations in terms of equilibrium constants. For
example, removing a positively charged ion from its
normal site results in the formation of a vacancy plus
an interstitial ion (formation of a Frenkel defect) and
can be written as

Ax
A ¼ V 9A þ A �

I ½2�

For such a reaction, the chemical equilibrium con-
stant K is written as

K ¼ ½V 9A�½A �

I �
½Ax

A�
½3�

where the square brackets indicate site fractions. The
Gibbs free energy �Go for this reaction is given by

�Go ¼ – RT ln K ½4�

in which R is the gas constant and T is absolute
temperature.

Reactions incorporating oxygen from the sur-
roundings are important in oxide materials. For
example, in MgO the reaction

1=2 O2 ¼ V0Mg þ 2h� þ Ox
O ½5�

describes the incorporation of oxygen to form a
magnesium vacancy, a hole h?, and an oxygen ion
on a normal lattice site. The equilibrium constant
for this reaction is

K ¼ ½V0Mg�½h��2½Ox
O�=fO2

1=2 ½6�

Thus, the magnesium vacancy concentration in
pure MgO depends on fO2 (at constant temperature).
Even in the presence of relatively small amounts of

impurity ions, the concentrations of defects (and hence

the conductivity) may vary greatly. This extreme

sensitivity of defect concentration to minor and
trace-element concentrations makes it very difficult

to establish absolute values for the conductivities of

‘pure’ minerals, especially at low temperatures. In the

laboratory one tries to determine which defect or
defects dominate conduction under a given set of

conditions by determining conductivity under varying

conditions of temperature, oxygen fugacity, trace-ele-

ment concentration, and/or other variables. In
addition, determination of the Seebeck coefficient

(thermoelectric coefficient) can identify the charge of

dominant conducting species. The results are then

combined with defect reactions such as [3] and [5]
above and defect conservation laws such as

conservation of mass, charge neutrality, and lattice
sites to determine the particular defect reaction that
controls the concentration of the dominant defect and
predicts the dependence on other environmental con-
ditions (fO2 in particular). Materials science reference
works such as Kröger (1974) and Kingery et al. (1976)
describe this process for many materials and refer-
ences such as Stocker (1978), Stocker and Smyth
(1978), and Hirsch and Shankland (1993) describe
defect equilibria in some important Earth materials
(see also Tyburczy and Fisler, 1995).

To completely specify the thermodynamic state
of a defect-containing crystal, the Gibbs phase rule
must be satisfied. For a three-component system such
as (Mg,Fe)O, this constraint means that the tempera-
ture, the pressure, the oxygen fugacity, and the
Mg:Fe ratio in the solid must all be specified. Thus,
the conductivity will have the general form

�i ¼ �o exp – Ea=kTð ÞðFex
MgÞ

m
f O2

n ½7�

in which FeMg
x is the fraction of Fe on Mg sites and n

and m are constants from the defect reaction stoichio-
metry. For a four-component system such as olivine
(Mg,Fe)2SiO4 an additional constraint must be spe-
cified; the most frequently specified constraint is the
silica activity aSiO2 (or equivalently the enstatite
activity aEn):

�i ¼ �o exp ð – Ea=kTÞ ðFex
MgÞ

m
fO2

n aSiO2

p ½8�

in which p is also a constant. One goal of experimen-
tal studies is to determine the exponents m, n, and p

for the dependence of conductivity on compositional
and environmental parameters but all the parameters
in full expressions of the form of eqn [8] are still not
commonly determined. These issues are discussed
for olivine by Stocker (1978), Stocker and Smyth
(1978), and Hirsch and Shankland (1993).

2.21.2.2 Effects of Temperature and
Pressure

The Nernst–Einstein relation links the electrical
conductivity to the diffusion coefficient of the
charge-carrying species:

� ¼ Dcq2=ðkT Þ ½9�

in which D is the self-diffusion coefficient, q is effec-
tive charge of the conducting species (q¼ ze, where e

is the charge of the electron, and z is valence), c is the
concentration of the conducting species, k is
Boltzmann’s constant, and T is temperature. The

The Electrical Conductivity of Rocks, Minerals, and the Earth 633



temperature dependence of electrical conductivity
can arise from both the temperature dependence of
concentration and thermally activated mobility. For
thermally activated processes such as diffusion,
D¼Do exp (�Ea/kT). Thus, the temperature depen-
dence of the conductivity will be of the form

� ¼ �o

T
exp – Ea=kTð Þ ½10�

in which �o is a pre-exponential constant and Ea is
the activation energy. Ea is often expressed in elec-
tron volts; Boltzmann’s constant k is equal to
8.617� 10�5 eV/(atom-deg). For many studies, the
1/T factor in the pre-exponential term on the right-
hand side of eqn [9] is not used, especially if the
studies are performed over a limited temperature
range, so that expressions of the form

� ¼ �o exp ð – Ea=kTÞ ½11�

are employed. Plots of the logarithm of electrical con-
ductivity versus 1/T that cover an extended range of
temperatures frequently show two (or more) linear
regions or broadly curving regions. The variations in
slope can be caused by transition from one dominant
conducting species to another or by a transition from
extrinsic (impurity dominated) to intrinsic conductiv-
ity. Each region is then described by an expression of
the form of eqn [11]. However, more precise, and
mechanistically more meaningful parameters are
derived if the entire data set is simultaneously fit to a
single expression of the form

� ¼ �o1 exp ð – Ea1=kTÞ þ �o2 exp ð – Ea2=kT Þ ½12�

where subscripts 1 and 2 refer to the different
mechanisms. Similarly, experiments covering a suffi-
ciently wide range of fO2 can express multiple
mechanisms and be fit by expressions of the form

� ¼ �o1fO2

n1 þ �O2
fO2

n2 ½13�

The effect of pressure on conductivity can be char-
acterized by the inclusion of an activation volume
term �V� so that

� ¼ �o exp ð – ½�U� þ P�V��=kTÞ ½14�

in which �U� is the activation internal energy and P

is pressure. The activation volume can be inter-
preted to indicate the volume of the mobile
species, but this is not always the case. Commonly
measurements at elevated pressures are parame-
trized isobarically as functions of temperature
using eqn [10] or [11].

2.21.3 Electrical Conductivity of
Olivine

2.21.3.1 Point Defects in Olivine

Olivine (Mg0.9Fe0.1)2SiO4 is the dominant mineral
between the bottom of the crust and the 410 km
seismic discontinuity, comprising 40–60% by
volume of the mantle in this depth range
(Ringwood, 1975). Because of this abundance it is
one of the most frequently studied mantle minerals,
but there are still nuances in its conductivity and
point-defect behavior that are not fully understood.
We study olivine in detail because we need a com-
plete understanding of the transport in order to
extrapolate its behavior to conditions that have not
been studied in the lab and because its behavior can
inform us about other minerals.

The dominant charge-carrying defects in olivine
are small polarons (Fe3þ on the Mg2þ lattice site
FeMg

? ), magnesium vacancies V 0Mg, and electrons e9.
There is general agreement that small polarons dom-
inate at high fO2 and lower temperatures, but there
are disagreements at high temperature and lower fO2.
The relationship describing the major defect popula-
tions and their fO2 dependences in olivine (Stocker
and Smyth, 1978; Schock et al., 1989) is

8Fex
Mg þ 2O2 , 2V 0Mg þ V 00Si þ 4Ox

o þ 8Fe�Mg ½15�

Studies on olivine have been performed on single
crystals and polycrystalline aggregates, and with
self-buffering or pyroxene buffering of silica. If the
cationic ratio Fe:Mg:Si is held fixed (i.e., for an
experiment in which the olivine can exchange only
oxygen with the environment and is not chemically
in contact with other solid phases, termed the ‘self-
buffered’ case) and at high fO2, the charge balance
condition 4[V 0Mg]¼ [FeMg

? ]¼ 8[V00Si] pertains
(Stocker, 1978) and evaluation of the equilibrium
constant yields

½Fe�Mg� ¼ aFefO2

2=11 and ½V0Mg� ¼ aMgfO2

2=11 ½16�

where the a’s are constants; that is, the fO2 depen-
dences are identical. Potentially one could
distinguish the individual contributions of FeMg

? and
V 0Mg because they have individual concentration and
mobility dependences on T and fO2, and this has been
attempted in some instances.

For the pyroxene-buffered case, the fO2 exponents
n¼ 1/6 for both polarons and magnesium vacancies at
high fO2 (Stocker and Smyth, 1978). At low fO2 other
defect interactions come into play that result in different
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fO2 dependencies for these and other defects (Stocker
and Smyth, 1978; Hirsch and Shankland, 1993).

2.21.3.2 Electrical Conductivity and
Anisotropy of Olivine

Seminal studies by Duba et al. (1974) and Schock et al.
(1989) paved the way for more recent studies of
olivine electrical conductivity. Figure 1 shows log
of conductivity versus fO2 for single-crystal San
Carlos olivine in the self-buffered case at 1200�C.
Three different sets of measurements are shown
(Schock et al., 1989; Wanamaker and Duba, 1993;
Du Frane et al., 2005). Agreement is good between
these independent studies. The conductivity is great-
est by up to a factor of 2 in the [001] orientation, and
approximately equal in the [100] and [010] direc-
tions. Conductivity increases with increasing oxygen
fugacity, but the curves are not linear and the slope
increases (that is fO2 exponent n increases) with
increasing fO2. At least two species or mechanisms
are operative. Different researchers propose different
models to explain these variations. Wanamaker and
Duba (1993) conclude that FeMg

? dominates at the
highest fO2, with contributions from electrons e9

(with an fO2 exponent of –1/6) of greater importance
at low fO2. Du Frane et al. fit their data using a
nondifferentiated model at high fO2 (i.e., no distinc-
tion is made between FeMg

? and V 0Mg contributions
(because they have the same value of n¼þ2/11)
with a contribution from a component with an fO2

exponent of zero at low fO2, possibly from electrons
or a background (extrinsic impurity) component.

Each model fits the data over the fO2 range it was

collected, but each extrapolates to different values at
the lowest fO2. Figure 2 shows the fits to these data

sets with the two components for each fit.
For the pyroxene-buffered case, point-defect cal-

culations indicate fO2 exponents of þ1/6 for both

FeMg
? and V 0Mg at high fO2 (Stocker and Smyth,

1978). At lower fO2, the situation is more complex
and fO2 exponents for [V 0Mg] may be different.

Figure 3 shows fits to electrical conductivity data
for pyroxene-buffered olivine. The data and model of

Wanamaker and Duba (1993) are for single-crystal
olivine in the [100] direction. The model of

Constable (2006) based on earlier results of
Constable and Roberts (1997) is for polycrystalline

olivine–this model is the successor to the SO2 model

of Constable et al. (1992). Two different approaches
are used in the fitting. Wanamaker and Duba fit the

high fO2 region with a FeMg
? polaron with an expo-

nent of 1/6, and the low fO2 region with a model with

an fO2 exponent of zero that they ascribe to magne-
sium vacancies V 0Mg in a different charge neutrality

regime. Constable and Roberts (1997) and Constable
(2006) fit the data with a model in which the fO2

exponents for both the FeMg
? and V 0Mg concentrations

are þ1/6, but which includes a T-dependent empiri-
cal constant in the concentration term (of eqn [1])

that produces the flattening at low fO2. The
Constable and Roberts (1997) and Constable (2006)

Schock et al., 1989, [001]

–2.00

–2.50

–3.00

–3.50

–9

OST- WM QFM
7CO2:1CO

NNO OST+

T = 1200°C

[100]
[010]

[001]

–7 –5 –3

log fo2
 (Pa)

lo
g 

σ 
(σ

 in
 S

 m
–1

)

–1 1 3

Schock et al., 1989, [010]
Schock et al., 1989, [100]
DuFrane et al., 2005 [001]
DuFrane et al., 2005 [001]
DuFrane et al., 2005 [010]
DuFrane et al., 2005 [001]
Wanamaker and Duba, 1993, [100]

Figure 1 Olivine single-crystal conductivity in different orientations as a function of fO2 for self-buffered experiments at

1200�C. Large squares, triangles, circles, and solid lines; data and fits from Du Frane et al. (2005). Small filled squares,

triangles, and circles; Schock et al. (1989). Open circles; Wanamaker and Duba (1993). Schock and Wanamaker data are
normalized to composition Fo89.1 using model of Hirsch et al. (1993). Adapted from Du Frane WL, Roberts JJ, Toffelmier DA,

and Tyburczy JA (2005) Anisotropy of electrical conductivity in dry olivine. Geophysical Research Letters 32: L24315

(doi:10.1029.2005GL023879).
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model is derived from and fits both electrical con-

ductivity and thermopower data. The thermopower

data indicate a change in sign of the dominant species

from positive to negative above about 1300�C, con-

sistent with V 0Mg-dominated conduction. This change

in the sign of the thermopower was first reported by

Schock et al. (1989). Note that pyroxene-buffered
olivine conductivity is lower by approximately 0.2–

0.3 log units than the self-buffered case (Wanamaker

and Duba, 1993). Concentrations of magnesium

vacancies are higher in the pyroxene-buffered case

because reactions such as

4MeSiO3 ¼ 3Me2SiO4 þ 2V0Mg þ Si????I ½17�

where Me stands for Fe2þ or Mg2þ, cause increases
in the number of magnesium vacancies, which causes
lower concentrations of polarons and electrons
through reaction [14].

Figure 4 compares olivine log � versus 1/T

along the quartz-fayalite-magnetite (QFM) fO2

buffer for the models discussed above along with

the zero-pressure conductivities of olivine of Xu

et al. (1998a) (extrapolated from high-pressure

measurements and adjusted for differences in
experimental fO2, see below). The geometric

mean of the Du Frane et al. model has a higher

conductivity than the Constable and Roberts
model, owing at least in part to the use of iron-

doped platinum electrodes in these experiments.
The high-pressure data of Xu et al. are collected

along the Mo–MoO2 buffer using molybdenum

electrodes. Also shown are the conductivities cor-
responding to the individual mechanisms. At

temperatures greater than about 1300�C, the

Constable (2006) model shows the increasing
importance of magnesium vacancy conduction.

The Du Frane et al. (2005) model indicates the
dominance of the undifferentiated magnesium

vacancy plus polaron term above about 1150�C
over the fO2-independent term. Comparison of
these studies indicates good experimental agree-

ment and general agreement in the higher fO2

ranges. Differences occur in the models developed
to describe the low fO2 behavior. Oxygen fugacity
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Figure 3 Models of pyroxene-buffered olivine electrical
conductivity at 1200�C as a function of fO2. Blue lines

indicate model of Wanamaker and Duba (1993) for

single-crystal olivine in [100] orientation. Red lines

indicate model of Constable (2006), see also Constable
and Roberts (1997), for polycrystalline olivine. Solid lines

indicate total conductivity. Long dashed lines indicate

FeMg
? polaron conductivity. Short dashed lines indicate

magnesium vacancy conductivity (Constable, 2006) or fO2

independent term.
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Figure 2 Models of olivine single-crystal self-buffered

electrical conductivity at 1200�C as a function of fO2 in

the [100] orientation. Blue lines indicate models of
Wanamaker and Duba (1993). Red lines indicate Du Frane

et al. (2005). Solid lines are the total conductivity. Long

dashed lines represent the FeMg
? polaron conductivity

(Wanamaker and Duba, 1993) or the sum of polaron

plus magnesium vacancy conductivity (Du Frane et al.,

2005). Dotted lines represent electronic conduction

(Wanamaker and Duba, 1993) or minimum (fO2

independent) conductivity term.
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conditions in the Earth’s mantle are generally

thought to be in the range of the QFM buffer

(see Figure 1). For these conditions the models

do not differ greatly.
The dependence of olivine electrical conductivity

on Fe content was examined by Hirsch et al. (1993).

They found that conductivity varies as iron site fraction

to the 1.81 power [XFe]
1.81, according to eqn [7] or [8].

Grain-boundary electrical conductivity has been
considered by Roberts and Tyburczy (1991, 1993)

and by ten Grotenhuis et al. (2005). Roberts and

Tyburczy examined pressed sintered compacts of

natural olivine with a �45 mm grain size and con-

cluded that grain-boundary and grain-interior

conductivities add in series, that is, that grain bound-

aries are not highly conducting paths. ten Grotenhuis

et al. (2005) examined very fine grained (1–5 mm)

95% forsterite–5% enstatite compacts, and con-

cluded that the bulk conductivity is controlled by

grain-boundary transport, that is, that the grain

boundaries are highly conducting paths. The reasons

for the differences between these results remain to be

resolved.

2.21.4 High-Pressure Studies

2.21.4.1 Anhydrous Materials

In the last decade, significant advances have been

made in the determination of high-pressure electrical

properties of mantle minerals. Xu et al. (1998a) deter-

mined the electrical conductivity of Mg0.9Fe0.1SiO4

olivine, wadsleyite, and ringwoodite at pressures in

their stability field under oxygen fugacity conditions

similar to those of the mantle (Mo-MoO2 buffer)

using a multiple-anvil high-pressure device.

Wadsleyite and ringwoodite exhibit conductivities

1–2 orders of magnitude greater than olivine.

Pyroxene and higher-pressure polymorphs generally

have conductivities lower that those of wadsleyite

and ringwoodite, and are comparable to olivine (Xu

and Shankland, 1999). Perovskite, especially perovs-

kite containing Al3þ, and magnesiowüstite have

conductivities an order of magnitude or so higher

than those of the transition-zone phases (Xu et al.,

1998b; Xu et al., 2000b). Magnesiowüstite (with Fe/

FeþMg � 0.1) conductivity is greater than perovs-

kite conductivity with indications of a transition to a

high-temperature mechanism at temperatures

greater than about 1000 K at 10 GPa (Dobson and

Brodholt, 2000; Dobson et al., 1997; Wood and Nell,

1991), although Xu et al. (2000b) did not observe such

a variation. Activation volumes for conduction are

relatively small for these materials. Olivine has the

largest currently measured activation volume of

0.68 cm3mol�1 (Xu et al., 1998a; Xu et al., 2000a).

Figure 5 shows a summary of the conductivities of

these materials as a function of inverse temperature,

all measured using the same techniques (Xu et al.,

2000b). It is inferred that the dominant conduction

mechanism in these phases is generally via

FeMg
? polarons, consistent with olivine conduction

mechanisms. Mössbauer measurements of Fe3þ in

these phases indicate much higher concentrations of

Fe3þ than in olivine (O’Neill et al., 1993). In addition,

the presence of Al3þ in silicate perovskite increases

the amount of Fe3þ by a factor of 3.5 relative to Al3þ-

free perovskite (Xu et al., 1998b). In magnesiowüstite

at high temperature, a large-polaron mechanism in

which holes in the valence band dominate conduc-

tion has been described (Dobson and Brodholt, 2000).

Creation of a self-consistent data set permits calcula-

tion of mineral physics-based MT forward models

that explicitly contain conductivity changes corre-

sponding to the mineralogy changes at the major

seismic discontinuities – see further discussion below.
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Figure 4 Electrical conductivity versus 1/T for several
olivine models. Red lines indicate model of Constable (2006)

along QFM buffer – total conductivity (red solid line), polaron

conductivity (red long dashed lined), and magnesium

vacancy conductivity (red dotted line). Blue lines indicate
geometric mean model of Du Frane et al. (2005) along QFM

buffer – total conductivity (blue solid line), polaron plus

magnesium vacancy conductivity (blue long dashed line),
fO2 independent term (blue dotted line). Green line indicates

high-pressure data of Xu et al. (1998a, 2000a) extrapolated

to zero pressure and with factor of 0.25 log unit added to

account for lower experimental fO2.
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2.21.4.2 Effects of Hydrogen

Karato (1990) calculated the electrical conductivity

of hydrogen-bearing (also referred to as ‘hydrous-’)

olivine using hydrogen diffusion data (Kohlstedt and

Mackwell, 1998) combined with the Nernst–Einstein

equation (eqn [9]). This approach assumes that all the

hydrogen present is free to contribute to the conduc-

tivity. Hydrogen diffusion in olivine is highly

anisotropic so this approach predicts that the orienta-

tion dependence of hydrous olivine conductivity

would be �[100] � 20� �[010] � 40� �[001] (Karato,

1990; Constable, 1993), distinctly different than for

dry olivine. Olivine sheared at low stress tends to line

up with the [100] orientation in the direction of

shear. This explanation was used to infer that hydro-

gen-bearing oriented olivine was responsible for

upper-mantle electrical anisotropy near mid-ocean

ridges (Evans et al., 2005) and electrical conductivity

enhancement beneath the Pacific Ocean lithosphere

(Lizarralde et al., 1995). Recently, high-pressure

experimental techniques have been developed to

measure conductivity of hydrogen-bearing mantle

minerals. Huang et al. (2005) measured conductivity

of polycrystalline wadsleyite and ringwoodite (silica

buffered, that is with a small amount of pyroxene

added, and with molybdenum electrodes to buffer

fO2) with water contents up to about 1 wt.% H2O at

14–16 GPa. Conductivity is strongly enhanced in the

presence of hydrogen (water), and is described with

an expression of the form

� ¼ A Cr
W exp –H �=RTð Þ ½18�

where A and r are constants, CW is water concentra-
tion, and H� is the activation energy. For CW

expressed in weight per cent water, they determined
that for wadsleyite A¼ 380 (þ170, �120) S m�1,
r¼ 0.66	 0.05, and H�¼ 88	 3 kJ mol�1 and that
for ringwoodite A¼ 4070 (þ1050, �840) S m�1,
r¼ 0.69	 0.03, and H�¼ 104	 2 kJ mol�1. They
conclude that although the most abundant site for
hydrogen is as a neutral defect (2H)M

X corresponding
to two protons trapped at a metal site (Kohlstedt et al.,
1996; Kohlstedt and Mackwell, 1998), the transport is
governed by a concentration of free protons lower
than the total concentration of hydrogen. The defect
reaction

ð2HÞXM ¼ ðHÞ9M þ H � ½19�

predicts the exponent r¼ 0.75, close to the measured
values. Thus, the Nernst–Einstein equation (for
which r¼ 1) does not apply directly. Analogous
results are found in measurements on polycrystalline
olivine (Wang et al., 2006). Conductivity at P¼ 4 GPa
and T¼ 873–1273 K is enhanced by several orders of
magnitude over that of dry olivine, but the activation
energy for conductivity in the hydrogen-bearing
samples is much lower than that of dry olivine,
87	 5 kJ mol�1 (and log A¼ 3.0	 0.4 (for A in
S m�1) and r¼ 0.62	 0.15) for ‘wet’ versus
�154 kJ mol�1 for dry olivine. Activation energies for
hydrogen diffusion are in the range 110–180 kJ mol�1

depending on orientation (Kohlstedt and Mackwell,
1998). Hier-Majumder et al. (2005) measured
Mg�Fe interdiffusion in hydrous olivine and
found a small enhancement in the presence of
water, but not sufficient to yield a conductivity
increase of this magnitude. Yoshino et al. (2006)
measured the electrical conductivity of hydrogen-
bearing single-crystal olivine in different orienta-
tions at 3 GPa pressure and T between 500 and
1000 K. Conductivity is enhanced by about two
orders of magnitude over that of anhydrous olivine
and anisotropy is consistent with diffusion directions
with �[100] > �[010] >�[001] at constant hydrogen
content. Activation energies are E[100]¼ 0.73 eV
(70 kJ mol�1), E[010]¼ 0.93 eV (90 kJ mol�1), E[001]¼
0.87 eV (84 kJ mol�1). However, extrapolated to
slightly higher temperatures up to 1273 K, the
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Figure 5 Electrical conductivity versus reciprocal
temperature results for mantle minerals at high pressure and

fO2 representative of the mantle. Data are from multiple anvil

experiments of Xu and co-workers summarized by Xu et al.

(2000). Symbols: Pv; perovskite; Mw; magnesiowüstite; Rw;
ringwoodite; Wads; wadsleyite; Il; ilmenite (akimotoite); Gt;

garnet; Opx; orthopyroxene; Ol; olivine.
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conductivity of hydrogen-bearing olivine becomes
nearly isotropic, whereas at the same temperature
hydrogen diffusivity is strongly anisotropic. They
interpret this difference to indicate different
mechanisms for hydrogen mobility in diffusion and
conductivity.

2.21.5 Electrical Conductivity of
Melts and Partial Melts

Naturally occurring silicate melt conductivity has
been examined at elevated pressure in dry systems
to 2.5 GPa (Tyburczy and Waff, 1983, 1985) and in a
hydrous silicic melt to 0.4 GPa (Gaillard, 2004).
Conductivity of a basaltic melt decreases with
increasing pressure up to about 0.8 GPa, then is inde-
pendent of pressure to 2.5 GPa (Tyburczy and Waff,
1983). Dry silicic melts have greater pressure depen-
dence, with activation volumes on the order of a few
cm3 mol�1 at 2.5 GPa (Tyburczy and Waff, 1985).
Gaillard (2004) examined conductivity of an obsidian
melt with up to 3 wt.% water and found an increase
of about half order of magnitude or less over the dry
obsidian at 0.2 GPa corresponding to an activation
volume of about 20 cm3 mol�1.

Waff (1974) discussed the importance of the tex-
tural distribution of melt on the bulk electrical
properties of a partially molten rock and the impor-
tance of textural equilibration (Waff and Bulau,
1979). Studies of ‘texturally equilibrated partially
molten systems’ include those of Roberts and
Tyburczy (1999) and ten Grotenhuis et al. (2005).
Roberts and Tyburczy (1999) showed that for an
Fo80-melt system that the melt was highly intercon-
nected at low melt fractions (0�5 volume %) and
that parallel-type bulk conduction models (Hashin–
Shrtikman upper bound, simple parallel conductors,
or Archie’s law) describe the data (see below).
Archie’s law (�bulk/�melt¼ CXm, where C and m are
constants, and X is volume-fraction melt) constants
C¼ 0.73 and m¼ 0.98 were determined. They
pointed out that melt composition changes signifi-
cantly with changes in melt fraction at very low melt
fractions, and that these changes may need to be
considered when modeling low-melt-fraction sys-
tems. ten Grotenhuis et al. (2005) examined an iron-
free olivine–enstatite melt system, and observed a
change from nearly dry grain faces (with melt mostly
in tubules or triple junctions) at 1 volume% melt to
mostly wetted grain faces at a melt fraction of 10
volume%. The change was discontinuous, with the

most abrupt change occurring at around 2 volume%
melt. They determined Archie’s law constants of
C¼ 1.47 and m¼ 1.30.

2.21.6 Mixing Relationships

The bulk conductivity of a rock consisting of several
minerals depends on the textural distribution of the
minerals, which is generally not well known. A vari-
ety of relations have been employed. Series and
parallel solutions yield the maximum and minimum
values, respectively, of a mixture of materials

� – 1
s ¼ x1=�1 þ x2=�2 ½20�

�p ¼ x1�1 þ x2�2 ½21�

where �s is the series conductivity, �p is the parallel
conductivity, �1 and �2 are the conductivities of the
constituent phases, and x1 and x2 are the volume frac-
tions. The geometric mean conductivity�GM is given by

�GM ¼ �x1
1 �x2

2 ½22�

Archie’s law (Archie, 1942) is often used for fluid- or
melt-rock mixtures:

�bulk=�melt ¼ Cxm ½23�

where �bulk is the conductivity of the mixture, C and
m are constants, and x is volume-fraction melt or
fluid. For very low porosities, a modified expression
is used (Hermance, 1979):

�bulk ¼ �rock þ ð�fluid – �rockÞxm ½24�

The Hashin–Shtrikman bounds describe the narrow-
est upper and lower bounds in the absence of
geometrical information (Hashin and Shtrikman,
1962)

�HSþ ¼ �1 þ x2½ð�2 – �1Þ – 1 þ x1=ð3�1Þ� – 1 ½25�

�HS – ¼ �2 þ x1½ð�1 – �2Þ – 1 þ x2=ð3�2Þ� – 1 ½26�

where �1 >�2, and �HSþ and �HS� correspond to the
upper and lower bounds, respectively. The effective
medium bounds (Landauer, 1952) lie between the HS
upper and lower bounds:

�EM ¼ 1=4fð3x1 – 1Þ�1 þ ð3x2 – 1Þ �2

þ ½fð3x1 – 1Þ�1 þ ð3x2 – 1Þ�2g2 þ 8�1�2�1=2g
½27�

These and other relationships have been applied
to the conductivities of multiphase materials in the
mantle (e.g., Xu et al., 2000b) including partial melts.
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They yield the widest ranges when the conductivities
of the two phases in question are greatly different, for
example in the transition zone (Xu et al., 2000b) or for
partial melts.

2.21.7 Application to MT Studies

We discuss here a small number of MT field studies
as representative of those for which these laboratory
results have been influential in modeling or inter-
preting mantle conditions. In MT studies, orthogonal
components of electrical Ex and magnetic Hy fields as
a function of period � are measured at the Earth’s
surface. From these the apparent resistivity �(� ) and
phase �(�) are determined according to

�ð�Þ ¼ ð�=2��Þ ðEx=HyÞ2 and�ð�Þ ¼ tan–1ðEx=HyÞ ½28�

where � is the magnetic permeability (Cagniard
(1953); see Simpson and Bahr (2005) for a recent
discussion of MT methods). Conductivity-depth
models are fit to or derived from such field results

using smooth or discontinuous models. The Dþ
inversions provide the best-fitting model to the data
�(�) and �(�) that can be achieved; they consist of a
series of delta-functions in conductance as a function
of depth (Parker, 1980). Occam’s Razor inversions
yield the smoothest possible conductivity-depth
models to the data (Constable et al., 1987). Neither
of these approaches corresponds to a real physical
Earth. The existing framework of experimental
results on electrical conductivity of Earth materials
under mantle conditions allows for modeling and
interpretation of electromagnetic field results in
terms of realistic mineralogies reflecting known seis-
mic discontinuities and mantle conditions.

Xu et al. (2000b) showed that using their nominally
anhydrous laboratory data, a mineral physics-based

conductivity-depth model for the upper mantle and

transition zone provides a very good fit (via forward

modeling) to resistivity �(� ) and phase �(�) for a

European MT data set (Olsen, 1999) (Figure 6).

This agreement indicates that the laboratory data

provide a robust framework for interpreting MT
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Figure 6 (a) Electrical conductivity versus depth profile for Europe from Olsen (1999) with Dþ and smooth inversions and

mineral physics-based model of Xu et al. (2000). Smooth inversion is from Tarits et al. (2004). (b) Phase and (c) apparent
resistivity as a function of frequency data and the models. Adapted from Xu YS, Shankland TJ, and Poe BT (2000b)

Laboratory-based electrical conductivity in the earth’s mantle. Journal of Geophysical Research 105: 27865–27875; and

Tarits P, Hautot S, and Perrier F (2004) Water in the mantle: Results from electrical conductivity beneath the French Alps.

Geophysical Research Letters 31: L06612 (doi:10.1029/2003GL019277).
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results. Note, however, that recent experimental
results on water-containing minerals indicate that
some of the earlier nominally anhydrous experiments
contained significant amounts of hydrogen (Huang
et al., 2005). Other models based on MT studies
include effects of water in mantle and transition-
zone minerals (Lizarralde et al., 1995; Tarits et al.,
2004; Simpson and Tommasi, 2005; Karato, 2006).
There are significant regional differences in transi-
tion-zone conductivity that may be attributable to
variations in water content (Tarits et al., 2004;
Karato, 2006).

Just off of the southern East Pacific rise, Evans
et al. (2005) observed strong electrical conductivity
anisotropy at a depth of 100 km, with the ridge
perpendicular (plate motion parallel) value approxi-
mately a factor of 10 greater than the ridge parallel
value. They interpreted this result using the earlier
diffusion-based model of hydrogen-enhanced olivine
conductivity to indicate hydrous (103 H/106 Si)
shear-oriented olivine ([100] parallel to flow direc-
tion, perpendicular to the ridge). However, Yoshino
et al. (2006) point out that their the high-pressure
conductivity measurements indicate a much smaller
amount of electrical conductivity anisotropy in
hydrous olivine, suggesting that partial melt may
the cause of the conductivity anisotropy near the
ridge.

2.21.8 Summary

Many aspects of the electrical conductivity of mantle
minerals and its dependence on environmental fac-
tors are well measured and understood. Laboratory
measurement of electrical conductivity of mantle and
transition-zone minerals has advanced to the point
where interesting and provocative interpretations of
mantle MT profiles in terms of mineralogy, tempera-
ture, composition, and water content are possible.
The coming years promise significant new revela-
tions from the study of electrical properties of Earth
materials and the application to Earth interior issues.
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