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Carbon in Earth’s fluid envelopes—the atmosphere 
and hydrosphere—plays a fundamental role in our plan-
et’s climate system. It is also essential for the origin and 
evolution of life, for a large fraction of the energy we use, 
and for the multitude of carbon‐based materials so 
essential to the modern world. Yet the source and original 
quantity of carbon in our planet is uncertain (Marty 
et al., 2013), as are the identities and relative importance 
of early chemical processes associated with planetary 
differentiation (e.g., the moon‐forming impact, core 
formation, the onset of plate tectonics). Numerous lines 
of evidence point to the early and continuing exchange of 
substantial carbon between Earth’s surface and its 
interior (Dasgupta, 2013), such as information carried by 
subducted carbon trapped in diamonds, mantle‐derived 
magmas rich in carbon, carbonate‐bearing rocks found in 
fossil subduction zones, and springs carrying deeply 
sourced carbon‐bearing gases (Burton et al., 2013; Jones 
et  al., 2013; Ni & Keppler, 2013; Shirey et  al., 2013). 
Although quantifying the input and output fluxes is chal-
lenging, there is little doubt that a substantial amount of 
carbon resides in our planet’s interior (Dasgupta and 
Hirschmann, 2010, Kelemen & Manning, 2015).

These uncertainties arise in part from continuing diffi-
culties in establishing the forms, transformations, and 
movements of carbon in Earth’s interior. The present 
volume provides a snapshot of recent work aimed at 
improving this picture. It presents research aimed at 
understanding the physical and chemical behavior of 
carbon‐bearing materials at conditions relevant to 
Earth’s  interior – behavior that ultimately dictates the 
availability of this element so important to processes near 
our planet’s surface.

The papers in this volume are a mix of reviews and 
reports of current research on the structure, stability, 
reactivity, and dynamics of carbon‐based materials 
 relevant to natural systems, as well as to allied substances 
that carry carbon, and the complex interactions between 
moving fluids, magmas, and rocks in Earth’s interior. 
Carbon materials of Earth and planetary interest are 
found in a wide range of structural states (Hazen et al., 
2013; Oganov et al., 2013). Of the many transformations 
between these states, one of the most profound is that 
induced by change from sp2 to sp3 bonding of carbon in a 
structure. This transformation occurs in native carbon 
(graphite to diamond), in CO2 ices, carbonate minerals, 

and hydrocarbons. In Chapter 1, Lobanov and Goncharov 
review this transformation in a subset of these materials. 
A key point is that the sp2‐sp3 change leads to higher 
coordination number and is promoted by high pressure, 
and is therefore encountered at the extreme pressures of 
planetary interiors. However, as shown by Tschauner 
(Chapter  2), diamond remains the only naturally sam-
pled material that preserves carbon in sp3‐bonded sites. 
Tschauner reviews carbonaceous inclusions found in 
terrestrial diamonds delivered to the surface from the 
mantle, in some cases at high residual pressures. The 
crystalline forms run the gamut of  carbon oxidation 
states: native carbon and carbides; oxidized carbon in 
CO2 ices and carbonate minerals; and, not discussed 
by Tschauner, rare hydrocarbon inclusions as well 
(e.g., Sobolev et al., 2019), though the origins of  such 
materials have in the past been ascribed to later, shal-
lower processes.

Carbon’s cosmochemical abundance and chemical 
behavior favor carbon as a potential light element in the 
core. If present, carbon would likely be strongly parti-
tioned into the inner core, as Fe‐carbide. While early work 
favored Fe3C (cementite) as the likely inner‐core carbide, 
recent studies advanced the idea that this phase is not 
stable at inner core conditions, and Fe7C3 is instead the 
more likely inner‐core carbide. Takahashi et al. (Chapter 3) 
performed new experiments that show that Fe3C is stable 
to inner core conditions. Both carbide phases may be pre-
sent in the inner core and could be consistent with seismo-
logical observations.

Chen and Wang (Chapter 4) review the structure and 
physical properties of carbon‐bearing Fe‐Ni liquids at 
conditions relevant to planetary cores. Where present, 
carbon may play an important role in controlling struc-
tural transformation in Fe‐Ni‐C liquids.

Comparatively little carbon can be incorporated into 
silicates, and the mechanism(s) for accommodating 
even  small amounts is poorly known. Navrotsky et  al. 
(Chapter 5) discuss silicate‐rich ceramics that incorporate 
carbon via substitution of C for O in the silica tetrahe-
dron, the fundamental building block of the rock‐form-
ing silicate minerals and the structural backbone of 
silicate melts. Geologic pathways for production of such 
materials may include large impact events, and these 
materials may be precursors for some puzzling natural 
occurrences of silicon carbide and carbonado.

PREFACE
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Oxidized carbon, as CO2, is important to a wide range 
of geologic processes from the surface to the interior of 
Earth, and potentially other solar system objects and 
exoplanets. It is therefore essential to understand the 
behavior of CO2 itself  at elevated pressure and tempera-
ture. The properties and transformations of CO2 gas, 
liquid, and supercritical fluid are relatively well under-
stood compared to CO2 ices. As with H2O, compression 
of CO2 at very low to very high temperature produces a 
wide range of ice structures, which display a remarkable 
variety of bonding environments that suggest surprising 
possibilities for the forms and transformations of CO2 in 
planetary interiors. Chapters 6 and 7, by Santoro et al. 
and Yoo, present overviews of the current state of 
knowledge of high‐pressure CO2 phases and their struc-
tures and properties. Despite years of aggressive investi-
gation, the equilibrium phase diagram remains elusive. 
Metastable states and surprising forms such as high‐
pressure amorphous phases persist, likely owing to a 
complex energy landscape with multiple local minima 
and challenging kinetics (e.g., Machon et  al., 2014), as 
has recently been illustrated by Tulk et al. (2019) for H2O 
ices. Nevertheless, it is clear that CO2 phase space con-
tains a rich variety of molecular ices that give way at high 
pressure to a polymerized, extended covalent structure, 
CO2‐V, in which sp3 carbon is tetrahedrally coordinated 
by oxygen in a silica‐like structure. This structure raises 
the possibility of solid solution with SiO2, but this has yet 
to be conclusively verified. The contrasting interpreta-
tions of some of the features and phases of the CO2 
system in the two chapters attests to the challenges of 
working on this important but kinetically sluggish and 
energetically complex chemical system.

Li et al. (Chapter 8) explore the role of  carbon sur-
faces on H2O ice and methane clathrate crystallization. 
Using classical molecular dynamics, they find that ice 
nucleation and growth depends strongly on the chem-
istry, crystallinity, and topography of  the nucleating 
surface. Gas hydrates initially nucleate as amorphous 
clusters, but crystallinity increases with the size of  the 
hydrate. The picture is highly complex on the molecular 
scale, and there appear to be numerous pathways for 
hydrate growth.

The primary solid storage site for oxidized carbon is in 
carbonate minerals. The carbonate minerals exhibit a 
wide range in structures and bonding environments for 
carbon, as seen in CO2. Merlini et al. (Chapter 9) review 
research over the last 10–15 years that reveals the com-
plex pressure and temperature dependence of the crystal 
chemistry of carbonate minerals. From Earth’s surface to 
the mid mantle, an essential building block of carbonate 
minerals is the trigonal CO3

−2 ion. In addition to pressure‐
induced transformations such as calcite to aragonite, and 
aragonite to post-aragonite, arrays of carbonate ions 

exhibit many subtle changes in geometry that give rise to 
a host of subtly different stable and metastable mineral 
polymorphs. At pressures of the mid-mantle and greater, 
trigonal coordination of C by O gives way to tetrahedral 
coordination, with attendant transformation to crystal 
structures featuring CO4

−4 rings and chains.
At Earth’s surface and in the crust, the most abundant 

carbonate mineral is CaCO3 calcite. As with other min-
erals, calcite can be a rich repository of information 
about its environment of formation, but it is relatively 
underexploited in this regard. Building on their previous 
work on how volatile elements can be retained in calcite 
to provide information on ancient gas and fluid chem-
istry, Cherniak et al. (Chapter 10) present new results on 
nitrogen diffusivity in calcite. The data demonstrate that 
N is readily retained in calcite that does not suffer meta-
morphism at >500°C, or deformation, or alteration. This 
raises the prospects that ancient calcites could be mined 
for information about atmospheric evolution and the 
geologic nitrogen cycle.

Fe‐Mg carbonates may be the most prevalent car-
bonate materials in the mid to lower mantle. Boulard 
et al. (Chapter 11) review the sp2‐sp3 structural transfor-
mation in (Mg,Fe)CO3. They highlight the potential 
importance of  Fe3+ carbonates: Fe disproportionation 
may be important to stabilizing carbonate minerals at 
these great depths. In addition to the change in 
coordination due to the sp2‐sp3 transition in carbon, Fe‐
Mg carbonates also exhibit an important transforma-
tion due to the spin transition of  iron. Liu et  al. 
(Chapter 12) review various experimental and theoret-
ical methodologies in the investigation of  this 
phenomenon and show that this transition in carbon-
ates likely occurs between 50 and 80 GPa along the rep-
resentative mantle geotherm. A substantial decrease in 
volume of  up to 10%, shear wave splitting anisotropy, 
and deformation textures raise the possibility of  seismic 
detectability. Na‐Ca carbonates may also be important 
in certain subducted lithologies. Chapter  13 by 
Rashchenko et  al. reviews the wide variety of  crystal 
structures of  high‐pressure Na‐Ca carbonates.

The daunting variety of carbonate crystal structures 
leads to an immensely challenging problem in working 
out the stable phase relations among carbonate minerals, 
and between carbonates and other oxides. Litasov et al. 
(Chapter 14) make a valiant effort to systematically eval-
uate the phase relations in unary, binary, and ternary 
 carbonate systems relevant to conditions of Earth’s 
mantle. However, phase relations in carbonate systems 
alone are insufficient to assess carbon phase equilibria in 
the mantle. Even for oxidizing conditions, the presence of 
additional minerals in mantle lithologies controls the dis-
tribution and nature of carbon hosts. Li et al (Chapter 15) 
show that at conditions of  the mantle transition zone 
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(15 GPa and 1200°C), aragonite will react with wadsley-
ite in model slab lithologies to produce magnesite, Ca 
perovskite, and periclase. Rates of reaction are enhanced 
by the presence of H2O. Because the solidus temperature 
of magnesite‐bearing lithologies is higher, transfer of 
carbon from aragonite to calcite by this reaction mecha-
nism has the effect of promoting transport of carbon 
deeper into the mantle.

The solubility of  carbon in terrestrial magmas is a 
complex function of  pressure, temperature, bulk com-
position, and oxygen fugacity. Moreover, carbon in 
magmas occurs in various forms. Solomatova et  al. 
(Chapter 16) review bulk carbon solubility and the spe-
ciation of  magmatic carbon based on recent insights 
from molecular dynamics calculations. Computational 
studies are especially important given the extreme chal-
lenges faced by experimentalists in inferring carbon spe-
ciation in quenched glasses, especially from very high 
pressure. Solomatova et  al. show that molecular 
dynamics studies return trends in solubility and specia-
tion that are similar to those derived experimentally, 
while revealing evidence for novel polymerization of 
carbon at very high pressures.

The solubility and speciation of carbon in high‐
pressure liquids is especially important for the deep 
carbon cycle, as melts produced from the slab afford one 
of the most effective ways of returning subducted carbon 
to the exosphere. Two chapters present new experimental 
results that drive home this point. Muth et al. (Chapter 17) 
investigated the solubility and speciation of carbon in 
hydrous rhyolitic melts that can be expected from sedi-
ment and slab melting along some slab‐top geotherms. 
They find an important variation with Na number, 
defined as Na/(Na+K). All else equal, carbon solubility 
and the fraction of CO3

−2 relative to molecular CO2 
increase with Na number. An empirical model suggests 
that such melts could readily deliver the carbon found in 
subduction zone volcanic systems at plausible fractional 
contributions of slab melts to mantle wedge–derived 
basalts.

The low melting temperature of Ca‐rich carbonated 
systems is highlighted by Schettino and Poli (Chapter 18). 
They find that model lithologies approximating pelagic 
limestones yield evidence for the presence of a hydrous 
carbonated liquid at temperatures as low as 850°C at 4.2 
and 6 GPa. Such liquids would represent exceptionally 
efficient transport agents in subduction zone settings.

The viscosities of nominally anhydrous carbonate‐rich 
melts at upper mantle pressures are very low, consistent 
with rapid ascent rates of even very small melt fractions. 
However, such melts are also extremely reactive and will 
therefore change composition upon ascent, in part by 
becoming more silica rich. Stagno et  al. (Chapter  19) 
determined the viscosity of carbonate‐silicate liquids at 

high pressure. Viscosities are about an order of magni-
tude higher than those of pure carbonate liquids at sim-
ilar conditions, which will lead to comparatively lower 
ascent rates and, by virtue of increasing melt fraction, 
shorter residence times.

Mixtures of  water and carbon dioxide are arguably 
the primary solvent components for fluids in the 
Earth’s crust and upper mantle. Abramson (Chapter 20) 
reviews models of  H2O–CO2 mixing behavior, informed 
by new data at high pressures. Though such fluids have 
historically been modeled as strictly molecular mix-
tures, phase relations and spectroscopic observations 
require that the topology of  the miscibility gap is 
locally significantly impacted by reaction of  CO2 and 
H2O to form bicarbonate in the fluid phase. Taking 
this into account poses major challenges for equations 
of  state for mixed fluids.

Some of the carbon in crustal and mantle fluids derives 
from dissolution of carbonate minerals during high‐
pressure metamorphism, and this dissolution will be 
impacted by other important solutes such as alkali halides. 
Eguchi et al. (Chapter 21) experimentally determined cal-
cite solubility in H2O with varying concentrations of a 
range of alkali halides (NaCl, KCl, LiCl, CsCl). Rising 
salt concentration enhances calcite solubilty no matter the 
identity of the salt, but the extent of enhancement 
increases with decreasing ionic radius of the alkali cation.

In the experiments of  Eguchi et al., the fO2 was suf-
ficiently high that calcite dissolution likely produced 
only oxidize carbonate species. However, it is increas-
ingly being recognized that organic solutes may be 
important in many deep‐fluid settings. Sverjensky et al. 
(Chapter  22) show that the chemistry of  aqueous 
organic solutes changes profoundly with depth in the 
Earth. In shallow geologic fluids such as oil field brines 
and geothermal systems, the chemistry of  aqueous 
organic solutes is dominated by kinetic inhibition of 
formation and interaction with methane. However, in 
deeper crustal and mantle settings, a closer approach 
to equilibrium predominates, which leads to aqueous 
species with a range of  oxidation states intermediate 
between CH4 and CO2. Given appropriate conditions, 
phase separation to form a coexisting hydrocarbon 
fluid may occur.

Of the shallower environments, oceanic hydrothermal 
systems are especially important to aqueous organic 
chemistry, as they afford favorable environments for 
 abiotic synthesis of  life‐essential amino acids (Ménez 
et  al., 2018). In such settings, polypeptide synthesis is 
key to the formation of  more complex biomolecules. 
Kroonblawd and Goldman (Chapter  23) performed 
molecular dynamics simulations to explore the path-
ways for aqueous glycine oligomerization at hydro-
thermal vent conditions. They find that relatively low 



xiv PREFACE

temperatures of  ~100°C provide optimal conditions for 
oligoglycine formation.

Moving deeper, one environment in which aqueous 
organic solutes may be much more important than previ-
ously thought is in subduction zones. Guild and Shock 
(Chapter  24) use thermodynamic modeling to evaluate 
the abundance and distribution of aqueous organic sol-
utes in subduction zone fluids relevant to equilibration 
with mantle mineral assemblages. They find that organic 
species are important even at fO2 of quartz‐fayalite‐mag-
netite, and become more so as fO2 decreases. Both C1 and 
C2 species are stable, and their abundances increase when 
potential kinetic limitations on methane formation are 
taken into account. Canovas and Shock (Chapter  25) 
further explore aqueous organic chemistry during sub-
duction, in this case with a view to evaluating the ener-
getics of the citric acid cycle. They show that energetics 
may be favorable for supporting a biosphere deeper in 
subduction zones than previously thought. Kutcherov 
et al. (Chapter 26) report on experiments interpreted to 
have produced hydrocarbons at mantle conditions. They 
hypothesize a deep hydrocarbon cycle that tracks the fate 
of these hydrocarbons in the mantle.

Bringing things full circle, Park et  al. (Chapter  27) 
examine the compression behavior of diamondoids, 
nanoclusters of sp3 bonded carbon terminated by 
hydrogen. These hydrocarbon  molecules, housed in a 
diamond‐like structure, are found in natural petroleum, 
have potentially important material properties, and could 
represent an unexpected pathway to diamond growth at 
high pressure from subducted kerogen (e.g., Plank & 
Manning, 2019).

The papers in this volume represent an outgrowth of a 
decade of research partly stimulated by the Deep Carbon 
Observatory. While the past decade has seen major 
advances in our understanding of carbon in planetary 
interiors, it is clear that much remains to be done to 
understand the forms, transformations, and movements 
of carbon at extreme conditions.
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Pressure‐Induced sp2‐sp3 Transitions in Carbon‐Bearing Phases
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1.1. INTRODUCTION

Understanding of pressure‐induced phase transitions in 
carbon‐bearing phases is fundamental for physics and 
chemistry of dense condensed matter and has important 
implications for Earth and planetary sciences. Carbon is 
unique in that it can form compounds with three distinct 
electronic configurations (we will focus on sp2 and sp3 con-
figurations here) depending on the way s and p atomic 
orbitals of carbon interact with each other. The different 
geometrical arrangement of chemical bonds typical of 
compounds with sp2‐bonded and sp3‐bonded carbon 
(Figure 1.1, inset) results in threefold (lower steric repul-
sion) and fourfold (higher steric repulsion) coordination, 
respectively. High pressure is an efficient driver for sp2‐sp3 
transitions as it promotes denser crystal structures and 
allows negating the steric repulsion of neighboring atoms 
in sp3 phases. More often than not, material properties 
over such transitions change in a radical manner. It is most 
obvious in the case of pure carbon where graphite and dia-
mond represent archetypal examples of sp2‐bonded and 
sp3‐bonded crystals, which are extremely  dissimilar in the 
crystal and electronic structure, and hence in the properties 
such as, for example, electrical conductivity, elasticity, and 
vibrational anisotropy (Oganov et al., 2013).

Carbon prefers the sp2‐configuration at low pressure, 
although there are exceptions (e.g. CH4), because of the 
small carbon atomic radius (70 pm) that is not sufficient 
to reduce steric repulsion among the atoms in its 
coordination. The increase of coordination number upon 
the sp2‐sp3 transition always entails longer carbon‐to‐
neighbor bonds in the sp3‐phase to compensate for the 
increase in steric repulsion (Prewitt & Downs, 1998). As a 
result, significant atomic rearrangements are necessary for 
sp2‐sp3 phase transitions with large energy barriers typical 
of such crossovers (Powles et al., 2013). High‐temperature 
(T) conditions are often required to reach the thermody-
namic ground state, such as in the case of graphite and 
diamond. Consequently, many carbon‐bearing phases can 
be preserved outside their thermodynamic stability range. 
This intrinsic metastability of sp3 carbons finds many use-
ful scientific and technological applications. Natural dia-
monds, despite being metastable at ambient conditions, 
often secure unique samples of the Earth’s mantle due to 
their chemical inertness (Kopylova et  al., 2010; Wirth 
et al., 2014; Pearson et al., 2014; Smith et al., 2016; Nestola 
et al., 2018; Tschauner et al., 2018). The sluggish kinetics 
of the graphite‐to‐diamond transition also helps to deci-
pher the complex P‐T history of high‐pressure metamor-
phic complexes and mantle xenoliths (De Corte et  al., 
2000; Hwang et  al., 2001; Massonne, 2003; Korsakov 
et al., 2010; Mikhailenko et al., 2016; Shchepetova et al., 
2017). The rich polymorphism of carbonates driven by 
the diverse carbon bonding patterns presents another 
example with relevance to geosciences as it creates 
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ABSTRACT

Carbon‐bearing phases show a rich variety of structural transitions as an adaptation to pressure. Of particular 
interest is the crossover from sp2 carbon to sp3 carbon, as physical and chemical properties of carbon in these 
distinct electronic configurations are very different. In this chapter we review pressure‐induced sp2‐sp3 transi-
tions in elemental carbon, carbonates, and hydrocarbons.
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 pathways for transporting carbon into the deep mantle. 
Aside from the geological importance, the sp2‐sp3 poly-
morphism of carbon‐bearing phases is of great techno-
logical interest as it allows accessing a rich range of diverse 
physical and chemical properties in an isochemical setting 
(Field, 1992). This chapter reviews sp2‐sp3 transitions in 
carbon‐bearing phases that include pure carbon, carbon-
ates, and hydrocarbons.

1.2. ELEMENTAL CARBON

Graphite and diamond are the only two stable allotropes 
of carbon at P < ~1000 GPa (Figure 1.1). However, a variety 
of metastable phases are known with a broad range of 
kinetic stability, which is a unique feature of carbon, making 
its phase diagram very complex, especially at near‐ambient 
conditions (e.g. Bundy et al., 1996). In addition, the melting 
curves of the carbon polymorphs remain uncertain in the 
limit of high pressure and high temperature, where obtain-
ing direct experimental data is challenging. Here we update 
the previous reviews (Oganov et al., 2013; Bundy et al., 1996; 
Goncharov, 1987; Hazen et al., 2013), mainly concentrating 
on the phase relations at extreme conditions and focusing on 
materials of interest to geosciences.

1.2.1. Metastable Phases

Lonsdaleite is a naturally occurring diamond polytype 
that was first described in Canyon Diablo meteorite 
(Frondel & Marvin, 1967; Hanneman et  al., 1967) and 

has been used since to pinpoint the P‐T conditions of the 
impact. Lonsdaleite has a hexagonal crystal structure 
that has a slightly higher energy than cubic diamond. As 
such, the formation of this phase (e.g. from graphite) 
must follow a certain kinetic route (Erskine & Nellis, 
1991; Xie et al., 2017; Bundy & Kasper, 1967), making its 
occurrence difficult to uniquely identify in both natural 
and synthetic samples. This resulted in conflicting reports 
concerning the microstructure of samples synthesized at 
static pressure conditions, questioning the uniqueness of 
lonsdaleite as a structurally discrete material (Németh 
et al., 2014; Shiell et al., 2016). Further, the existence of a 
nanometer (nm) scale structural complexity in lonsda-
leite makes its characterization complex even at ambient 
conditions. As a result of its structural complexities, the 
mechanism of lonsdaleite formation in early shock wave 
experiments (e.g. Erskine & Nellis, 1991) was difficult to 
resolve. In recent years, however, the development of in 
situ X‐ray diffraction (XRD) characterization of dynamic 
processes on a very fast time scale (ps to ns) allowed for 
better understanding of the lonsdaleite formation and 
the carbon phase diagram (Rygg et al., 2012; Gupta et al., 
2012; Gauthier et  al., 2014). Nevertheless, ambiguities 
still exist. For example, a direct transition from graphite 
to lonsdaleite at 50 GPa was inferred by Turneaure et al. 
(2017), while Kraus et al. (2016) reported on a different 
sequence that includes a transition to cubic diamond at 
50 GPa and subsequently to lonsdaleite at 170 GPa. 
These works stimulate the development of theoretical 
models, which also remain contradictory concerning the 
mechanisms of graphite‐to‐diamond transformations 
(Xie et  al., 2017; Pineau, 2013; Mundy et  al., 2008; 
Khaliullin et al., 2011).

As with lonsdaleite, other metastable carbon phases 
may serve as indicators of shock metamorphism P‐T 
conditions. Several kinetically accessible carbon mate-
rials are formed by compression of graphite (and other 
metastable sp2‐bonded carbons) at room temperature. 
Without sufficient thermal energy to activate the 
transition to diamond‐like phases, the system relaxes in 
structures that represent a compromise between the 
 thermodynamic stimulus and kinetic hindrance. Cold 
compression (at 300 K) to above 15 GPa, well into the 
stability field of diamond, results in an sp3‐bonded form 
of carbon (termed postgraphite here) as suggested by a 
decrease in the electrical conductivity, appearance of 
optical transparency, and changes in inelastic X‐ray 
scattering spectra (Goncharov et  al., 1989; Utsumi & 
Yagi, 1991; Mao et  al., 2003). XRD measurements on 
this sp3‐bearing carbon are not conclusive in the struc-
tural determination (Mao et al., 2003; Wang et al., 2012) 
because only powder‐like data was examined and the 
peaks of the high‐pressure phase were weak and broad. 
Raman spectroscopy, which is generally sensitive to the 
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type of chemical bonding, is also not decisive as sp3 
carbon has a two orders of magnitude smaller scattering 
cross‐section compared to sp2 carbon when the spectra 
are excited in the visible spectral range (Ferrari, 2002). 
The Raman spectra of cold‐compressed graphite (Wang 
et al., 2012; Goncharov et al., 1990; Xu et al., 2002) show 
a large broadening of the C‐C stretching mode of the sp2‐
bonded carbon in the high‐pressure phase. However, 
positive spectroscopic identification of sp3‐bonded 
carbon has not been achieved because the first‐order dia-
mond peak of the diamond anvils and the disorder‐
induced D‐band of sp2‐bonded carbon both obscure the 
spectral range of interest. Overall, the XRD and Raman 
data suggest the presence of disorder in postgraphite 
phase(s). The persistence of the sp2 fingerprints in its 
Raman spectra upon cold compression indicates that 
postgraphite still contains sp2‐bonded carbon, which is 
inconsistent with the theoretically predicted M‐carbon 
phase (Li et al., 2009) usually considered the best match 
to the experiment. Interestingly, the transition to post-
graphite is reversible at 300 K (Utsumi & Yagi, 1991; 
Mao et al., 2003; Wang et al., 2012), but this phase can be 
quenched at low temperatures <100 K (Miller et  al., 
1997). A very similar phase can be obtained from carbon 
nanotubes (albeit at higher pressures than from graphite), 
which appears quenchable to ambient conditions (Wang 
et al., 2004).

Annealing of a cold‐compressed graphite at T >1000 K 
and P ~20 GPa results in a pressure‐quenchable phase 
that is structurally different from postgraphite and shows 
similarities to lonsdaleite (Utsumi & Yagi, 1991). Glassy 
carbon cold‐compressed to 50 GPa and heated to ~1800 
K produces an amorphous and pressure‐quenchable sp3‐
bonded phase (Zeng et al., 2017; Yin et al., 2011). These 
results highlight the importance of the initial carbon 
microstructure on the dense high‐pressure synthesis 
products, which has the potential for creating new ultra-
light and ultrastrong materials (Hu et  al., 2017). 
Theoretical description of all these metastable carbon 
phases (see Shi et  al., 2018, and references therein) 
remains largely unsatisfactory.

1.2.2. Phase Diagram at High Temperature 
and in the TPa Pressure Range

In the limit of high temperature, the graphite‐to‐diamond 
transition is well established and sharp (Bundy et  al., 
1996). In contrast, the theoretically predicted sp2‐sp3 
transition in molten carbon is sluggish and the results 
appear sensitive to the level of theory used in the compu-
tation (e.g. first‐principles vs. classical) (Ghiringhelli 
et al., 2004). With regard to solid–solid transformations 
and melting at very high pressures, carbon is unique in 
the group IV of the periodic table in that it has no p‐elec-

trons in the core, allowing the valence p‐electrons to be 
closer to the nucleus, making stronger directional 
chemical bonds (Yin & Cohen, 1983). As a result, the dia-
mond structure has a much larger P‐T stability range 
compared to its Si and Ge sp3 analogs. Unlike Si and Ge, 
the melting curve of diamond is positive (above the 
graphite‐diamond‐melt triple point) (Bundy et al., 1996), 
and the sp3‐bonded BC8 phase stable at P > ~1 TPa is not 
metallic (cf. β‐tin Si) but semiconducting (Correa et al., 
2006; Martinez‐Canales et al., 2012). According to theo-
retical calculations (Wang et  al., 2005; Benedict et  al., 
2014), the slope of this diamond melting curve changes 
from positive to negative above 450 GPa due to the soft-
ening of the transverse acoustic branches near the L and 
X symmetry points (Correa et al. 2006). Dynamic com-
pression experiments detected the melting of diamond 
close to the expected range of P‐T conditions, inferred a 
crossover in the slope of its melting line, and provided evi-
dence of the second diamond‐BC8‐liquid triple point 
(Brygoo et al., 2007; Knudson et al., 2008; Eggert et al., 
2009). At higher pressures, theory predicts that the BC8 
structure undergoes metallization (Correa et al., 2006) or 
transforms to a metallic simple cubic (sc) phase above 2.7 
TPa, and then further to metallic simple hexagonal (sh) 
and cubic fcc structures (Figure  1.1) (Martinez‐Canales 
et al., 2012; Benedict et al., 2014). Recent ramp compres-
sion experiments that relied on single‐surface velocity 
measurements did not record discontinuities that could be 
attributed to the predicted phase transition (Smith et al., 
2014). In the absence of direct structural characterization, 
however, any robust conclusion seems premature.

1.3. CARBONATES

1.3.1. (Mg,Fe) Carbonates

To the best of our knowledge, Skorodumova et  al. 
(2005) provided the first computational evidence of ther-
modynamic stability of sp3‐MgCO3 with a pyroxene 
structure (C2/c) at P > 113 GPa with CO4

2‐ tetrahedral 
groups arranged in chains. This study, however, explored 
only the relative stabilities of several possible sp3‐car-
bonate structures as suggested by crystallographic and 
chemical similarities with Mg‐bearing silicates. The first 
unconstrained search for the stable structures in the 
MgCO3 system by evolutionary crystal structure predic-
tion algorithms revealed an sp2‐sp3 transition at 82 GPa 
(Oganov et al., 2008) with a C2/m structure being ~0.2 eV 
more favorable than the pyroxene structure initially pro-
posed by Skorodumova et  al. (2005). This sp3‐MgCO3 
phase was termed magnesite‐II (phase II) with a wide sta-
bility field up to 138 GPa where another sp3 modification 
of MgCO3 (P21, phase III) was predicted to take over 
(Oganov et  al., 2008). More structures, however, were 
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proposed in the 90–120 GPa range as energetically com-
petitive by Panero and Kabbes (2008) based on a first 
principles evaluation of several potential structures. 
Pickard and Needs (2015) revised the phase diagram of 
MgCO3 using ab initio random structure searching tech-
nique to find new stable P‐1 (85‐101 GPa) and P212121 (P 
>144 GPa) MgCO3 structures with sp3 carbon in addition 
to the C2/m structure proposed earlier (Oganov et  al., 
2008). Most recently, another polymorph of sp3‐MgCO3 
(P21) was predicted at P > 143 GPa (Yao et al., 2018). 
Figure  1.2 summarizes theoretical predictions for the 
MgCO3 (and other) system(s).

These first‐principles predictions stimulated the exper-
imental search for pressure‐induced sp2‐sp3 transitions in 
carbonates. Boulard et al. (2011) attempted to synthesize 
sp3‐MgCO3 in a diamond anvil cell (DAC) using syn-
chrotron XRD as a probe to detect the new phases. At 80 
GPa and ~2400 K, the authors observed new XRD peaks 
that could not be attributed to the starting materials 
(MgCO3 or MgO + CO2). This new phase was not tem-
perature‐quenchable and only the low‐pressure magne-
site structure could be observed after cooling (Boulard 
et al., 2011). Nonetheless, on the basis of  Le Bail–type 
crystallographic refinement of  high‐temperature XRD 
patterns, the authors concluded that they successfully 
synthesized magnesite II with a crystal structure based 
on three CO4‐tetrahedra linked into (C3O9)

6‐ rings 

(Boulard et  al., 2011). A crystal structure with P21/c 
symmetry allowed for improved Le Bail refinement over 
the predicted C2/m MgCO3 structure.

Similar experimental evidence was put forward in 
support of the sp3‐(Fe, Mg)CO3 synthesis from 
(Fe0.75Mg0.25) CO3 or (Mg0.6Fe0.4) + CO2 after laser heating 
to ~2000 K at 80 GPa and to ~2850 K at 105 GPa, respec-
tively (Boulard et  al., 2011). Regardless of the starting 
components, the measured XRD patterns showed simi-
larities to that observed in pure MgCO3, and the authors 
concluded that the same crystal structure formed in these 
two systems. In the iron‐containing system, however, the 
synthesized phase was not only temperature‐quenchable 
but also pressure‐quenchable, and the recovered samples 
were analyzed by electron energy loss spectroscopy, which 
showed a peak at 290.7 eV (assigned to C3O9

6‐) as opposed 
to 290.3 eV in reference sp2‐siderite (Boulard et al., 2011). 
However, it is unclear whether the authors’ interpretation 
is unequivocal as the reported energy resolution (width 
of the zero‐loss peak at its half  height) was 0.6 eV.

In a subsequent work, Boulard et al. (2015) reported on 
the room‐temperature infrared spectrum of (Fe0.75Mg0.25) 
CO3 that was presynthesized at ~2100 K at 103 GPa. The 
synthesis of C2/m (Fe,Mg)CO3, as well as of a high‐
pressure polymorph of CaMn2O4‐type Fe3O4, was 
reported based on synchrotron XRD. One should bear in 
mind, however, that reliable identification of these low 
symmetry structures at P ~100 GPa based solely on a Le 
Bail–type refinement is challenging. For example, the 
identification of the Fe3O4 structure could not have been 
possible because iron oxides show a complex high P‐T 
behavior (Bykova et al., 2016), the details of which were 
not known at the time of the Boulard et al. (2015) work. 
The stable structure of Fe3O4 is different from the one 
used for Le Bail refinement in Boulard et al. (2015), which 
undermines the robustness and the overall conclusions of 
that work.

Merlini et  al. (2015) provided a more reliable insight 
into the crystal structures of sp3‐(Fe,Mg) carbonates by 
means of single‐crystal structure solution methods find-
ing that sp2‐(Fe0.75Mg0.25) CO3 transforms to a C2/c 
Mg2Fe2(C4O13) together with a C2/m Fe13O19 at P ~135 
GPa and T ~2650 K (Figure  1.2). The new carbonate 
phase contained tetrahedrally coordinated sp3‐hybridized 
carbon linked into corner‐shared truncated C4O13 chains 
and apparently remained stable on decompression down 
to 40 GPa. Importantly, this study provided the first evi-
dence that the composition of the (Mg,Fe) carbonate 
may change over the sp2‐sp3 transition, which had not 
been considered by first‐principles computations. A sim-
ilar single‐crystal XRD technique was subsequently 
applied to the FeCO3 endmember uncovering two distinct 
sp3 carbonates at P > ~70 GPa (Cerantola et al., 2017). 
According to this study, Fe4(C3O12) and Fe2Fe2(C4O13) 
coexist in the temperature limit of ~1500–2200 K, while 
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only Fe2Fe2(C4O13) is present at T > ~2200 K. The crystal 
structure of Fe4(C3O12) involves isolated CO4 tetrahedra, 
while Fe2Fe2(C4O13) contains truncated chains of CO4 
 tetrahedra (Figure  1.3) and is isostructural with 
Mg2Fe2(C4O13) found earlier by Merlini et al. (2015).

Overall, the case of (Mg,Fe) carbonates shows that 
they exhibit a remarkably complex crystallographic 
behavior over the sp2‐sp3 transition. Initial theoretical 
predictions of the stable sp3‐MgCO3 did find some exper-
imental support in both Mg carbonates and (Mg,Fe) 
 carbonates. However, subsequent advanced crystallo-
graphic studies of (Mg,Fe) carbonates and Fe carbonates 
unraveled a complex behavior that always involves a 
change in the carbonate chemical composition, which 
was not anticipated from the earlier ab initio computa-
tions. For these reasons, earlier experimental reports on 
sp3‐(Mg,Fe)CO3 (Boulard et al., 2011, 2015, 2012) must 
be deemed unreliable.

1.3.2. Ca Carbonates and Ca(Mg,Fe) Carbonates

The theoretical search for an sp2‐sp3 transition in 
CaCO3 using evolutionary crystal structure prediction 
algorithms yielded an orthorhombic pyroxene‐type 
(C2221) structure at P > 137 GPa (Oganov et al., 2006). 
Ono et al. (2007) showed that laser‐heating of CaCO3 at 
P > 130 GPa results in a new phase that is structurally 
consistent with the predicted C2221 CaCO3. To the best 
of our knowledge, the synthesis of sp3‐CaCO3 by Ono 
et al. (2007) is the first experimental report of an sp3 car-
bonate. The crystal structure of this phase, however, was 
challenged by more recent computations that found that 
P21/c CaCO3 is ~0.2 eV/f.u. more energetically favorable 
than the C2221 model and is stable at P > 76 GPa 
(Figure 1.2) and up to at least 160 GPa (Pickard & Needs, 

2015; Yao et al., 2018). Both C2221 and P21/c CaCO3 are 
based on CO4‐tetrahedra linked into 1D pyroxene‐like 
chains with only slight differences in the arrangement of 
CO4‐groups. All vertex‐sharing helices in the C2221 struc-
ture are right‐handed, while half  helices in the P21/c 
CaCO3 are left‐handed.

To test these theoretical predictions, Lobanov et  al. 
(2017) used synchrotron XRD and Raman spectroscopy 
as probes for the sp2‐sp3 transition. Crystallographic data 
collected after the heating of CaCO3 to ~2000 K at 105 
GPa provided evidence of the sp2‐sp3 transition but were 
not sufficient to discriminate between the proposed C2221 
and P21/c CaCO3 models. Raman spectra measured 
before and after the heating, however, were clearly dis-
tinct. A characteristic C‐O stretching vibration appears 
after the heating with a frequency that is ~20% lower than 
that in sp2 CaCO3 prior to the heating (Figure 1.4a), con-
sistent with the longer C‐O bond length in CO4 tetra-
hedra. This spectral feature was reproduced independently 
via ab initio computations of the vibrational spectrum of 
sp3 CaCO3 and provided strong evidence in favor of the 
P21/c model of CaCO3 (Figure  1.4b). Altogether, the 
combined crystallographic and spectroscopic approach 
proved successful in detecting the sp2‐sp3 transition in 
CaCO3 and provided a reliable reference for the frequency 
of C‐O stretching in CO4 tetrahedra, which can be used 
to identify sp2‐sp3 transitions in other carbonates 
(Lobanov et al., 2017).

Because of the chemical reactions with mantle min-
erals, CaMg(CO3)2 is a more realistic composition for the 
mantle carbonate. Merlini et al. (2017) reported on the 
synthesis of sp3 Ca(Mg0.6,Fe0.4)(CO3)2 (dolomite‐IV) at 
115 GPa and 2500 K. The crystal structure of dolomite‐
IV was solved from single‐crystal XRD data and con-
tains CO4 tetrahedra linked into threefold C3O9 rings 
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Figure 1.3 Crystal structures of Fe4(C3O12) and Fe2Fe2(C4O13) after Cerantola, et al. (2017). Oxygen atoms are not 
shown for clarity. Unit cells are shown by thin black lines. See electronic version for color representation of the 
figures in this book.
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(Figure  1.5a). Interestingly, Ca, Mg, and Fe cations 
occupy identical positions in the lattice, suggesting that 
moderate addition of iron does not bear important effects 
on the sp3‐CaMg(CO3)2 crystal structure. The presence 
of  C3O9 rings in the dolomite‐IV structure (Merlini 
et  al.,  2017) is an important similarity to the predicted 

 magnesite‐II phase (Oganov et  al., 2008). However, an 
evolutionary search for sp3‐CaMg(CO3)2 yielded a differ-
ent motif  with CO4‐tetrahedra linked into pyroxene‐like 
chains (Solomatova & Asimow, 2017), similarly to what 
has been predicted and experimentally confirmed for sp3‐
CaCO3. Interestingly, Raman spectra of dolomite‐III at 
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Figure 1.4 (a) Raman spectra of CaCO3 at 105 GPa collected with 488, 532, and 660 nm excitations. Vertical bars 
are computed Raman modes of P21/c‐CaCO3 (bottom) and post‐aragonite CaCO3 (top). (b) Experimental spectrum 
of CaCO3 laser‐heated at 105 GPa in comparison with the theoretical spectra of P21/c and C2221‐CaCO3 at 105 
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P > 63 GPa, another polymorph of CaMg(CO3)2 stable at 
36–115 GPa (Merlini et al., 2017), show a new band appear-
ing as a low‐frequency shoulder of the C‐O symmetric 
stretching in CO3 groups (Vennari & Williams, 2018). This 
shoulder was interpreted to be due to an increase in carbon 
coordination (3+1); thus, it may indicate a sluggish sp2‐sp3 
transition in CaMg(CO3)2 at room temperature.

In summary, CaCO3 is the only sp3 carbonate for which 
theoretical and experimental data on the structure of the 
sp3‐bonded phase are in agreement. The crystal structures 
of more complex sp3 carbonates, such as in the (Mg,Fe) 
and (Ca,Mg) systems, have been solved directly from 
single crystal XRD data, but the agreement between these 
structures and those from theoretically predicted models 
is yet to be seen. Since the experimentally observed struc-
tures are chemically complex and contain a large number 
of atoms per cell, it is possible that earlier theoretical sim-
ulations on chemically simple carbonate systems did not 
sample unit cells with a sufficient number of atoms. On 
the other hand, it is possible that the experimentally 
observed phases are not representative of the ground 
state sp3 structures because of severe chemical and 
thermal gradients that are typical of laser‐heated DACs, 
especially when iron is present in the system. Subsequent 
studies employing multiple characterization techniques 
will be of significant value to the topic of sp2‐sp3 transi-
tions in carbonates.

1.4. HYDROCARBONS

High‐pressure behavior of the carbon‐hydrogen sys-
tems is relevant to planetary sciences as hydrocarbons are 
an important mantle component of icy giant planets 
(Hubbard, 1981). Application of high external pressure 
to hydrocarbons, which are typically soft molecular crys-
tals, forces the molecules to shorten intermolecular 
distances, making intermolecular and intramolecular 
forces comparable (Hemley & Dera, 2000). At short 
enough intermolecular distances, molecules of unsatu-
rated hydrocarbons (i.e. with π‐bonds in the chemical 
structure) are forced to react with each other (polymerize) 
with the formation of conjugated molecular structures. 
Polymerization reactions in unsaturated hydrocarbons 
involve breaking of unsaturated π‐bonds with the 
formation of σ‐bonds between the adjacent molecules. As 
such, pressure‐induced polymerization of unsaturated 
hydrocarbons can be viewed as an sp2‐sp3 phase transition 
(Drickamer, 1967). This process is typically irreversible 
and hydrocarbon polymers are available for ex situ char-
acterization after decompression.

Pressure‐induced polymerization of unsaturated 
 hydrocarbons has been extensively characterized by 
Raman and IR spectroscopy, which detected signatures 
of sp3‐bonded chemical structures at high pressure. Many 

examples of pressure‐induced polymerization in unsatu-
rated hydrocarbons have been reported in the literature 
(see Schettino & Bini, 2007, for a more thorough review). 
Below we provide only a handful of these. High‐density 
polyethylene with a large fraction of sp3 carbon can be 
obtained by compressing ethylene (C2H4) in a DAC at 
room temperature to ~3.6 GPa (Chelazzi et  al., 2004). 
Solid acetylene polymerizes at 3.5 GPa with the trans‐
opening of the triple bond (Aoki et  al., 1988; Santoro 
et  al., 2003). Benzene, a prototype of aromatic com-
pounds, polymerizes at P > 23 GPa (Prizan et al., 1990) 
with the formation of a one‐dimensional sp3 carbon 
nanomaterial (Fitzgibbons et  al., 2015). Although the 
mechanism of benzene polymerization remains contro-
versial (Wen et al., 2011), it is generally agreed that the 
process is governed by the pressure‐activated π‐π electron 
density overlap of the neighboring molecules, as initially 
suggested by Drickamer (1967). Ciabini et  al. (2007) 
showed that benzene polymerization is triggered at a crit-
ical C‐C distance of ~2.6 Å between adjacent C6H6 mole-
cules. These experimentally observed polymerization 
reactions have also been reproduced by ab initio compu-
tations and confirm the importance of intermolecular 
separation and molecular orientation (Ciabini et  al., 
2007; Bernasconi et al., 1997).

The conjugated nature of the recovered products may 
give rise to peculiar physical properties. For example, a 
very high electrical conductivity (~100 Ω‐1 cm‐1) was 
observed for polyacetylene (Clark & Hester, 1991). 
Hydrocarbons are expected to form polymeric states not 
only at relatively low pressures and room temperature but 
also at P‐T conditions representative of planetary inte-
riors (Lee & Scandolo, 2011; Chau et al., 2011; Sherman 
et  al., 2012; Lobanov et  al., 2013) where polymerized 
hydrocarbons may promote the high electrical conduc-
tivity expected of the icy mantles of Uranus and Neptune 
(Stanley & Bloxham, 2004). As such, knowledge of the 
conditions of hydrocarbon polymerization at extreme 
pressure and temperature is critical for our understanding 
of the icy giant planet interiors.

Many theoretical and experimental studies have 
explored the high P‐T stability of hydrocarbons. 
Thermodynamic and molecular dynamics modeling of 
hydrocarbon systems showed that conjugated hydrocar-
bons (molecular and polymeric) are more stable at high 
pressure than at 1 atm (Sherman et  al., 2012; Kenney 
et al., 2002; Zhang & Duan, 2009; Spanu et al., 2011; Gao 
et al., 2010). This is consistent with experimental reports 
on hydrocarbon synthesis from methane in laser‐heated 
DACs (Lobanov et al., 2013; Hirai et al., 2009; Kolesnikov 
et al., 2009). Interestingly, unsaturated hydrocarbons can 
be formed from methane at P > 24 GPa and T > 1500 K 
(Lobanov et al., 2013), as observed by Raman spectroscopy 
at 300 K after laser heating. This, however, is inconsistent 
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with the apparent instability of unsaturated carbon‐carbon 
double and triple bonds at high pressure (as discussed 
above). It is likely that Raman spectroscopy at 300 K pro-
vides a distorted snapshot of the hydrocarbon fluid at high 
temperature and that unsaturated carbon‐carbon bonds 
form upon quenching of a highly dissociated fluid. Recent 
laser‐shock experiments on hydrocarbons provided an in 
situ characterization of hydrocarbon fluids at high P‐T and 
confirmed that such fluids are nonmolecular at P < 100–
150 GPa and T < ~3000 K (Kraus et al., 2017). Further, this 
nonmolecular hydrocarbon fluid undergoes dissociation 
into diamond and hydrogen at P > 150 GPa and T > 3000 
K. As such, methane dissociation to diamond and hydrogen 
at high P‐T can be viewed as an sp3‐sp3 transition.
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High‐Pressure Carbonaceous Phases as Minerals

Oliver Tschauner

ABSTRACT

High‐pressure carbonaceous minerals establish a link between one of the most abundant chemical elements and 
processes that occur at high pressures, either in the interior of the Earth or during shock‐metamorphosis in 
space or on Earth. Diamonds from the Earth’s mantle carry inclusions of carbides, carbonates, methane, and 
carbon‐dioxide. These inclusions elucidate diamond formation and the carbon recycling in the mantle. This 
chapter focuses on these inclusion minerals themselves, the means of detection, and the reconstruction of 
pressure‐temperature conditions of their formation in the mantle.

2

2.1. INTRODUCTION

Understanding the evolution of the interior of Earth 
requires correlation of geochemical and geophysical data. 
However, geochemistry and geophysics probe different 
time spans and, probably, also different spatial scales of 
reservoirs (Helffrich & Wood, 2001; van Keken et  al., 
2002): The differentiation of chemical elements in Earth 
often occurs on timescales that are beyond the survival of 
distinguishable seismic features of the geophysical hetero-
geneities that have caused them, such as a particular sub-
ducted slab or mantle plume. In addition, noticeable 
geochemical reservoirs in the mantle may not even corre-
spond to a particular zone or region in Earth which can be 
detected through seismic waves but are finely dispersed in 
the mantle or simply reflect a temporal evolution of 
isotopic signatures. Correlation becomes the more diffi-
cult the deeper parts of the mantle shift into scope: In 
absence of large bodies of rocks obducted from great 
depth, individual grains of minerals that were entrapped 
in diamonds are the only direct witnesses of processes in 
the deeper Earth, and the mineralogical and chemical 
information obtained from them has to provide the con-
straints on geochemical deep‐mantle signatures and 
their correlation with seismic features and with 
 geodynamic models. Minerals that originate from 

 sublithospheric mantle may have transformed back to 
phases more stable at shallower depth but may still carry 
the chemical signatures of their origin because diamond is 
a chemically inert host material of exceptionally high con-
fining pressures and temperatures (Brenker et  al., 2002; 
Harte et al., 1999; Shirey et al., 2013; D. Smith et al., 2018; 
Sobolev, 1997; Stachel et al., 2000; Walter et al., 2011). In 
rare cases, diamonds conserve high‐pressure minerals in 
their original structure by supporting high residual pres-
sures of these inclusions that prevent transformation to 
lower‐pressure polymorphs (Howell et al., 2012; Navon, 
1991; Nestola et al., 2018; Pearson et al., 2014; Tschauner 
et al., 2018). The residual pressure of these inclusions cor-
responds to the end point of a thermodynamic path that 
connects current residual pressure at 300 K with the 
pressure and temperature of entrapment of this inclusion. 
Because of the high plastic yield limit, low compressibility, 
and low thermal expansivity of diamond, these paths are 
nearly isochoric (Navon, 1991, 2017; Tschauner et  al., 
2018), although thermoelastic corrections for diamond 
have to be made or the approach of a corrected isochore is 
substituted by the use of isomekes (Angel et  al., 2014; 
Nasdala et al., 2003). This overall simple, monotonic path 
makes the reconstruction of the conditions of entrapment 
of these inclusions comparatively much easier than in case 
of inclusions in other minerals. For the same reason, 
inclusions in diamond differ from inclusions in garnets or 
other minerals, which have much lower plastic deformation 
limits than diamond by supporting inclusions with 
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residual pressures in the range of several GPa. Exhumation 
speed may be estimated from isotope‐data of inclusions 
whose pressure has been determined in prior geochemical 
analysis or from the nitrogen‐aggregation state of the host 
diamond (Taylor et al., 1990). Both methods come with 
challenges: Inclusions with high residual pressure appear 
to be generally small (micrometer‐scale) because larger 
inclusions cause accordingly higher local stresses in the 
surrounding diamond and result in cracking and anneal-
ing at shallow depth. However, isotope analysis of very 
small inclusions is very difficult. The analysis of nitrogen 
aggregation states is in principle straightforward. However, 
many diamonds are not homogeneous containing zones 
of different nitrogen concentration and aggregation. 
Overall, the assessment of exhumation speed is less 
straightforward than the assessment of pressure and tem-
perature of the source region.

As it will be shown, high‐pressure carbonaceous phases 
play an important role in assessing the global carbon 
cycle; they are conserved within and connected to the 
formation of diamonds, and they place diamond 
formation into the context of the global carbon cycle.

2.1.1. High‐Pressure Minerals in Meteorites 
and Impactites

High‐pressure minerals also occur (and are actually 
found more frequently than in diamonds) in a very differ-
ent environment: Meteorites and terrestrial crustal rocks 
that have been subjected to severe shock‐metamorphism 
during asteroid impacts (Sharp & DeCarli, 2006; Stöffler 
et al., 1991) contain veins and pockets of minerals that 
otherwise only occur in the deep mantle of rocky planets 
like Earth. A comprehensive list of meteorite minerals, 
including shock‐metamorphic minerals, can be found in 
Rubin and Ma (2017). A list of the more recently discov-
ered high‐pressure minerals is given by Ma (2018). 
Carbon and carbonaceous species are abundant in the 
solar system, and the occurrence of diamond in carbona-
ceous chondrites is established (Anders & Zinner, 1993). 
Moissanite (SiC‐2H) (Anders & Zinner, 1993) and other 
carbides have been found as well in iron‐meteorites, 
ureilites, enstatite‐chondrites, achondrites, and in CAIs 
(calcium‐aluminum rich inclusions that formed under 
highly reducing conditions early in the solar system). 
Most of these minerals have not formed at high pressure, 
and the reader is referred to the recent comprehensive 
account of meteorite minerals by Rubin and Ma (2017). 
Besides diamond, lonsdaleite (the 2H polytype of dia-
mond) has been reported but was recently discredited 
(Nemeth et  al., 2014). Furthermore, chaoite and other 
structurally uncharacterized dense forms of carbon were 
reported from terrestrial impact craters (El Goresy & 
Donnay, 1968; El Goresy et al., 2003). At the high pres-
sures and temperatures in the isobaric core of large 

impacts carbonates dissociate (Schulte et  al., 2009), 
whereas the decaying shockwave in the more remote 
regions of the bedrock is not known to cause irreversible 
transformations of carbonates to high‐pressure forms. 
Thus, with diamond as the only well‐characterized 
impact‐generated high‐pressure phase of a carbonaceous 
species (Anders & Zinner, 1993; Hough et al., 1995), we 
do not further discuss shock‐related dense carbonaceous 
phases here. Novel micrometer and submicrometer struc-
tural and spectroscopic probes may reveal more impact‐
related carbonaceous phases in the future. Occurrence 
and formation of diamonds from impacts, meteorites, 
and interplanetary and interstellar dust are interesting 
topics by themselves but more fit for a monograph about 
diamond rather than carbon in general.

Within the context of this monograph about carbon in 
natural systems we dedicate this chapter to two particular 
types of terrestrial occurrences of carbonaceous min-
erals: (a) naturally occurring dense polymorphs of C‐rich 
phases that are stable or that form at high pressure and 
(b) occurrences of carbonaceous minerals that retain 
high residual pressures as inclusions in diamond.

We use the term carbonaceous in reference to phases with 
carbon as constituting element. We discuss a few cases 
where carbon as minor component in a solid high‐pressure 
phase induces a characteristic change in structure. This 
chapter is about high‐pressure carbonaceous minerals. 
Minerals are crystalline phases by definition (Nickel & 
Grice, 1998); hence, state and properties of dense liquid or 
fluid carbonaceous phases are beyond our scope.

We follow the conventional classification scheme of 
minerals by chemical classes starting with elemental min-
erals, alloys, and carbides, and progressing to sulfides, 
oxides, and so on (Dana, 1869). While this scheme has 
become problematic because it largely ignores structural 
relations between minerals of different composition and 
fundamental differences in chemical bonds of phases of 
same composition, it causes no significant issues in dis-
cussing a topic that is already restricted by its focus on 
carbon as constituent atomic species and may serve here 
as a known and accepted framework. Consequently, the 
number of subchapters is limited to elements, carbides, 
oxides, and carbonates. Unless stated otherwise, we 
henceforth reserve the term diamond here to natural ter-
restrial diamonds that are not impact related.

2.2. CARBONACEOUS PHASES AS INCLUSION 
IN DIAMOND: ELEMENTS AND CARBIDES

2.2.1. Diamond in Diamond: Indication for Methane 
Breakdown in the Lithospheric Mantle

The first carbonaceous phase that occurs as inclusion 
in diamonds is, seemingly paradoxically, diamond. 
Terrestrial diamonds are composed of single crystal 
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domains on the scale of tens of micrometers to millimim-
eters or more. Mosaicity of diamonds varies extensively 
(see, for instance, Shirey et al., 2013), and many diamonds 
exhibit zones or kernels of different age, orientation, and 
domain sizes (Boyd et al., 1994; Shirey et al., 2013). In 
addition, domains of very fine‐grained diamond are 
found within single crystal diamonds. Polycrystalline dia-
mond is found in the surrounding of inclusions of other 
minerals, at the surface of single crystal diamonds, and 
other locations where mechanical damage disrupted the 
original large‐scale crystalline order. A distinct occur-
rence of polycrystalline diamond is very fine‐grained, iso-
lated, polycrystalline diamond inclusions within diamond 
single crystals. These inclusions are fully encapsulated in 
well‐crystallized single crystal domains of low strain. The 
grain size ranges from 10 nm to ¼ μ m based on the 
Scherrer equation that correlates noninstrumental 
powder diffraction peak width with average grain size. 
The spatial extension of these inclusions ranges from a 
few to a few tens of micrometers. To our knowledge, the 
pressure of these fine polycrystalline diamond inclusions 
is always ambient to nearly ambient and not different 
from that of the surrounding single crystal diamond host 
lattice beyond uncertainty. An example of polycrystalline 
diamond in single crystal diamond is given in Figure 1.1. 
It is indicative that these pockets of fine‐grained poly-
crystalline diamond are a result of breakdown of C‐
bearing fluid after entrapment. In particular, breakdown 
of methane and subsequent diffusion of H out of the 
inclusions into point defects of the surrounding diamond 
host lattice seems a plausible explanation of this occur-
rence (see section 2.2.2.1). This process also accounts for 
efficient pressure relaxation between inclusion and host 
crystal. Other than for heavier atomic or molecular 
species for H2, the diamond host lattice does not neces-
sarily define a closed system. If  we accept methane 
breakdown as origin of these inclusions, the pressure‐
temperature regime of their formation is constrained by 
the graphite‐diamond phase boundary and the methane 
breakdown reaction. In subduction‐zone environments 
or the mantle, decomposition of methane as component 
of C‐H‐O fluids depends on the activity of the fluid com-
ponents (Stachel & Luth, 2015). However, the breakdown 
of encapsulated methane is constrained by pressure and 
temperature only, albeit that proton diffusion into the 
surrounding diamond lattice may affect mass balance. 
The relation between methane breakdown and plausible 
P‐T regimes for formation and ascent of the host dia-
mond is shown in Figure 2.1b: Plausible P‐T points are 
defined through the intersection of the breakdown reac-
tion (Lobanov et al., 2013) and the pressure‐temperature 
evolution in a cold slab at 14 GPa, 1255 K as upper 
pressure bound, with the conditions of a hot slab at 5.7 
GPa, 1350 K as lower bound or with the graphite‐ 
diamond boundary at 4.6 GPa, 1360 K as ultimate lower 

bound. Both lower bound estimates require interpolation 
of the decomposition line to conditions where experi-
mentally mixtures of diamond, hydrogen, and higher 
alkanes had been observed (dashed blue line in 
Figure  2.1b; Lobanov et  al., 2013). These constraints 
have to be placed into context with information from 
other inclusions in the same diamond to turn into a use-
ful assessment of P‐T paths. Currently, there is no good 
account how these occurrences of fine‐grained diamond 
inclusions relate to type and origin of their host dia-
monds and about their abundance, because it requires 
synchrotron microdiffraction to detect these polycrystal-
line diamond inclusions within diamonds.

Graphite is a common inclusion in natural diamonds. 
In many cases chemically distinct inclusions in diamond 
are surrounded by graphitic damage zones, thus resulting 
in an optically dark appearance of these inclusions 
independent of their intrinsic optical absorption of 
visible light (Harris & Vance, 1972). Graphite and its 
occurrence in diamond as retrograde transformation 
product (Harris & Vance, 1972) are not within the scope 
of this chapter. We note that carbon phases of structure 
and bonding intermediate between graphite and diamond 
(Mao et al., 2003; Oganov et al., 2013) are suspected to 
occur also in such damage zones in diamonds but have 
not yet been firmly proved to exist in nature.

2.2.2. Carbides: Possible Indicators of Reducing 
Conditions in the Transition Zone and Lower Mantle

2.2.2.1. Methane
Methane is a component of C‐H‐O rich fluids in the 

mantle that are related to diamond formation (Stachel & 
Luth, 2015). Possible mechanisms are discussed in other 
chapters of this book. Here we focus on indications for 
methane or methane‐bearing phases as crystalline inclu-
sions in diamond. Methane crystallizes at 89.7 K in an 
fcc lattice (Hemley & Dera, 2000; Press, 1972), which at 
8 GPa, 300 K, undergoes major structural rearrangement 
into a larger cubic structure with carbon atoms equivalent 
to those of α‐Mn (Maynard‐Casely et  al., 2014). This 
high‐pressure phase is called “methane B.” This phase of 
methane appears to be stable to at least 25 GPa (Maynard‐
Casely et al., 2014). However, on Earth methane as solid 
phase is commonly found as clathrate with H2O: Methane 
hydrates I and II are typical clathrate structures with van 
der Waals forces confining the methane guest molecule 
within the H‐bonded ice network (Hemley & Dera, 2000; 
Loveday & Nelmes, 2008) and are abundant in perma-
frost soils and at the slope of continental shelfs 
(Kvenvolden, 1993). Above 2.4 GPa a different crystalline 
phase in the methane‐water system replaces these clath-
rates (Loveday et al., 2001a, 2001b; Machida et al., 2007). 
Methane‐hydrate III is a so‐called “stuffed ice” (Loveday 
et  al., 2001b): Other than in the clathrates, there is H 
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Figure 2.1 (a) Diffraction image of polycrystalline diamond within a single crystal diamond from Orapa, 
Botswana. The diffraction image was obtained during an overview diffraction map with 2 × 4 μ m2 focused x-ray 
beam of 0.4133 Å wavelength at beamline 13-IDD, GSECARS, APS, Argonne National Laboratory. A Pilatus CdTe 
detector was used for data acquisition. In order to discriminate the diffraction signal from the intense elastic and 
inelastic diffuse scattering of the host diamond, an inclusion-free frame from within 20 μ m distance from the 
inclusion was subtracted from this diffraction frame. Thus, the Bragg reflections from the host diamond are not 
visible. The strong texture of the polycrystalline diamond inclusion is clearly visible as intensity variation along 
the Debye fringes. Inset: Diffraction image before background frame subtraction. The single crystal diamond 
reflections are clearly visible. (b) Integrated diffraction pattern (black crosses) along with a whole profile refine-
ment (red line) and residual of fit (green line). Bragg angles of diamond reflections are indicated as tickmarks. No 
excess pressure beyond a 0.1 GPa uncertainty is measurable. (c) Relation of the methane breakdown reaction 
(Lobanov et al., 2013) with the graphite-diamond phase boundary and pressure-temperature conditions in cold 
and hot subducted slabs (after Thomson et al., 2016). Intersection points mark possible conditions for diamond 
growth and ascent but additional geobarometric and thermometric constraints are necessary to determine which 
regime has actually occurred. See electronic version for color representation of the figures in this book.
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bonding between methane and H2O. The resulting struc-
ture is much denser than methane‐hydrate I or II and can 
be well described as a distorted ice‐Ih structure with 
methane molecules residing in the channels of this struc-
ture (Loveday et al., 2001b). Structures and properties of 
methane‐hydrates are described in detail by Loveday and 
Nelmes (2008).

As of yet, direct evidence for methane in diamond 
comes from gas release into mass spectrometers upon 
crushing diamond specimens and from optical spectros-
copy. E. Smith et al. (2015, 2016, 2018) reported Raman 
shifts of C‐H bands at 2914 cm‐1 and assigned them to 
methane. Infrared spectroscopy of diamonds shows fre-
quent occurrence of C‐H absorption bands that are 
related to alkanes (Navon, 1989) within the frequency 
range of 2915–3000 cm‐1 (Figure  2.2). A frequently 
observed, additional C‐H absorption band at 3107 cm‐1 is 
assigned to protons that were trapped on nitrogen‐related 
point defects in the diamond lattice and formed a chemical 

bond with N (Goss et al., 2014). This band is very sharp, 
consistent with an isolated chemical bond that allows for 
slowly decaying phonon states separated from the energy 
range of diamond phonons (defect band).

IR‐spectra of diamonds often show multiple bands 
around 2850–2950 cm‐1. These bands are related to surface 
contamination rather than to hydrocarbon inclusions 
within diamond (Navon, 1989).

Bands in the 2950 to 3050 cm‐1 range can be assigned to 
methane at ambient pressure to several GPa or to other 
hydrocarbons at ambient to elevated pressures. Further 
studies are required to understand the state and the 
residual pressure of CH4 in diamond. While methane is a 
likely component of diamond‐forming fluids (see review 
by Shirey et  al., 2013), it is important to know if  C‐H 
bands in diamond adhere to free alkanes and at which 
residual pressures they occur, or are bound to water as 
clathrates. We mentioned above that occurrences of fine‐
grained diamond inclusions within single crystal dia-
mond can be interpreted as result of breakdown of 
entrapped methane (Figure 2.1).

2.2.2.2. Transition Metal Carbides and Carbonaceous 
Iron

Carbides of transition metals, notably of Fe, have been 
reported as rare occurrences in diamonds (Bulanova 
et al., 2010; Jacob et al., 2004; Kaminsky & Wirth, 2011; 
Mikhail et al., 2014). Mikhail et al. (2014) and E. Smith 
et al. (2016) found indications that these occurrences are 
not exotic anomalies. Inclusion of iron and iron carbides 
are plausibly connected with the formation process of 
sublithospheric diamonds and in particular with the 
formation of CLIPPIR, a specific type of diamonds (E. 
Smith et  al., 2016). Tschauner et  al. (2018) observed 
inclusions of carbonaceous iron in a number of dia-
monds of different origin and observed that some of 
these inclusions maintain high residual pressures, similar 
to inclusions of ice‐VII, ilmenite, and calcite, reported in 
the same study.

The particular interest in iron and iron‐carbide inclu-
sions comes from their potential role in deep carbon recy-
cling. In an experimental study Rohrbach and Schmidt 
(2011) found indication that diamond formation, carbon 
subduction, and the depth dependence of the mantle 
redox state are intrinsically connected. It is generally 
assumed that the mantle becomes more reducing with 
increasing depth. In the shallow upper mantle the domi-
nant oxidation state of iron is 2+. Pressure in the range of 
tens of GPa favors disproportionation of ferrous iron 
into ferric and metallic iron (Frost et al., 2004; Frost & 
McCammon, 2008). Garnet inclusions in sublithospheric 
diamonds exhibit overall higher amounts of ferric iron 
(as skiagite) (Kiseeva et al., 2018) in consistency with the 
experimental studies. Rohrbach and Schmidt (2011) pro-
posed that native iron in the transition zone and lower 
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Figure 2.2 Infrared transmission spectrum of a doubly polished 
platelet of a fibrous diamond from Orapa, Botswana. The spec-
trum was taken from the fibrous rim of the specimen with 
60×80 μ m2 slits with 1.5 cm‐1 spectral resolution at beamline 
1.4, ALS, LBNL, Berkeley and has not been reported previously. 
The most prominent absorption feature are N‐defect bands at 
1000–1300 cm‐1 and bands from two phonon processes of the 
regular diamond lattice between about 1800 and 2600 cm‐1. 
C‐O, C‐H, and O‐H related bands are indicated. The energy of 
the “nu”3 (C‐O asymmetric stretching band) of CO2 at 2365(1) 
cm‐1 corresponds to 2.7(2) GPa, based on the pressured 
dependence of this mode in solid CO2 (Hanson & Jones, 1981). 
Similarly, the carbonate asymmetric stretching mode at 1465 
cm‐1 corresponds to an elevated pressure, but the interpretation 
is less straightforward than for solid CO2. For instance, for dolo-
mite the energy of this band corresponds to a pressure around 
2–3 GPa (Efthimiopoulos et al., 2017), but for calcite it is ~1 GPa 
(Koch‐Mueller et  al., 2016). See electronic version for color 
representation of the figures in this book.
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mantle reacts with carbonate from fluids that are released 
from subducted slabs. The reaction results in formation 
of diamond and iron carbides. Consequently, inclusions 
of iron and iron carbides in diamond are not reflecting 
unusual processes but may be remnants of this “redox 
freezing” process.

The solubility of carbon in iron varies largely with tem-
perature and structure. Pressure on the scale of several 10 
GPa was found to suppress solubility (Lord et al., 2009). 
Pressure also affects the stability field of iron carbides 
and favors different stoichiometries than does ambient 
pressure (Lord et al., 2009). The carbon‐rich side of the 
iron‐carbon phase diagram at high pressure has been 
studied extensively in relation with the search for the light 
element in the Earth’s out core (Lord et  al., 2009; 
Dasgupta & Hirschmann, 2010, Chen et al., 2014). The 
iron‐rich side of the Fe‐C phase diagram is well known at 
ambient pressure, but little work has been dedicated to it 
at elevated pressure (Narygina et  al., 2011). In nature, 
iron carbides have been found in meteorites (see review by 
Rubin & Ma, 2017), in terrestrial volcanites whose con-
duit intersected coal deposits (Irmer, 1920), in fulgurites 
(Essene & Fisher, 1986), and as inclusions in diamond 
(Jacob et  al., 2004; Kaminsky & Wirth, 2011; Mikhail 
et  al., 2014; E. Smith et al., 2016). As the other occur-
rences do not involve pressures on a GPa level, we only 
discuss the occurrences in diamond.

Cohenite, Fe3C, has been found in diamonds (Jacob 
et al., 2004; Mikhail et al., 2014; E. Smith et al., 2016). 
Kaminsky and Wirth (2011) also reported haxonite, 
Fe23C6, and di‐iron‐carbide as inclusions in diamonds 
from Juina, Brazil. Occurrence of cohenite places a pos-
sible constraint on P‐T conditions of entrapment: 
Pressures above 8 GPa favor formation of Fe7C3 at high 
carbon activity (Lord et  al., 2009). Thus, cohenite has 
either been entrapped at lower pressures or formed upon 
retrograde transformation from Fe7C3 where excess 
carbon was resorbed by the surrounding diamond. E. 
Smith et  al. (2016) reported occurrences of inclusions 
with taenite and cohenite intergrowth in CLIPPIR dia-
monds. In this case, Fe is in excess, and cohenite is exso-
lution product of a more carbonaceous alloy or melt, 
whereas the surrounding diamond was not significantly 
involved in formation of these phases other than through 
methane formation. Smith et al. argue that the cohenite‐
iron inclusion point to formation of the host diamonds in 
the deep transition zone because they observe in other 
CLIPPIR diamonds majoritic garnets and calcium sili-
cate phases that are possible retrograde transformation 
products of CaSiO3‐perovskite (E. Smith et al., 2016).

This study as well as earlier observations of taenite and 
cohenite (Jacob et  al., 2004; Kaminsky & Wirth 2011; 
Mikhail et al., 2014) are based on analyses of inclusions 
exposed by cutting or FIB milling.

A different approach was chosen recently by Tschauner 
et  al. (2018) using in‐situ synchrotron micro‐X‐ray 
diffraction and X‐ray fluorescence spectroscopy for 
detection and identification of submicroscopic inclu-
sions. While this work was primarily aiming to examine 
former fluid‐inclusions in diamonds such as ice‐VII, the 
same method also allowed for identifying micrometer‐
scale inclusions of other minerals, including iron, iron‐
nickel, and Fe‐carbides (Tschauner et al., 2018). As in the 
case of ice‐VII, in‐situ micro‐XRD allows for assessing 
the residual pressure of these inclusions and reconstruct-
ing the pressure and temperature of their entrapment 
based on nearly isochoric release paths (Navon 1991, 
2017; Tschauner et al., 2018) or isomekes (Angel et al., 
2014; Nasdala et al., 2003). In most cases the iron and 
carbide inclusions detected by synchrotron micro‐X‐ray 
diffraction and fluorescence resided at pressures below 1 
GPa, but a smaller set of inclusions was found at residual 
pressures of 1 to 7 GPa. These rather high residual pres-
sures are also consistent with the redox‐freezing model, 
although it has to be noted that presently other pathways 
of reduction of ferrous or ferric species as side‐product 
of reduction of carbonate to carbon cannot be excluded. 
For instance, ice‐VII inclusions in diamonds are rem-
nants of diamond‐forming fluids, but probably they do 
not represent the bulk composition of those fluids 
(Tschauner at al., 2018).

We note that both taenite (fcc‐iron, γ‐iron) and iron 
(bcc‐iron, α‐iron) are observed, although so far only in 
different host diamonds. For clarification we recall here 
that mineral names are defined by structure and compo-
sition of the dominant endmember (Nickel & Grice, 
1998). For taenite, this endmember is iron in fcc structure, 
although taenite usually contains few to several at% Ni 
(Rubin & Ma, 2017). For iron, the endmember is also Fe 
but in bcc structure, although in many natural occur-
rences it contains noticeable amounts of Ni (“kamacite”). 
In synchrotron micro‐X‐ray fluorescence measurements, 
I found that taenite inclusions in diamond contain Ni at 
levels of few to 30 at%, but iron contains ~1 at% Ni or 
less. However, this observation is based on about a dozen 
occurrences and it is not clear if  this holds as a general 
pattern for iron inclusions in diamond.

In this context we note that “hcp‐Fe” (ε‐Fe) has actu-
ally been found in serpentinized peridotites and CAIs 
(calcium‐aluminum‐rich inclusions in chondrites) and is 
an approved mineral with the name hexaferrum 
(Mochalov et al., 1998; Rubin & Ma, 2017). In both types 
of occurrences hexaferrum is stabilized at ambient condi-
tions through high amounts of Ir and Ru. So far, it has 
not been reported as inclusion in diamonds, where it 
would define release from lower mantle conditions.

The carbon‐content of μ m‐scale inclusions of taenite 
and iron is hard to assess through microchemical  analysis. 
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However, the same structural distortion as in synthetic 
carbonaceous iron and iron‐nickel is observed for many 
of these iron‐metal inclusions, and Rietveld refinement 
of relative electron density at nonequivalent lattice sites is 
consistent with the presence of a light element. The satu-
ration limit of C in fcc‐iron and Fe‐Ni has been examined 
by Narygina et al. (2011) and was found to be <0.9 at% at 
9 GPa beyond which cohenite exsolution occurs upon 
cooling. The C content of iron has been found to be 
<4at% at 9 GPa, above which cohenite exsolution occurs, 
whereas at 20 GPa exsolution occurs at lower concentra-
tions (Narygina et  al., 2011). SEM‐EDS analyses of 
exposed iron inclusions do not indicate the presence of 
Si. An example of a diffraction pattern of iron as dia-
mond inclusion is given in Figure 2.3. We note that the 
iron inclusions in diamonds that we identified were 
always fine grained and textured. The d‐spacings of a few 
single crystal reflections in the same pattern can be 
matched to cohenite and similar patterns with smooth 
powder‐like iron patterns, and a few spots of d‐spacings 
that match cohenite have been observed several times. 
Although the occurrence of diffraction features in the 
same diffraction image does not strictly imply coexis-
tence, we note that the intergrowth of taenite with 
cohenite reported by E. Smith et al. (2016) generates an 
equivalent kind of diffraction patterns. Isolated inclu-
sions of cohenite were generally found to be more coarse 
grained (few crystallites on micrometer scale within one 
inclusion) and consistently at pressures below 1 GPa. 

This low to ambient residual pressure may be owed to 
inelastic deformation and cracking of the host diamond 
around the carbide inclusions. Cohenite has a much 
higher bulk modulus than fcc‐ or bcc‐iron (Chen et al., 
2014), and a nearly isochoric release path from the condi-
tions of the transition zone would imply much higher 
residual pressures than for metallic iron. We recall that 
some occurrences of cohenite in diamond may be prod-
ucts of the backreaction of Fe7C3, in which case the 
condition of a nearly conserved inclusion volume did not 
avail and the present state is the result of pressure release 
upon backreaction.

Finally, we note that other carbides have been found in 
concentrates from ultra‐high‐pressure terrains such as the 
Luobusha complex in Tibet. In particular, qushongite 
(WC), yarlongite, and tongbaite (Cr3C2) have been 
reported (Fang et al., 2009; Shi et al., 2009). The actual 
mechanism of their formation is not clear but their occur-
rence in rocks that have been obducted from deep litho-
spheric or even sublithospheric mantle (Dobrzhinetzkaya 
et al., 2009) justifies their mentioning here. It is also note-
worthy that tantalcarbide (Ta,Nb)C was found in placers 
in the Ural mountains already at the beginning of the 20th 
century (originally interpreted as native Ta; von John, 
1910), where possible synthetic origin can be precluded. 
Although tantalcarbide and niobocarbide (Jedwab, 2009) 
are derived from orogenic mantle peridotites, they are not 
necessarily mantle minerals. Formation under reducing 
conditions at low pressure during serpentinization cannot 
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Figure 2.3 (a) Diffraction image of suessite as inclusion in a diamond from Orapa, Botswana. The image was 
obtained and treated in the same way as the one shown in Figure 2.1. Few isolated indexed single crystal 
 reflections match cohenite. (b) Integrated diffraction pattern (black) with Rietveld refined modeled pattern of 
tetragonally distorted iron (red) and residual of fit (green). Bragg angles of allowed reflections are indicated by 
tickmarks. See electronic version for color representation of the figures in this book.
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be excluded in absence of additional information about 
their content of trace elements and carbon isotopes.

2.3. OXIDES AND CARBONATES

As in the case of carbonaceous iron and iron carbides, 
the occurrence of CO2 and carbonates as inclusions in 
diamonds bears witness of the formation process of dia-
mond and the process of carbon recycling in the mantle. 
Extensive studies on carbonaceous fluid inclusions in 
diamonds (Izreali et al., 2001; Jablon & Navon, 2016) and 
experimental work on carbonate and carbonate‐rich sili-
cate melts have been conducted (Litasov et  al., 2011; 
Podnorodnikov et al., 2001) to the purpose of elucidating 
these processes. Both molecular carbon dioxide and car-
bonate were detected in diamond by means of their 
characteristic absorption bands in transmission infrared 
spectroscopy (Navon, 1991). The energy of the band 
related to asymmetric stretching of the carbonate C‐O 
bond ranges from 1430 to 1445 cm‐1. Frequently, a dou-
blet or multiplet is observed (Navon, 1989; see also 
Figure 2.3), which indicates either carbonate inclusions at 
different residual pressures or of different composition 
and structure. In addition, a carbonate C‐O bending 
mode is observed at 876 ± 1.5 cm‐1 shifted to 878 to 
879 cm‐1 in diamonds where the carbonate C‐O stretching 
band is shifted to 1445 cm‐1 (Navon, 1989), which is con-
sistent with elevated residual pressure in the GPa‐range. 
We discuss the residual pressure of carbonate inclusions 
in diamonds further below.

2.3.1. Carbon Dioxide

Carbon dioxide exhibits a large variety of phases at dif-
ferent pressures and temperatures (Iota et al., 1999, 2007; 
Tschauner et  al., 2001; Datchi et  al., 2009, 2012, 2014; 
Litasov et al., 2011; Santoro et al., 2012). CO2 crystallizes 
as dry ice (CO2‐I) at 194.5 K and ambient pressure and 
becomes stable at ambient temperature at 0.5 GPa 
(Bridgman, 1914). The structure is an fcc‐like arrangement 
of CO2 molecules (Simon & Peters, 1980) whose librational 
modes stabilize the cubic lattice. At pressures in the GPa 
range, CO2 undergoes a transition to a metastable low‐
symmetric arrangement of molecules (CO2‐II) which 
transforms to orthorhombic CO2‐III at ~ 10 GPa (Aoki 
et  al., 1994). This spontaneous structural distortion is a 
result of the suppression of librational modes upon com-
pression. At above 23 GPa and temperatures above 2000 
K, CO2 assumes a crystalline network structure, CO2‐V. 
This drastic change in structure and chemical bonding was 
first observed by Iota et  al. (1999) by means of Raman 
spectroscopy and subsequently characterized as formation 
of a cristobalite‐like structure (Datchi et al., 2012; Santoro, 
2012). In the intermediate pressure‐temperature regime 

between the stability field of CO2‐I and CO2‐V, a variety of 
different phases has been observed with little consistency 
in structure and stability fields (Datchi et al., 2012, 2014; 
Iota et al., 1999, 2007; Santoro et al., 2012). This includes 
different reconfigurations of molecules to denser packing 
(Datchi et al., 2012, 2014) as well as, possibly, unbent CO2 
molecules in a rutile‐like arrangement (Iota et al., 2007). 
Various studies (Tschauner et  al., 2001; Takafuji et  al., 
2006; Litasov et al., 2011) found that above 25–30 GPa, 
CO2 decomposes along a negative Clapeyron slope that 
intersects the present average mantle geotherm between 
900 and 1100 km depth. Given the range of residual pres-
sures found in diamond inclusions (Navon, 1991; Schrauder 
& Navon, 1993; Tschauner et al., 2018), CO2‐I,‐II, ‐III, and 
‐IV may occur as inclusions in diamond.

Both bending and asymmetric stretching related bands 
of molecular CO2 were observed, often in diamonds that 
also contain carbonate. Interestingly, the IR absorption 
band of the vibron (that is: the C‐O asymmetric stretch-
ing vibration of molecular CO2) of CO2 in diamonds has 
an energy of around 2350 cm‐1 or higher (2365 cm‐1 in the 
example given in Figure  2.3) and is usually split. This 
energy is noticeably above the vibron energy of dry ice 
(CO2‐I) at ambient pressure (interpolated to 300 K; 
Hanson & Jones, 1981). The splitting of the vibron indi-
cates its interaction with other phonon states and is also 
characteristic for CO2 phases at elevated pressure (Hanson 
& Jones 1981). It was noticed that at least in some cases, 
the CO2 bending mode energies do not match the the 
energies of the vibron for any pressure and any known 
phase of CO2 (Hainschwang et  al., 2008). A possible 
explanation is that CO2 is not occurring as free phase but 
captured in a clathrate or “filled ice.” Currently, there is 
no diffraction‐based structural information about this 
dense CO2 or CO2‐bearing phase.

In general, the vibron energy is a good scale of pressure 
as it is rather independent on the structural configuration 
of CO2 molecules, due to its nature as intramolecular 
vibration (Hanson & Jones, 1981). Consequently, Navon 
(1991) and Schrauder and Navon (1993) used this 
information to estimate current residual pressure of CO2‐
bearing inclusions. In a second step, they estimated the 
conditions of entrapment of CO2 based on isochoric 
paths that connect the current residual pressure and tem-
perature with the pressure and temperature of entrap-
ment. They obtained pressures of between 4 and 7 GPa 
where these isochores of CO2 intersect plausible geo-
therms of the lithospheric mantle underneath the local-
ities of the CO2‐hosting diamonds. Hereby they assumed 
that CO2 forms a phase by itself. These pressures and 
temperatures are at the upper limit of CO2 stability in 
eclogite (Thomson et  al., 2016). CO2 as inclusion in 
 diamond does not necessarily represent high CO2 concen-
trations in diamond‐forming environments but may 
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 represent a transient state or by‐product of the breakdown 
of carbonate and subsequent diamond formation: 
Forming diamond can trap reaction educts and transient 
products as inclusions. For instance, methane and molec-
ular hydrogen have been observed as inclusions in 
synthetic diamonds (E. Smith & Wang, 2016) and ice‐VII 
inclusions in natural sublithospheric diamonds are likely 
such by‐products of diamond formation during fluid‐
rock interaction rather than implying presence of an 
H2O‐dominated fluid (Tschauner et al., 2018).

2.3.2. Carbonates

Calcite, magnesite, siderite, eitelite Na2Mg(CO3)2, nah-
kolite NaHCO3, shortite Na2Ca2(CO3)3, and nyerereite 
Na2Ca(CO3)2 have been observed as inclusions in dia-
monds. While these minerals are not genuinely high‐
pressure phases, it has been argued that they have formed 
in the mantle along with their host diamonds. Infrared 
absorption bands of some carbonate inclusions in dia-
mond are consistent with elevated sustained pressures 
(Figure 2.3). Recently, a magnesian calcite inclusion at a 
residual pressures of 8.5±0.5 GPa was reported 
(Tschauner et al., 2018). This direct as well the indirect 
petrographic evidence for carbonate formation at pres-
sures of several GPa makes it important to discuss these 
occurrences here. We start with nonquenchable high‐
pressure polymorphs of these carbonates, which have not 
yet been observed but may occur as inclusions in dia-
monds; then we briefly summarize observed occurrences 
of carbonate inclusions and conclude with the recon-
struction of the entrapment conditions of a high‐pressure 
calcite inclusion in a diamond.

Pure calcite undergoes a sequence of transformations 
to high‐pressure structures: At 2 GPa, calcite undergoes a 
distortive transition to calcite‐II (Merill & Bassett, 1975), 
which at 4 and 9 GPa transforms to calcite‐III and cal-
cite‐IV, respectively, both of which assume very different 
configurations of Ca and carbonate groups (Merlini 
et al., 2012, 2014), though they can still be considered as 
highly distorted NaCl‐type lattices, like calcite itself. At 
elevated temperature and pressure, calcite transforms to 
aragonite, which itself  undergoes structural transitions 
upon compression (Oganov et al., 2006, 2008; D. Smith 
et  al., 2018). As pure phases, magnesite and dolomite 
appear to be stable up to pressures in the 70–80 GPa 
range (Fiquet et  al., 1994; Oganov et  al., 2006, 2008, 
2013; Pickard & Needs, 2015).

In principle, calcite‐II, ‐III, ‐IV, aragonite, and posta-
ragonite may be expected as inclusions in diamonds over 
the pressure range that has been found for CO2 
(Schrauder & Navon, 1993), ice‐VII (Tschauner et  al., 
2018), magnesian calcite, and ilmenite (Tschauner et al., 
2018), but none of  these phases of  CaCO3 has been 

observed so far; the principal reason is the Mg content 
of  calcite entrapped in diamond. The magnesite compo-
nent stabilizes the calcite structure due to its high nega-
tive excess volume (Redfern & Angel, 1999; Buob et al., 
2006). With increasing pressure of  the calcite inclusions, 
an increase of  Mg content is observed to levels where 
calcite‐dolomite segregation occurs at low pressure. 
Experimental studies indicate that dolomite, magnesite, 
and Na carbonates replace calcite as stable carbonate 
phase in eclogite over pressures of  3 to above 15 GPa 
(Thomson et al., 2016), but inclusions in diamond may 
be more enriched in less compatible elements such as Ca 
over Mg or K over Na.

Siderite has been observed as inclusion of diamond but 
at nearly ambient pressure. Hence, it may be a precipitate 
at a crack. This also holds for numerous occurrences of 
Mg‐poor calcite whose residual pressure is ambient or 
nearly ambient.

Studies based on Raman spectroscopy and electron 
microscopy (Bulanova et al., 2010; Kaminsky et al., 2009; 
Kaminsky & Wirth, 2011) have found a number of 
alkaline carbonates as inclusions in diamond, which high-
lights the role of carbonaceous melt in formation and 
growth of diamonds. These minerals are eitelite 
Na2Mg(CO3)2, nahkolite NaHCO3, shortite Na2Ca2(CO3)3, 
and nyerereite Na2Ca(CO3)2, which have also been found 
as fluid inclusions in olivine xenocrysts from kimberlites 
(Golovin & Sharygin, 2007) and appear to have stability 
fields in carbonaceous melts in the range of a few GPa 
(Podnorodnikov et al., 2018). These carbonates are also 
found in carbonatitic volcanites. Sodic carbonates can 
also form at much higher pressure in eclogitic paragenesis 
(Thomson et al., 2017).

So far, residual pressures of calcite inclusions have been 
found to range between 1 and 9 GPa. Figure 2.4a shows the 
diffraction pattern of one of these inclusions (Tschauner 
et al., 2018). The composition is (Ca0.75(2)Mg0.25(2))CO3. As 
described in Tschauner et al. (2018), the residual pressure 
can be estimated based on the compositional dependence 
of the bulk moduli and volumes of carbonates in the calcite 
and dolomite series (Redfern & Angel, 1999). Thermoelastic 
parameters were calculated by a combination of ab‐initio 
and finite‐temperature methods. The residual pressure was 
corrected for elastic relaxation of the surrounding diamond 
(Angel et  al., 2014). This corrected pressure was used as 
endpoint of a quasi‐isochoric release path, where volume 
changes of the diamond were taken into account (Tschauner 
et al., 2018). Figure 2.4 shows the upper and lower bound 
of the release path. The path intersects the solidus of car-
bonated MORB around its maximum between 11 and 13 
GPa (Thomson et  al., 2017). This pressure‐temperature 
regime is a plausible upper bound for entrapment of the 
carbonate and diamond formation. With this tentative fix 
point, the limits of the entrapment path of magnesian 
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 calcite define a range of 1300 to 1650 K and 11 to 13 GPa, 
just above the boundary between upper mantle and 
transition zone. We compare this result with an estimate of 
pressure‐temperature regime based on ilmenite exsolution 
in clinopyroxenes (Gao et  al., 2008) and an independent 
estimate of entrapment conditions of an olivine crystal in 
diamond (Yin et  al., 2017). The geobarometric estimate 
from ilmenite exsolution in clinopyroxene varies signifi-
cantly between a minimal pressure of 2 GPa and 8 GPa and 
temperatures of 1300 to 1600 K. The estimated entrapment 
of an olivine inclusion does not provide an uncertainty in 
pressure. The three data points taken together constrain 
pressures and temperatures of subduction and ascent of 
material such as subduction to 11–13 GPa or deeper, release 
of carbonate‐rich melt and subsequent melting of shal-
lower peridotitic mantle, in agreement with scenarios that 
have been proposed for the North China Craton from geo-
chemical data (Gao et al., 2008). However, reconstruction 
of entrapment conditions of diamond inclusions 
(Figure  2.4b; Yin et  al., 2017) along with geobarometric 
estimates promise better constraints on the actual P‐T con-
ditions of these different steps.

CONCLUSION

Carbonaceous mineral inclusions at high residual 
pressures and high‐pressure carbonaceous minerals pro-
vide important constraints on formation of  diamond 
and the deep carbon cycle of  Earth. Both reduced carbo-
naceous species, such as carbides, and oxidized species, 
such as carbonates, allow for correlating experimental 
petrological constraints on formation and stability with 
actual occurrences of  carbonates and carbides in deep, 
diamantiferous mantle. As of  yet, diamond, methane, 
transition metal carbides, CO2, and various carbonates 
have been found either directly as minerals through 
microchemical and microstructural analysis, or have 
been detected through optical spectroscopy of  inclusions 
in diamonds. The actual structural state of  CH4 and CO2 
either as pure phases as inclusions or as clathrates or icy 
phases is not yet known. Iron carbides, carbonaceous 
iron, and carbonate minerals have been identified. Some 
of these inclusions sustain still‐high residual pressures, 
which can be used to reconstruct the pressures and tem-
peratures of  their entrapment. These results can be 
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Figure 2.4 (a) Integrated diffraction pattern (black crosses), Rietveld refined calcite model pattern (red line), and 
residual of fit (green line) of a magnesian calcite inclusion in a cloudy diamond from Shandong, China (after 
Tschauner et al., 2018, Supplement). Tick marks indicate the Bragg angles of allowed reflections of calcite. The 
Rietveld refinement was used to determine unit cell parameters and Ca/Mg ratio. The phase contrast between Ca 
and Mg is sufficiently large to constrain this ratio to within 8% of the Mg content. (b) Reconstruction of entrap-
ment conditions of this magnesian calcite. Black lines: Upper and lower bound of the release path for the 
inclusion. The possible breakdown of magnesian calcite into dolomite and magnesite (Buob et al., 2006) is not 
considered. Black diamonds: current residual pressure corrected for elastic relaxation of diamond (Tschauner 
et al., 2018), geobarometric and geothermometric estimate of growth of clinopyroxene with ilmenite exsolution 
lamellae (Gao et al., 2008), estimate of entrapment of an olivine inclusion in a diamond from the same area (Yin 
et al., 2017). Red line: solidus of carbonated MORB (Thomson et al., 2016); blue and orange lines: bounds for 
cold and hot subduction (after Thomson et al., 2016). Dashed green line: average mantle reference geotherm 
(after Brown & Shankland, 1981). See electronic version for color representation of the figures in this book.
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combined with geochemical and geophysical modeling 
of  processes in the mantle.
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Phase and Melting Relations of Fe3C to 300 GPa and  
Carbon in the Core

Suguru Takahashi1, Eiji Ohtani1, Takeshi Sakai2, Seiji Kamada1, Shin Ozawa1, Tatsuya Sakamaki1, 
Masaaki Miyahara1,3, Yoshinori Ito1, Naohisa Hirao4, and Yasuo Ohishi4

ABSTRACT

Carbon is a plausible candidate for a light element in the Earth’s core. Here, we show that Fe3C melts incongru-
ently to form Fe7C3 and liquid at least up to 200 GPa based on in‐situ X‐ray diffraction measurements and tex-
tural observations of the recovered samples, and Fe3C is stable at least up to 300 GPa at high temperatures. The 
C content of the liquid coexisting with Fe7C3 decreases and the Fe‐Fe3C eutectic composition shifts toward the 
Fe‐rich direction with increasing pressure. The present result revealed that both Fe3C and Fe7C3 are plausible 
constituents in the inner core.

3

3.1. INTRODUCTION

Seismological studies (Dziewonski & Anderson, 1981) 
show that the inner core is less dense than pure iron under 
the core conditions (Mao et al., 1990); therefore, it has 
been accepted that the inner core comprises iron along 
with lighter elements (Birch, 1964; Poirier, 1994). The 
density deficit of the core is estimated to be 3%–10% for 
the outer core (Anderson & Isaak, 2002; Shanker et al., 
2004) and 2.5%–9% for the inner core (Dubrovinsky 
et al., 2000; Dewaele et al., 2006). Carbon is one of the 
major candidates for the light elements contained in the 
Earth’s core (Hirayama et  al., 1993; Wood, 1993; 
Dasgupta & Walker, 2008; Chi et  al., 2014) because 
carbon has a high abundance in the solar system (Anders 
& Grevesse, 1989) and it can dissolve significantly in 

molten iron, even at ambient and upper mantle pressures 
(Wood, 1993; Dasgupta & Walker, 2008). Although sev-
eral studies on the physical and chemical properties of 
iron carbides have been carried out at high pressure, there 
are still very limited numbers of experimental works on 
the phase and melting relationships in the Fe‐C system to 
the core conditions.

Wood (1993) estimated the phase diagrams of the Fe‐C 
system up to the pressure of the core mantle boundary 
(CMB) and suggested that about 2–4 wt.% of carbon 
could be stored in the core during the core formation 
stage. He suggested that the Earth’s inner core is com-
posed solely of Fe3C. Nakajima et al. (2009) reported the 
phase relationships in the Fe‐C system up to 30 GPa 
based on textural observations, chemical analysis of the 
recovered samples, and in‐situ X‐ray diffraction experi-
ments using a Kawai‐type multianvil apparatus. 
According to Nakajima et al. (2009), Fe3C melts incon-
gruently to form Fe7C3 and a liquid phase at 30 GPa. 
They proposed that Fe7C3 is present in the inner core. 
Lord et al. (2009) determined the melting temperatures 
of Fe3C and Fe7C3 and the Fe‐Fe3C eutectic temperature 
up to 70 GPa from the temperature plateau obtained 
while increasing the laser power in a laser‐heated dia-
mond anvil cell (DAC). However, there were obvious dis-
crepancies between the melting curves of Fe3C and Fe7C3 
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reported by Nakajima et al. (2009) and Lord et al. (2009). 
In addition, Lord et al. predicted that Fe3C decomposes 
to Fe and Fe7C3 and suggested that the inner core is com-
posed of Fe + Fe7C3. On the other hand, Sata et al. (2010) 
reported that Fe3C is stable up to at least 187 GPa at 300 
K. In this study, high‐pressure and high‐temperature 
experiments using a double‐sided laser‐heated DAC were 
performed up to the pressure conditions of the inner core 
to investigate the phase and melting relationships of 
Fe3C. The melting temperature of Fe3C was determined 
from in‐situ X‐ray diffraction experiments and textural 
observations on recovered samples. This study aimed to 
reveal the phase and melting relationships of the Fe‐C 
system under core conditions and to discuss carbon 
storage in the Earth’s inner core.

3.2. EXPERIMENTAL PROCEDURE

We have conducted two types of experiments, in‐situ 
X‐ray diffraction experiments for determination of the 
phase and melting relations of Fe3C, and a quenching 
experiment at 59 GPa and 2850K for textural observa-
tions of the recovered sample.

3.2.1. Sample Preparations

The starting material for the in‐situ X‐ray diffraction 
experiments was a powdered sample of cementite Fe3C, 
which was synthesized from a stoichiometric mixture of 
iron and graphite at 3 GPa and 1273 K for 12 h using a 
3000‐ton Kawai‐type multianvil apparatus installed at 
Tohoku University. The synthesized Fe3C was confirmed 
to be a single phase of cementite by X‐ray diffraction and 
SEM observations, that is, it was a single phase of 
cementite Fe3C without chemical zoning and interstitial 
phases.

The starting material used for the quench experiment 
was a mixture of Fe and Fe3C synthesized by the above 
procedure. The powdered mixture was laser heated using 
a Nd:YAG laser (λ = 1.064 μm) in an Ar atmosphere and 
quenched rapidly, forming a fine dendritic texture with a 
typical size <1 μm. The starting materials thus synthe-
sized were analyzed based on the procedure by Dasgupta 
& Walker (2008) and Walker et al. (2013). After polishing 
the samples, the carbon content was analyzed using a 
wavelength‐dispersive spectrometer with an EPMA 
(JXA‐8800; JEOL, Tokyo, Japan). The calibration stan-
dard, which is cementite without zoning or interstitial 
phases synthesized at 3 GPa and 1273 K, was coated with 
aluminium. An acceleration voltage of 15 kV and a beam 
current of 90 nA were employed to analyze the carbon 
content. An LDE1H crystal in the EPMA was used to 
measure the carbon content in the sample. We used a 
defocused beam (50 μm in diameter) to perform the 

quantitative analysis of the bulk starting material for the 
quench experiment. The starting mixture for the quench 
experiment contained 5.2 wt.% carbon (see Table  3.1), 
which is slightly enriched in Fe compared to Fe3C.

3.2.2. In‐Situ X‐Ray Diffraction Experiments

The in‐situ X‐ray diffraction experiments were con-
ducted at the BL10XU beamline at the SPring‐8 facility 
(Hyogo, Japan) (Ohishi et  al., 2008). DAC experiments 
were performed using a symmetric‐type diamond anvil 
cell. Diamond anvils with various culet sizes from 40 to 
350 μm were used, depending on the required experi-
mental pressure conditions. Rhenium or tungsten gasket 
was pre‐indented to a thickness of 10–70 μm, and a 
20–120 μm diameter hole was drilled in the gasket to 
form a sample chamber. A foil from the powdered Fe3C 
sample was prepared using a cold‐compression tech-
nique. The sample foil was sandwiched between either 
NaCl or SiO2 glass layers and placed in the sample 
chamber. The NaCl or SiO2 layers served as a pressure‐
transmitting medium and as a thermal insulator.

The sample was heated using a double‐sided laser 
heating technique employing an SPI fiber laser (λ = 1.070 
μm). The shape of the fibre laser beam was adjusted to a 
flat‐top beam using the beam‐shaping system at the 
BL10XU beamline. This technique enabled us to decrease 
the temperature gradient across the sample and achieve a 
homogenous heating of the area with a diameter of 
approximately 30 μm. The temperature was determined 
by fitting the emission spectra from the surface of the 
heated sample to Planck’s radiation law as a grey body 
formula using the typical wavelength range between 600 
and 800 nm (Shen et  al., 1996). The wavelength of the 
monochromatic X‐ray beam and the distance between the 
sample and the X‐ray detector were calibrated using X‐ray 
diffraction patterns from CeO2 based on the double cas-
sette method. The typical wavelength of the X‐rays was in 
the range of 0.4140–0.4224 Å, which was determined with 

Table 3.1 The compositions of the starting material 
for the quenched experiment, and the quenched liquid 
and coexisting Fe7C3 recovered from 59.4 GPa and 2850 K. 
Numbers in parentheses are uncertainties on the last digits. 
The uncertainty of the composition of the quenched liquid is 
the compositional variation in the multiple analysis 
of the quenched melt region (see Figure 3.3).

Fe (wt.%) C (wt.%) Total

Starting material 94.6 (3) 5.2 (4) 99.8
Recovered sample Fe7C3 91.2 (1) 8.1 (1) 99.3

Quenched 
liquid

93.9 (7) 4.7 (4) 98.6
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a precision of 0.04%. The X‐ray beam was collimated to a 
diameter of 15 μm. An IP detector (RAXIS‐IV; Rigaku, 
Tokyo, Japan) and a CCD detector (SMART APEX; 
Bruker AXS, Madison, WI) were used to collect the angle‐
dispersive X‐ray diffraction data. Exposure time for the IP 
and CCD was 3 min and 1–10 s, respectively. The exam-
ples of the diffraction patterns are given in Figures  3.1 
and 3.2. The onset of melting of the sample was deter-
mined from the disappearance of the X‐ray diffraction 
peaks and reappearance of the peaks after quenching at 
high pressure, as described in previous works (Kamada 
et al., 2010; Campbell et al., 2007; Morard et al., 2008). 

Each integrated X‐ray diffraction pattern, along with the 
2θ angle (i.e., one dimensional X‐ray diffraction profile), 
was analyzed using an IP analyzer and PD Indexer soft-
ware package programmed by Y. Seto.

The experimental pressures were determined based on 
the lattice parameters of NaCl at ambient and high 
 temperatures using the equation of state of NaCl with 
the B2 structure (Fei et  al., 2007). An average of the 
lattice parameters at high temperature of the sample and 
those at ambient temperature at the diamond anvil sur-
face was employed to determine the generated pressure 
using the procedure described by Campbell et al. (2009). 
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Figure 3.1 Typical examples of X‐ray diffraction patterns of Fe3C at (a)–(d) 191–199 GPa and (e)–(g) 297–343 GPa, 
respectively. (a) Fe3C was a stable subsolidus phase at 190 GPa and T > 3000 K. (b) After further heating, Fe3C 
peaks were observed up to 4120 K. (c) These peaks disappeared and Fe7C3 peaks were observed at 4310 K. (d) 
After quenching, the Fe3C peaks reappeared. This result indicates that Fe3C incongruently melted to form Fe7C3 
and a liquid phase. (e) The Fe3C peaks were broad before heating at 297 GPa. (f) During heating, the Fe3C peaks 
became sharper at 1500 K. (g) Fe3C was observed as a stable subsolidus phase up to 343 GPa. Key: * denotes 
peaks derived from outside the sample chamber since the peak positions are fixed and do not shift with pressure 
and temperature. See electronic version for color representation of the figures in this book.
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In addition, in the experiments with SiO2 glass as the 
pressure‐transmitting medium, pressures were estimated 
using the equation of state of Fe3C (Sata et al., 2010) with 
thermal expansion calculated by Vočadlo et  al. (2002). 
The results of the experiments using two different 
pressure media were consistent with each other as shown 
in Table 3.2.

3.2.3. Quench Experiment and Sample Analysis

The sample sandwiched between SiO2 glass layers was 
compressed in a DAC and heated using a double‐sided 
laser heating technique employing an SPI fiber laser (λ = 
1.070 μm) with a flat top beam. The pressure was deter-
mined at room temperature using the ruby fluorescence 
method (Dewaele et al., 2004) and/or the pressure shift of 
the edge of the T2g Raman band of the culet of the 

 diamond anvil (Akahama & Kawamura, 2004). The 
pressure values determined by the two methods were con-
sistent with each other. After decompression, the heated 
region of the recovered sample was cut by an FIB system 
(JEM‐9320FIB; Jeol) (Miyahara et al., 2008). The texture 
of the prepared sample was observed using an FE‐SEM 
(JSM‐7001F; JEOL) at Tohoku University. We observed 
the coexistence of Fe7C3 and a quenched melt phase in 
the recovered samples. Subsequently, the chemical com-
positions of the coexisting phases were analyzed using 
the wavelength‐dispersive mode of an FE‐EPMA 
(JXA‐8530F; JEOL) at Tohoku University. An acceler-
ating voltage of 15 kV and a beam current of 30 nA were 
employed to analyze the carbon content, and an LDE2H 
crystal in the EPMA was used to measure the carbon 
content in the sample. We determined the calibration 
curve from the relationship between the carbon content 
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Figure 3.2 IP (a, b, c, d) and CCD (e, f, g) data obtained at high pressure and temperature. Arrows in the figures 
are the diffraction peaks from SiO2 pressure medium (α‐PbO2 type SiO2 and py, pyrite type SiO2). These profiles 
correspond to one dimensional pattern shown in Figure 3.1. The peak positions of Fe3C, Fe7C3, and pyrite SiO2 
are based on the equation of state of these phases by Sata et al. (2010), Chen et al. (2012), and Kuwayama et al. 
(2011), respectively. See electronic version for color representation of the figures in this book.
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Table 3.2 Experimental conditions and observed phases.

RUN # T (K) P (GPa) Observed Phases VNaCl (Å3) VSiO2 (Å
3)

In‐situ X‐ray diffraction experiments
Fe3C350_061 300 68.0(9)a Fe3C, NaCl(B2) 22.78(8)
Fe3C350_063 1360(120) 72.7(24) Fe3C, NaCl(B2) 22.67(2)
Fe3C350_064 1710(200) 74.0(32) Fe3C, NaCl(B2) 22.66(5)
Fe3C350_065 1770(240) 73.2(33) Fe3C, NaCl(B2) 22.75(12)
Fe3C350_066 2090(70) 74.1(40) Fe3C, NaCl(B2) 22.76(10)
Fe3C350_067 2270(60) 74.5(44) Fe3C, NaCl(B2) 22.78(10)
Fe3C350_068 2450(70) 74.5(49) Fe3C, NaCl(B2) 22.83(9)
Fe3C350_069 2630(90) 74.7(53) Fe3C, NaCl(B2) 22.87(9)
Fe3C350_070 2810(80) 74.3(57) Fe3C, NaCl(B2) 22.96(4)
Fe3C350_071 3020(130) 72.5(61) Fe7C3 (+L), NaCl(B2) 23.18(6)
Fe3C350_072 3310(110) 73.4(68) Fe7C3 (+L), NaCl(B2) 23.18(15)
Fe3C350_073 3420(140) 75.3(71) NaCl(B2) 23.05(1)
Fe3C350_074 300 68.5(5) Fe3C, Fe7C3, NaCl(B2) 22.73(4)
Fe3C3502_030 300 47.9(16) Fe3C, NaCl(B2) 24.84(20)
Fe3C3502_031 1500(50) 50.1(26) Fe3C, NaCl(B2) 25.04(13)
Fe3C3502_032 1820(50) 50.7(33) Fe3C, NaCl(B2) 25.10(16)
Fe3C3502_033 2010(50) 51.4(37) Fe3C, NaCl(B2) 25.08(12)
Fe3C3502_034 2270(90) 51.8(43) Fe3C, NaCl(B2) 25.14(12)
Fe3C3502_035 2430(110) 52.0(46) Fe3C, NaCl(B2) 25.17(5)
Fe3C3502_036 2550(100) 53.1(49) Fe3C, NaCl(B2) 25.09(3)
Fe3C3502_038 2790(100) 51.4(54) Fe7C3 (+L), NaCl(B2) 25.41(20)
Fe3C3502_039 3000(170) 50.4(58) Fe7C3 (+L), NaCl(B2) 25.64(20)
Fe3C3502_040 3340(150) 53.6(66) NaCl(B2) 26.35(8)
Fe3C3502_041 300 45.3(9) Fe3C, Fe7C3, NaCl(B2) 25.17(12)
Fe3C130_038 300 122.0(9) Fe3C, NaCl(B2) 19.48(4)
Fe3C130_039 1900(80) 138.5(39) Fe3C, NaCl(B2) 19.02(4)
Fe3C130_040 2220(220) 142.2(47) Fe3C, NaCl(B2) 18.92(2)
Fe3C130_041 2260(200) 142.6(48) Fe3C, NaCl(B2) 18.91(5)
Fe3C130_042 2690(130) 143.5(59) Fe3C, NaCl(B2) 18.94(19)
Fe3C130_043 300 134.2(32) Fe3C, NaCl(B2) 18.97(13)
Fe3C130_044 2860(90) 151.3(64) Fe3C, NaCl(B2) 18.67(19)
Fe3C130_045 3600(200) 153.6(83) Fe3C, NaCl(B2) 18.69(16)
Fe3C130_046 3600(260) 154.5(83) Fe3C, NaCl(B2) 18.65(17)
Fe3C130_047 3660(150) 152.4(84) Fe3C, NaCl(B2) 18.74(11)
Fe3C130_048 3260(300) 154.7(74) Fe3C, NaCl(B2) 18.60(6)
Fe3C130_049 300 144.1(27) Fe3C, NaCl(B2) 18.60(10)
Fe3C130_050 300 146.3(34) Fe3C, NaCl(B2) 18.52(12)
Fe3C130_051 2980(200) 149.2(67) Fe3C, NaCl(B2) 18.76(9)
Fe3C130_052 3620(180) 154.7(83) Fe3C, NaCl(B2) 18.65(2)
Fe3C130_055 4270(460) 157.0(100) Fe7C3 (+L), NaCl(B2) 18.66(5)
Fe3C130_056 3910(260) 153.5(90) Fe7C3 (+L), NaCl(B2) 18.73(14)
Fe3C130_057 300 142.4(22) Fe7C3 (+L), NaCl(B2) 18.66(8)
Fe3C050_002 300 183.4(22) Fe3C, NaCl(B2) 17.35(6)
Fe3C050_003 1920(90) 209.1(41) Fe3C, NaCl(B2) 16.83(1)
Fe3C050_004 3070(130) 217.7(73) Fe3C, NaCl(B2) 16.74(4)
Fe3C050_005 2740(150) 226.1(64) Fe3C, NaCl(B2) 16.51(4)
Fe3C050_008 2020(50) 214.8(44) Fe3C, NaCl(B2) 16.71(4)
Fe3C050_009 2710(70) 219.6(63) Fe3C, NaCl(B2) 16.66(2)
Fe3C050_012 4100(150) 229.0(101) Fe3C, NaCl(B2) 16.57(3)
Fe3C050_014 3000(80) 231.5(71) Fe3C, NaCl(B2) 16.42(9)
Fe3C050_015 2810(40) 228.3(66) Fe3C, NaCl(B2) 16.47(6)
Fe3C050_016 300 217.4(13) Fe3C, NaCl(B2) 16.50(3)
Fe3C100_010 1980(40) 187.3(56) Fe3C, SiO2(α‐PbO2 type)

(Continued)
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and the C Kα count rates in the standards employed 
(Fe and Fe3C). The standard of Fe3C was synthesized at 
3 GPa and 1273 K. Fe3C synthesized at this condition 
contains no compositional zoning nor impurities and is 
thus close to stoichiometry, according to Walker et  al. 
(2013). An image of the recovered sample is shown in 
Figure  3.3 and the results of chemical analyses are 
 summarized in Table 3.1.

3.3. RESULTS

3.3.1. In‐Situ X‐Ray Diffraction Experiments

The experiments were carried out in the pressure range 
50–340 GPa and the temperature range 300–4300 K. The 
diffraction patterns of Fe3C at pressures around 200 GPa 
and >300 GPa are shown in Figures  3.1 and 3.2. We 
observed Fe3C up to 191.9 GPa and 4120 K. After heating 
to higher temperatures, the X‐ray diffraction peaks of 
Fe3C disappeared, and diffraction peaks assignable to 
Fe7C3 were observed at 192.3 GPa and 4310 K. After 
quenching, the diffraction peaks of Fe3C reappeared. This 

indicates clearly incongruent melting of Fe3C to Fe7C3 
and liquid, as was reported in previous studies at low 
pressure around 7~14 GPa (Nakajima et al., 2009; Litasov 
et al., 2013; Walker et al., 2013). At higher pressure condi-
tions, we observed X‐ray diffraction peaks ascribable to 
Fe3C up to 325 GPa at 1500 K and up to 343.1 GPa at 300 
K (Figure 3.2). These results are consistent with prelimi-
nary data on the Fe3C stability at 360 GPa and tempera-
tures up to 5500 K (Tateno et al., 2010), in which a carbide 
was formed by reaction of Fe with diamond anvils. 
Although Liu et al. (2016) reported that Fe3C decomposes 
to Fe and Fe7C3 at pressures above 160 GPa, we clearly 
observed the existence of Fe3C up to 325 GPa and high 
temperature without decomposition, as shown in 
Figures 3.1 and 3.2. Chen et al. (2018) reported the sound 
velocities of Fe3C up to core pressures. Our results together 
with previous experiments (Gao et al., 2011; Chen et al., 
2014; Chen et  al., 2018) indicate that Fe3C with the 
cementite structure is likely to be stable in the inner core 
pressure and temperature conditions, although we need 
further detailed studies to confirm it. The experimental 
conditions and results are given in Table 3.2.

Table 3.2 (Continued)

RUN # T (K) P (GPa) Observed Phases VNaCl (Å3) VSiO2 (Å
3)

Fe3C100_011 2860(70) 189.2(56) Fe3C, SiO2(α‐PbO2 type)
Fe3C100_012 3680(70) 190.9(56) Fe3C, SiO2(α‐PbO2 type)
Fe3C100_013 4120(150) 191.9(56) Fe3C, SiO2(α‐PbO2 type)
Fe3C100_015 4310(150) 192.3(56) Fe7C3 (+L), SiO2(α‐PbO2 type)
Fe3C100_016 300 198.9(24) Fe3C, Fe7C3, SiO2(α‐PbO2 type)
Fe3C040_018 300 297.2(49) Fe3C, SiO2(pyrite type) 59.49(4)
Fe3C040_020 300 309.7(30) Fe3C, SiO2(pyrite type) 58.72(19)
Fe3C040_022 1500(80) 309.7(44) Fe3C, SiO2(pyrite type) 59.17(44)
Fe3C040_023 300 306.8(57) Fe3C, SiO2(pyrite type) 58.81(18)
Fe3C040_025 300 313.1(31) Fe3C, SiO2(pyrite type) 58.44(14)
Fe3C040_027 300 319.8(34) Fe3C, SiO2(pyrite type) 58.50(13)
Fe3C040_029 1580(100) 325.8(23) Fe3C, SiO2(pyrite type) 58.37(19)
Fe3C040_030 300 327.4(61) Fe3C, SiO2(pyrite type) 58.18(15)
Fe3C040_032 300 321.6(83) Fe3C, SiO2(pyrite type) 58.14(6)
Fe3C040_033 300 328.1(23) Fe3C, SiO2(pyrite type) 57.94(10)
Fe3C040_034 300 324.8(31) Fe3C, SiO2(pyrite type) 58.27(2)
Fe3C040_035 300 322.4(28) Fe3C, SiO2(pyrite type) 58.16(13)
Fe3C040_038 300 322.8(27) Fe3C, SiO2(pyrite type) 58.03(24)
Fe3C040_040 300 324.2(101) Fe3C, SiO2(pyrite type) 58.18(44)
Fe3C040_042 300 333.6(69) Fe3C, SiO2(pyrite type) 57.67(10)
Fe3C040_043 300 343.1(50) Fe3C, SiO2(pyrite type) 57.30(37)
Quenched experiment
Fe3C350lab_001 2850(200) 59.4(60)b Fe3C, Fe7C3, Quenched L, SiO2

Numbers in parentheses are uncertainties on the last digits.
a The pressures were determined by the equations of state B2 (Fei et al., 2007) for the runs using the NaCl pressure medium, 
and the equation of state of Fe3C (Sata et al., 2010) with the thermal expansion (Vočadlo et al., 2002) for the runs with the SiO2 
glass pressure medium.
b The pressure was determined by the pressure dependency of the edge of T2g Raman band of the diamond anvil (Akahama & 
Kawamura, 2004) and ruby fluorescence (Dewaele et al., 2004).
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3.3.2. Textual Observations and Chemical Analysis 
of the Recovered Sample

We performed textural observations of a recovered sample 
quenched from 59.4 GPa and 2850 K for a starting material 
with a bulk carbon content of 5.2 wt.%, which is slightly 
more enriched in Fe than the stoichiometric Fe3C, as shown 
in Table  3.1. The quench texture of this run is shown in 
Figure 3.3. The carbon content in the quenched liquid phase 
was measured to be 4.7 wt.%, lower than the carbon content 
of the starting material. In addition, we observed Fe7C3 as a 
liquidus phase. This result confirms incongruent melting of 
Fe3C to Fe7C3 and liquid at 59.4 GPa.

3.4. DISCUSSION

The experimental results are summarized in Figure 3.4. 
Our results of incongruent melting temperature of Fe3C 
were fitted using Simon’s equation as follows (Simon & 
Glatzel, 1929):
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where Tm and Tm
R  are the melting temperature at an 

experimental pressure (P) and a reference pressure (PR), 
respectively, and A and C are fitting parameters. This 
equation is employed for convenience of melting curve 
fitting following previous authors (Lord et  al., 2009; 
Terasaki et al., 2011). The melting curve was fitted with 
the reference, PR= 0 GPa and Tm

R  = 1500 K GPa, which 
is the metastable incongruent melting temperature of 
Fe3C at 1 bar (Benz & Elliott, 1961). The fitting parame-
ters obtained here are A = 18.9 ± 3.3 and C = 2.4 ± 0.2. 
The incongruent melting temperature of Fe3C was esti-
mated to be 5130 ± 180 K at 330 GPa by extrapolation to 
the ICB pressure as shown in Figure 3.4. The fitted curve 
is consistent with the core isentropes and temperature at 
ICB estimated based on melting of mantle materials and 

Quenched liquid 5 μmSiO2

Figure 3.3 A backscattered electron microscope image of a sample recovered from 59.4 GPa and 2850 K. The area 
enclosed by the red dashed line shows a quenched liquid phase. SiO2 was used as the pressure‐transmitting 
medium. The quenched liquid is surrounded by Fe7C3 grains. The region outside Fe7C3 grains is composed of Fe7C3 
(dark) and Fe3C (bright) grains with granular textures. The compositions of the quenched liquid and Fe7C3 are given 
in Table 3.2. This image indicates incongruent melting of Fe3C. See electronic version for color representation of 
the figures in this book.



32 CARBON IN EARTH’S INTERIOR

energetics of the core, that is, heat flux from the core 
(Nimmo, 2015).

Figure 3.5 shows the phase and melting relationships 
of the Fe‐C system from 14 GPa (Nakajima et al., 2009) 
to 200 GPa. The composition of the liquid formed by 
incongruent melting of Fe3C at 60 GPa determined in 
this work (Table 3.1) is Fe‐rich in composition compared 
to that at 14 GPa. The compositions of the peritectic liq-
uids coexisting with Fe7C3 shift toward the Fe‐rich side at 
pressures from 14 GPa to 60 GPa. This result indicates 
that the Fe‐Fe3C eutectic composition will also change to 
Fe‐rich in composition, as has been shown in previous 
studies (Lord et al., 2009; Fei & Brosh, 2014) expanding 
compositional fields of liquidus Fe3C and Fe7C3.

Lord et al. (2009) proposed that both hcp‐Fe and Fe7C3 
are stable as subsolidus phases and are candidates for the 
inner core. However, our results clearly reveal that Fe3C is 
a stable carbon‐bearing compound, although it melts 
incongruently into Fe7C3 and liquid at temperatures 
above 5130 ± 180 at 330 GPa (Figure  3.4). Therefore, 

both Fe3C and Fe7C3 are potential stable carbon‐bearing 
phases in the inner core.

Several authors have estimated the carbon content in 
the core. Wood (1993) estimated the concentration of 
carbon in the core to be 2–4 wt.% based on high solu-
bility of carbon in liquid Fe and high abundance of 
carbon in C1 chondritic meteorites. McDonough (2003) 
estimated a carbon content of 0.2 wt.% from his 
estimation of bulk Earth composition and mass balance 
calculations between the mantle and core. Fiquet et  al. 
(2009) estimated the carbon content in the core to be 
about 1 wt.% based on the sound velocity of Fe3C and 
the preliminary reference Earth model (PREM) inner 
core. Mookherjee et  al. (2011) estimated the maximum 
carbon content in the inner core to be 1.5 wt.% based on 
sound velocity measurements and ab initio calculations 
on Fe7C3. According to recent experiments at 1–3 GPa 
and 1773–2073 K, the partition coefficient of carbon 
 between metal and silicate melts varies between 500 and 
5400, which is different from previous estimations and 
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indicates strong partitioning to the metal, comparable 
with partitioning of highly siderophile elements (Chi 
et al., 2014). If  the Earth was accreted from C1 chondrite 
parental bodies with high carbon content, up to 4 wt.% 
of carbon can be easily concentrated in the Earth’s core. 

Therefore, the carbon content in the Earth’s core is likely 
to be in the range 0.2–4 wt.%. The equation of state of 
Fe7C3 showed that the density of the inner core can well be 
explained by a single phase of Fe7C3 (Nakajima et  al., 
2011) or a mixture of 90‐60 vol.% of Fe7C3 and 10‐40% of 
hcp‐Fe (Chen et al., 2012). The equation of state of Fe3C 
determined previously (Sata et  al., 2010; Litasov et  al., 
2013) indicates similar compression behaviors of Fe3C to 
Fe7C3. Thus, the inner core can be explained by Fe7C3 or 
Fe3C within the experimental uncertainty of the equation 
of state, assuming the ICB temperature ~5000 K. Finally, 
sound velocity measurements of Fe7C3 (Chen et al., 2014; 
Prescher et al., 2015) indicate that it can explain low VS of  
the inner core without application of specific crystallization 
conditions (Mattesini et al., 2013; Yoshida et al., 1996) or 
premelting effects (Martorell et al., 2013). Indeed, Fe3C is 
the next plausible compound to explain low VS in the 
inner core (Gao et al., 2011; Gao et al., 2008).

The previous and present melting relationships of the 
Fe‐Fe3C system shown in Figure 3.5 indicate that the peri-
tectic liquid coexisting with Fe7C3 shifts toward the 
 Fe‐rich side with increasing pressure. The eutectic liquid 
composition of the system is likely to shift toward a sim-
ilar direction with increasing pressure. If  Fe carbide is a 
liquidus phase during crystallization of the inner core, 
the initial crystallizing phase from the liquid core may be 
Fe7C3, followed by Fe3C, and then by a mixture of hcp‐Fe 
and Fe3C at the latest stage. Crystallization of hcp‐Fe and 
Fe3C from the eutectic liquid provides no compositional 
convection in the outer core, because no light element is 
expelled by the crystallization. The latent heat due to 
crystallization will only be the energy source to create 
geodynamo in the outer core.

Thus, the distribution of these phases in the inner core 
could account for its internal structure, as revealed by 
seismology of the innermost inner core (Ishii & 
Dziewonski, 2002; Cao & Romanowicz, 2007). Our 
results suggest the innermost inner core of Fe7C3, which 
is consistent with a recent compression study (Nakajima 
et al., 2011; Chen et al., 2012). According to elasticity of 
Fe7C3 and Fe3C determined by ab initio calculations, both 
carbides are highly anisotropic (Mookherjee et al., 2011; 
Mookherjee, 2011) and could explain anisotropy in the 
inner core even better than hcp‐Fe. Caracas (2017), on 
the other hand, argued that the anisotropy of hcp‐iron 
increases with increasing carbon content. Lai et al. (2018) 
showed experimentally a strong anisotropy of Fe7C3 up 
to 80 GPa and 800 K, and argued that high temperature 
may significantly influence the elastic anisotropy. A 
recent seismological study (Wang et al., 2015) suggested 
that both the inner core and the innermost inner core 
have different types of seismic anisotropy. If  Fe3C and 
Fe7C3 crystallized in the core, they could cause the aniso-
tropic structure within the inner core. We should notice 
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that detailed quantitative arguments on carbide layering 
in the inner core with its anisotropy is not possible at pre-
sent due to insufficient experimental data on the phase 
relations of the Fe‐C system under the inner core condi-
tions and should be evaluated in future studies.

Crystallization of carbon‐bearing phases would 
concentrate carbon in the inner core, resulting in a deple-
tion of carbon in the outer core. Other light elements, 
such as H, O, Si, and S need to be present to satisfy the 
observed density of the outer core, since the outer core 
has a smaller density compared to the inner core. Although 
the multicomponent systems are not yet studied at high 
pressure to reveal liquidus phases during the inner core 
crystallization, carbides are very promising candidates if  
we compare melting temperatures of different compounds 
under the core conditions (FeSi by Lord et  al., 2010; 
Fe72.5Si27.5 by Fischer et  al., 2011; Fe90.1Si9.9 by Asanuma 
et  al., 2010; Fe75O5S20 by Terasaki et  al., 2011). In the 
Fe‐C‐S system, iron carbide would be the liquidus phase, 
which could coexist with a sulfur‐rich liquid, although the 
experiments are limited to 7 GPa (Dasgupta et al., 2009) 
and need to be confirmed at higher pressures.
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Structure and Properties of Liquid Fe‐C Alloys at High Pressures 
by Experiments and First‐Principles Calculations

Bin Chen1 and Jianwei Wang2

ABSTRACT

It is believed that the core formation processes sequestered a large majority of Earth’s carbon into its metallic 
core. Incorporation of carbon to liquid iron may significantly influence its properties under physicochemical 
conditions pertinent to the deep magma ocean and thus the chemical evolution of terrestrial planets and moons. 
Compared to available experimental data on the physical properties of crystalline iron alloys under pressure, 
there is a remarkable lack of data on the properties of liquid iron‐rich alloys, due to experimental challenges. 
Here we review experimental and computational results on the structure and properties of iron or iron‐nickel 
liquids alloyed with carbon upon compression. These laboratory data provide an important foundation on 
which the interpretation of ultrahigh pressure laboratory data and the verification of theoretical data will have 
to be based. The low‐pressure data can be used to validate results from theoretical calculations at the same 
 conditions, and high‐pressure calculations can be used to estimate and predict liquid properties under core 
 conditions. Availability of the liquid properties of Fe‐C liquids will provide essential data for stringent tests of 
carbon‐rich core composition models for the outer core.

4

4.1. INTRODUCTION

As the remotest and most dynamic region of the planet 
and accounting for 18% of the total planetary volume, 
the liquid core of the Earth is estimated to be mostly 
composed of iron (Fe) and 5% to 10% nickel (Ni), with a 
minor fraction of light impurities that lower its density 
and melting point with respect to pure Fe (Birch, 1964; Li 
& Fei, 2014; McDonough & Sun, 1995; Poirier, 1994). 
The estimates of the core density deficit relative to 
solid  Fe vary between 6% and 10% for the outer core 
(O.  L. Anderson & Isaak, 2002; Anderson & Ahrens, 

1994; Fei et al., 2016; Jephcoat & Olson, 1987; Shanker 
et  al., 2004; Stevenson, 1981; Stixrude, Cohen, et  al., 
1997). Knowledge on the nature and abundance of the 
light alloying elements (S, O, C, Si, H) in the core has 
significant implications for planetary accretion and 
differentiation history, bulk composition and chemical 
evolution of the planet, and dynamic processes in the 
outer core for the generation of the Earth’s magnetic field 
(Li & Fei, 2014, and references therein; Stevenson, 2010). 
Furthermore, the composition of the core holds the key 
for answering the fundamental questions in geophysics 
and planetary sciences: “How has the core evolved to its 
current state?” and “What is the role of the core in the 
planet’s internal processes and dynamics?” As in the 
Earth, the presence of liquid cores has been identified in 
other planets such as Mercury (Margot et al., 2007) and 
Mars (Fei & Bertka, 2005), as well as the moons of 
planets in the solar system such as the Moon 
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(Weber et al., 2011) and Ganymede (Bland et al., 2008; 
Hauck et al., 2006). The advent of space exploration of 
terrestrial‐like planets and moons also gives rise to tre
mendous interest in the internal  structures of these 
bodies, and particularly the possible existence of cores 
and their composition and internal dynamics.

Carbon is the fourth most abundant element in the 
solar system but is depleted by three orders of magnitude 
in the silicate Earth. Most of Earth’s carbon resides in the 
deep interior, but the fact that carbon is readily outgassed 
makes these estimates difficult and controversial. 
A  significant fractionation of Earth’s carbon may have 
partitioned into the core during differentiation (Chen & 
Li, 2016; Dasgupta & Walker, 2008; Nakajima et  al., 
2009). Carbon has been suggested to be among the 
principal light elements in the core, partly due to its cos
mochemical abundance, occurrence of Fe carbide phases 
in meteorites, and high affinity and solubility in Fe‐Ni 
liquids during core‐mantle differentiation (Chen & Li, 
2016; Wood, 1993; Wood et al., 2013). Recent advances in 
high‐pressure and synchrotron techniques have permitted 
both static and dynamic high‐pressure experiments on 
crystalline iron alloys under pressure‐temperature (P‐T) 
conditions found at the center of the Earth (Li & Fei, 
2014). For the solid inner core, the phase stability, thermal 
equation‐of‐state, and sound velocities of relevant solid 
Fe‐carbide phases, under or approaching core conditions, 
have been extensively investigated (Chen et  al., 2012, 
2018; Fiquet et al., 2009; Gao et al., 2008; Lai et al., 2018; 
Liu et  al., 2016; Mookherjee, 2011; Mookherjee et  al., 
2011; Nakajima et al., 2009; Prescher et al., 2012, 2015; 
Sata et al., 2010). In contrast, for much of the liquid outer 
core, such experimental investigations and discussion are 
still significantly lacking, largely due to the huge gap in 
the P‐T space accessible to experiment at actual core con
ditions. Furthermore, there are very limited experimental 
data on thermoelastic properties of Fe‐C liquids even at 
low pressures (Kuwabara et  al., 2015; Lai et  al., 2017; 
Shibazaki et al., 2015; Shibazaki & Kono, 2018; Terasaki 
et al., 2006, 2010). These properties of iron‐light‐element 
liquids are usually investigated under 10 GPa in the 
 laboratory, far below the expected conditions of the 
outer core.

The elastic and viscoelastic properties of liquid Fe 
alloys, such as the density, sound velocities, attenuation, 

and viscosity, are a prerequisite for the interpretation of 
the behavior of the outer core and for constructing core 
composition models. To account for the density deficit 
for the outer core, and to understand buoyancy effects 
accompanying inner core crystallization and hence core 
dynamics, it is critical to measure the density of Fe‐rich 
liquids under high P‐T conditions in the laboratory. 
Recent advances in experimental techniques allow 
measurement of the liquid properties at relatively low 
pressures. For instance, using sink/float or X‐ray 
absorption methods, the densities of several liquid Fe‐
rich alloys have been measured under static high‐pressure 
conditions (mostly <10 GPa), i.e. Fe‐S liquids (Nishida 
et  al., 2008; Sanloup, Guyot, Gillet, Fiquet, Mezouar, 
et al., 2000; Tateyama et al., 2011), Fe‐C liquids (Sanloup 
et  al., 2011; Terasaki et  al., 2010), and Fe‐Si liquids 
(Sanloup et al., 2004; Tateyama et al., 2011; Yu & Secco, 
2008) (see Table 4.1).

Likewise, recent advances in high‐performance compu
tation permit calculations of structure, equations of state, 
viscosity, and sound velocity of melts at high tempera
tures and pressures, using first‐principles molecular 
dynamics (MD) simulations (Lai et  al., 2017; Stixrude, 
Cohen, et  al., 1997). Simulations of systems of in the 
order of 1000 atoms and up to tens of pico‐seconds 
become practical and are expected to be adequate to cal
culate the properties of the melts with acceptable accu
racies. First‐principles simulations of Fe‐Ni‐C liquids 
are, however, limited in the literature (Alfé, 2010; Alfé 
et  al., 2000; Belashchenko, 2014; Côté et  al., 2012; 
Desjarlais, 2013; Lai et  al., 2017; Sobolev & Mirzoev, 
2013; Vocǎdlo et al., 2000; Zhang & Yin, 2012). In concert 
with current high P‐T experimental capabilities, it is 
desirable to systematically investigate the density, sound 
velocity, viscosity, and structure of Fe‐Ni‐C liquids under 
moderate pressures by experiments and approaching core 
conditions by theoretical calculations, an approach to 
avoid long extrapolations of low‐pressure properties in 
order to have a better understanding of the carbon 
inventory in planetary cores. The ambient and low‐
pressure experimental data can serve as a baseline for 
higher pressure materials properties and can be directly 
applied to the modeling for planetary cores of smaller 
bodies. The low‐pressure experimental data can also be 
used to benchmark the systematic biases that often occur 

Table 4.1 Existing studies on density of liquid iron and its alloys with carbon.

Source Composition P‐T Range Method

Jimbo & Cramb (1993) Fe‐C liquid (0–4 wt% C) 0 GPa, 1523–1823 K Sessile drop profile
Terasaki et al. (2010) Fe3C 3.6–9.5 GPa, 1973 K X‐ray absorption
Sanloup et al. (2011) Fe‐5.7 wt% C 2–8 GPa, 2273 K (corrected) X‐ray absorption
Shimoyama et al. (2013) Fe‐3.5 wt% C ≤6.8 GPa, 2200 K X‐ray absorption
Morard et al. (2017) Fe‐C liquid (2.5–3.0 wt% C) 6–58 GPa, 3200 K Diffuse scattering
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in the first‐principles calculations, such as the tradeoffs 
between the accuracy and duration of the simulations. 
After being benchmarked against lower pressure experi
mental results, first‐principles calculations can then be 
effectively and reliably carried out to explore more rele
vant P‐T ranges for the core.

In this chapter, we first discuss recent results on the 
structure of the Fe‐Ni‐C liquids at high pressures. 
We then discuss the structural effects on the elastic and 
viscoelastic properties of Fe‐Ni‐C liquids, from the per
spectives of laboratory experiments and computational 
techniques, in order to establish a systematic dataset on 
the density, sound velocity, viscosity, and structure of the 
liquids in a previously unexplored pressure‐temperature‐
composition sector.

4.2. STRUCTURE OF FE‐C AND FE‐NI‐C LIQUIDS

One of the most remarkable observations in physical 
sciences is that most substances (liquid or solid state) 
with a well‐defined chemical composition can transform 
from one structure to another simply by varying thermo
dynamic conditions such as pressure and temperature. 
Physical properties of the substances on the mascroscopic 
scale are intimately controlled by their structure at 
the atomistic scale. In planetary sciences, knowledge of 
the structural evolution of iron liquids as core‐forming 
materials upon compression is essential for understanding 
the evolution and dynamics of terrestrial planets and 
moons, as the liquid properties are governed by the liquid 
structure. However, the pressure‐induced structural tran
sitions of iron liquids have not been thoroughly investi
gated, largely due to the subtle changes of the liquid 
structure and the ambiguities of the reported liquid 
structural data in most previous studies (Sanloup, Guyot, 
Gillet, Fiquet, Hemley, et  al., 2000; Shen et  al., 2004; 
Shibazaki et al., 2015).

4.2.1. Experimental Results

Based on X‐ray diffraction measurements and the 
appearance of two distinct subpeaks of the second peak 
in the experimental pair distribution function (PDF), 
Sanloup, Guyot, Gillet, Fiquet, Hemley, et  al. (2000) 
reported a structural change in liquid Fe from bcc‐like to 
bcc‐fcc‐like local order in the vicinity of the δ‐γ‐liquid 
triple point at ~5 GPa. This splitting, however, was not 
observed in the other two measurements of liquid Fe up 
to 6.4 GPa (Kono et al., 2015) and 58 GPa (Shen et al., 
2004). The incorporation of carbon in liquid Fe may 
 promote the structural transition. A liquid structural 
transition in Fe‐3.5 wt%C liquid was inferred from peak 
distance changes in their experimentally determined PDFs 
at ~5 GPa (Kono et  al., 2015). Structural transitions in 

liquids have also been inferred from changes in physical 
and chemical behaviors of liquid Fe alloys at high pres
sures. Both Fe‐5.7 wt%C (Sanloup et al., 2011) and Fe‐3.5 
wt%C (Shimoyama et al., 2013) liquids showed marked 
changes in their densities at ~5 GPa. The structural 
transition in the metallic liquids was also thought to be 
intimately related to the observed nonlinear systematics 
in the metal‐silicate partitioning behaviors for trace 
 elements (i.e., Ni, Co, and W) (Sanloup et  al., 2011). 
Compared to the studies of solid Fe‐carbides (Chen 
et  al., 2014; Fang et  al., 2009; Fiquet et  al., 2009; Gao 
et al., 2008, 2011; Li et al., 2002; Lin et al., 2004; Litasov 
et  al., 2014; Litasov et  al., 2013; Mookherjee, 2011; 
Mookherjee et al., 2011; Prescher et al., 2015; Sata et al., 
2010; Scott et al., 2001), relatively limited experimental 
work has been conducted on the Fe‐C or Fe‐Ni‐C liquids. 
Occurrence of structural changes in liquids Fe‐alloys in 
the P‐T‐X space such as a polyamorphic transition at ~5 
GPa inevitably makes the extrapolation of their physical 
properties to core conditions irrelevant. Therefore, it is 
crucial to probe the high P‐T structure of Fe‐rich alloys 
considered for the outer core, in order to profoundly 
understand their elastic and viscoelastic properties and 
geochemical consequences, e.g., the partitioning coeffi
cients of elements between liquid silicates and liquid 
metallic phase (Sanloup et al., 2011).

Recently, the structure change of Fe or Fe‐Ni liquid 
alloyed with various amounts of carbon has been experi
mentally investigated at high pressures (Lai et al., 2017; 
Shibazaki et  al., 2015). Based on multiangle energy‐ 
dispersive X‐ray diffraction measurements, a liquid 
 structure transition at ~5 GPa was inferred from the 
observations of peak distance changes in experimentally 
determined PDFs in Fe‐3.5 wt% C liquids (Shibazaki 
et al., 2015) and Fe90Ni10‐5 wt%C and Fe90Ni10‐3 wt% C 
(Lai et al., 2017). Notably, the derived PDFs for Fe90Ni10‐5 
wt% C and Fe90Ni10‐3 wt% C liquids up to 7.3 GPa and 
1773 K show changes to the rich features of the second 
nearest neighbors peaks at ~5 GPa, which were used as 
primary indication of a polyamorphic liquid structural 
transition for both liquids (Figure 4.1) (Lai et al., 2017). 
Unlike Si, which is found to be substitutionally incorpo
rated into Fe, carbon, as well as a small amount of S, is 
alloyed with liquid Fe through interstitial incorporation 
(Shibazaki & Kono, 2018). Detailed structural infor
mation of the liquids, however, could not be directly 
derived solely from the experimental data. A model anal
ysis based on atomic packing motifs is consistent with the 
result from first‐principles MD calculations, which 
 suggest that the transition is related to the three‐atom 
polyhedral connection of Fe‐Ni atomic motifs in the 
high‐pressure liquids at >5 GPa (Figure  4.1 and 
Figure 4.2) (Lai et al., 2017). Such a change in intermediate 
range structure has a significant effect on the properties 
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of the liquid because a three‐atom connection (a triangle) 
between polyhedra could geometrically induce a struc
tural and dynamical stability (Figure 4.2).

4.2.2. Computational Results

First‐principles MD simulation shows that short‐range 
order of carbon atoms in Fe‐C liquids changes signifi
cantly with carbon concentration (0 to 5 wt% carbon), 
varying from simple carbon solution in iron to carbon 
forming local sites like the distorted prismatic sites in 
Fe3C (Sobolev & Mirzoev, 2013). MD simulations indi
cate that liquid structure and transition are not affected 
by replacing Fe with 10 at% Ni in the Fe90Ni10‐5 wt% C 
liquid (Lai et al., 2017). For the Fe90Ni10‐5 wt% C liquid, 
the short‐range structure in the pressure range from 0–67 
GPa (Figure 4.2) shows the coordination number in the 
Fe/Ni‐Fe/Ni subsystem around 12, indicative of a nearly 
close‐packed structure. The coordination number in the 

C‐Fe/Ni subsystem increases from 6.5 to 8.5, indicating 
an approximately octahedral to cubic transition. The Fe/
Ni‐Fe/Ni bond length is significantly compressed as com
pared to the C‐Fe/Ni bond. The mixing of Fe, Ni, and C 
are not ideal, which is based on their pair distribution 
functions. The preferential clustering between the atoms 
is pressure dependent. Such subtle miscibility changes 
with pressure between the elements are possibly related to 
changes in the local chemical and structural environment 
but may particularly influence other physical properties. 
Based on the analysis of the partial configurationally 
decomposed distribution function, the intermediate‐
range structures of both Fe/Ni‐Fe/Ni and C‐Fe/Ni sub
systems change substantially, which can be characterized 
by a significant increase of three‐atom shared polyhedra. 
The computational results suggest a close correlation bet
ween the structural change and an increased bulk mod
ulus, decreased diffusion coefficient, and increased shear 
viscosity from the polyamorphic transition. Both misci
bility and clustering of the liquid component elements 
are structural characteristics that appear to have a 
significant impact on the physical properties of the liquid.

The synergy between experiments and calculations pro
vides critical structural information about the liquids for 
the interpretation and understanding of the intrinsic 
nature of the pressure‐induced structural rearrangements 
of the liquids and the resultant effects on the liquid prop
erties. The structural changes of liquid iron alloys upon 
compression, as exemplified by the Fe‐Ni‐C liquids in 
this study and others, can have a significant effect on the 
liquid properties, such as viscosity, sound velocity, and 
density. The liquid structure change may also influence 
the partitioning behaviors of major or trace elements and 
isotopic fractionation between metal and silicates during 
planetary core formations. Knowledge of the equation of 
the state and polyamorphic transitions in core‐forming 
liquid iron alloys is thus crucial for our understanding of 
the chemical evolution of terrestrial planets and moons.

4.3. RELATIONSHIP BETWEEN PROPERTY AND 
STRUCTURE AND GEOPHYSICAL IMPLICATIONS

Incorporation of light elements such as carbon into 
liquid Fe is known to have significant effect on the mac
roscopic properties of the liquids, which are dictated by 
their atomic‐scale structures at high pressures (Shibazaki 
& Kono, 2018). Light elements are known to reduce the 
densities of their alloys with liquid Fe at high pressures 
(Morard et al., 2014; Nishida et al., 2008; Nishida et al., 
2016; Sanloup et  al., 2004; Shimoyama et  al., 2013; 
Tateyama et al., 2011; Terasaki et al., 2010). For Fe‐C liq
uids, the densities of Fe‐5.7 wt% C (Sanloup et al., 2011) 
and Fe‐3.5 wt% C (Shimoyama et al., 2013) both showed 
marked changes at ~5 GPa (Figure  4.3), which is the 
pressure at which both experiments and computations 
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Figure 4.1 Reduced pair distribution function G(r) of Fe90Ni10‐5 
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ments up to 7 GPa (Lai et al., 2017) and molecular dynamics 
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inferred a liquid structural transition (Lai et  al., 2017; 
Shibazaki et al., 2015). Effect of the liquid atomic struc
ture on the properties is also reflected on the equation of 

the state in a subtle manner. Two separate piece‐wise 
 fittings of the data of pressure as a function of volume of 
Fe90Ni10‐5 wt% C liquid at pressures from 0 to 5 GPa and 
5 to 67 GPa result in a better overall fitting statistic than 
fitting of the data in whole pressure range from 1 to 67 GPa, 
consistent with the liquid‐liquid polyamorphic transition 
at a volume of ~11 Å3/atom around ~5 GPa. Furthermore, 
the residual fluctuation from the fitting of a single Birch‐
Murnaghan equation of state are closely correlated with 
the coordination number of three‐atom shared polyhedra 
truncates in the pressure range, which suggests that there 
is a direct correlation between the intermediate‐range 
structure of the liquid and fluctuations in its equation of 
state. This correlation is further highlighted by the fact 
that a greater number of three‐atom shared polyhedra at 
higher pressures is correlated to a higher bulk modulus at 
smaller volumes based on the result of the piece‐wise 
fitting of Birch‐Murnaghan equation of state.

On the other hand, incorporation of  light elements 
such as C in the liquid Fe may increase or decrease the VP 
(Shibazaki & Kono, 2018). Substitutional incorporation 
of  Si in liquid Fe as characterized by the shortening r1 
and r2 distances in the PDFs may increase the VP. In con
trast, the expansion of  r1 and r2 distances by the intersti
tial incorporation of  C and a small amount of  S may 
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decrease the VP of  the liquids (Shibazaki & Kono, 2018). 
Due to the challenges of  experiments on liquids, most 
experiments on liquid properties and structure were 
 conducted at low pressures (<10 GPa) and the above 
structure VP relationship may not be valid at higher 
pressure conditions. Indeed, VP of  liquid Fe‐16 at% C 
was reported to be higher than that of  pure liquid Fe 
(Nakajima et al., 2015), contradictory to the empirical 
relationship determined at lower pressures (Shibazaki & 
Kono, 2018).

The distinct effect of C on the r1 and r2 distances of 
liquid Fe and the structural evolution with pressure may 
also control other physical and chemical properties of 
liquid Fe. Viscosity of liquid Fe alloys at high pressure is 
another important physical property that is closely related 
to the internal dynamics of the outer core. Estimates of the 
viscosity of Earth’s outer core varies in the orders of mag
nitude, particularly between observation and theory 
(Secco, 1995). Laboratory measurements indicated that 
the interstitial incorporation C into liquid Fe has little 
effect on the viscosity at <5 GPa (Terasaki et al., 2006). 
The structural evolution of the Fe‐Ni‐C liquids as 
explained by the increased fraction of three‐atom cluster 
connections at ~5 GPa may significantly affect the vis
cosity of the liquids, which still awaits further experimental 
verification. For small terrestrial planets or moons, i.e. 
Mercury, Ganymede, and Moons, the structural change of 
the Fe‐C liquids may occur at depths in the liquid portion 
of their cores. The resultant changes in liquid properties 
such as density and viscosity may lead to distinct layered 
stratifications and convection in the liquid cores.

The structural change of the Fe‐Ni‐C liquids may also 
influence chemical properties such as partitioning behav
iors of major or trace elements and isotopic fractionation 
between metal and silicates during the formation of 
planetary cores. The nonlinear systematics in the metal‐
silicate partitioning behavior for trace elements (i.e., Ni, 
Co, and W) were also assumed to result from the poly
amorphic transition, which was inferred from a liquid 
compressibility change in the Fe‐C liquid (Sanloup et al., 
2011) and is consistent with the experimental and compu
tational study on the structural change of Fe‐C liquid at 
~5 GPa (Lai et  al., 2017; Shibazaki et  al., 2015). The 
structural change may also render the distinct geochem
ical imprints (i.e., iron and carbon isotopes) of the bulk 
silicate Earth left behind by the core formation: bulk sili
cate Earth carbon is isotopically distinct (–5 ‰) from that 
in other terrestrial planets or planetary bodies (i.e., Mars 
and Vesta) and primitive undifferentiated meteorites 
(chondrites) (–20 ± 5 ‰) (Wood et  al., 2013). The 
knowledge of the structural changes and potential poly
amorphic transitions in core‐forming liquid iron alloys is 
thus crucial for our understanding of the chemical evolu
tion of terrestrial planets and moons (Lai et al., 2017).

4.4. CONCLUSIONS

An outer core compositional model requires reliable 
material properties of iron‐nickel liquids alloyed with 
lighter elements under core conditions. Probing the 
high P‐T behavior of the iron‐rich liquids through syn
ergies between laboratory experiments and theoretical 
calculations could help improve our understanding of 
the physics and chemistry of the core, particularly of the 
liquid outer core. This approach provides a tractable 
methodology and offers a new and practical interplay 
between experiments and first‐principles‐based modeling 
for studying the liquid properties under outer core condi
tions that are difficult to reach with the current static 
high‐P capabilities. A key component of this method
ology is that all details of the structural and electronic 
information are fully accessible from the computations 
while experiments are used to validate the computed 
properties under experimentally accessible conditions. 
The new data from this methodology would add addi
tional constraints on core composition and shed new 
light on the deep interiors of the Earth, as well as terres
trial planets and moons. Such a method can be particu
larly of value in determining if  there are unanticipated 
changes in the large pressure range encountered in the 
Earth’s outer core similar to the polyamorphic transition 
around ~5 GPa or changes of intermediate structure and 
clustering involving light elements such as C. Recent 
studies based on such methodology show promising 
results.
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A Geologic Si‐O‐C Pathway to Incorporate Carbon in Silicates

Alexandra Navrotsky1, John Percival2, and Larissa Dobrzhinetskaya3

ABSTRACT

Geologic and planetary processes are punctuated by sudden cataclysmic events, and planetary evolution is irrev-
ocably changed by impacts and intense seismic and magmatic/volcanic activity. Such events often are associated 
with or generate high temperature, high pressure, and low oxygen fugacity. Their traces in the accessible geologic 
record are not pristine but altered by subsequent petrologic reactions. Evidence from the thermochemistry of 
synthetic materials, largely studied in a materials science context, in Si‐O‐C and M‐Si‐O‐C‐H systems under 
reducing conditions can be used to propose some possible rare but significant reactions, together called a 
geologic Si‐O‐C pathway, involving carbon‐containing silicate melts, glasses, and amorphous materials. The 
substitution of carbon for oxygen in the first coordination shell of silicon provides a reducing local environment 
for the formation of metals, carbides, and silicides. Grains of these refractory compounds may persist long after 
the main carbon‐containing silicate phase has transformed and disappeared. Such relict refractory materials 
may be markers of impact events and unusual volcanism. Anomalies in minor phases, trace elements, and tex-
tures in settings ranging from ultra‐high pressure metamorphic rocks to impact craters to carbonado diamonds 
may be linked to the transient presence of carbon‐rich silicate phases generated under reducing conditions from 
initially carbon‐rich target rocks and/or impactors.

5

5.1. INTRODUCTION AND BACKGROUND

The chemical state of carbon coexisting with or dis-
solved in silicates at various conditions of temperature, 
pressure, and oxygen fugacity is critical to modeling the 
global carbon cycle and to understanding geologic and 
planetary processes. Under relatively oxidizing condi-
tions, carbon can enter silicate melts, glasses, and crystals 
as carbonate (CO3

2‐) groups, and such equilibria have 
been studied extensively (Duncan et al., 2017; Kim et al., 
2018; Kohn et  al., 1991; Le Voyer et  al., 2017; Mysen 
2017). Molecular CO2 can be confined in the pores and 
channels of open framework structures such as zeolites. 
Such porous phases and their surfaces, when containing 

guest molecules, can undergo high‐pressure phase transi-
tions that are different from those in guest‐free zeolites 
(Haines et al., 2010; Yong et al., 2018).

The substitution of carbon for silicon in tetrahedral 
sites of crystalline, glassy, and molten silicates has been a 
subject of speculation for many years. Computational 
and experimental studies have confirmed polymeric and 
tetrahedral framework (cristobalite‐like) forms of carbon 
dioxide at pressures above 40 GPa (Oganov et al., 2008; 
Park et al., 2003; Seto et al., 2010). Carbonates contain-
ing tetrahedral CO4

2‐ groups have also been proposed to 
exist above 80 GPa (Oganov et al., 2008). Although there 
is increasing evidence for such phases, their pressures of 
formation lie beyond the range of most petrologic 
processes. Nor can one directly address to what extent 
carbon can substitute for tetrahedral silicon in multicom-
ponent silicates, given the large difference in Si‐O and 
C‐O tetrahedral bond lengths. One must then ask whether 
other more energetically affordable ways of incorporating 
carbon into silicates at lower pressure exist, especially 
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under reducing conditions where CO2 is destabilized and 
carbides can form.

The materials science and petrology communities have 
sought to put carbon into silica glass and silicates 
(Dasgupta et  al., 2013; Fine & Stolper, 1986; Pantano 
et  al., 1999). The direct incorporation of carbon into 
silica by high temperature reaction (including melting) is 
limited both by the low reactivity of silica and graphite in 
the solid state and by the carbothermic reduction of silica 
by graphite (Hutchinson et al., 1988) to form silicon car-
bide and carbon monoxide gas at temperatures above 
1500 °C by the reaction

 SiO C SiC CO gas2 3 2 . (5.1)

These difficulties have been circumvented by synthetic 
routes involving organosilicon compounds, whose con-
trolled polymerization and pyrolysis at 500–1400 °C have 
led to a series of compositionally controlled “polymer‐
derived ceramics” or PDCs (Colombo et al., 2010; Mera 
et al. 2013) containing silicon, oxygen, and carbon (see 
Figure 5.1), as well as more complex systems containing 
those elements plus nitrogen, boron, hydrogen, and 
smaller amounts of other metals (Mera et  al., 2013; 
Ionescu et  al., 2013). Though amorphous by X‐ray 
diffraction, PDCs show complex interpenetrating 

 nanostructures of silica‐rich and carbon‐rich domains. 
The domains are thin, fractal, and intergrown. Within the 
silica‐rich domains, carbon substitutes not for silicon but 
for oxygen, leading to “mixed tetrahedra” (SiCnO4‐n) with 
silicon at the center and zero to four carbon atoms in the 
first coordination shell, as documented by extensive spec-
troscopic studies, especially by nuclear magnetic reso-
nance techniques (Mera et al., 2013; Widgeon et al., 2010) 
(see Figure 5.1). The carbon in the silica‐rich domains is 
not uniformly distributed but tends to be enriched near 
their interfaces with the carbon‐rich domains.

PDCs persist to about 1500 °C, until the carbothermic 
reduction reaction (Equation 5.1) sets in (Hutchison 
et al., 1988). It was initially assumed that the PDCs were 
thermodynamically metastable and their lack of decom-
position at high temperature below that of carbothermic 
reduction was a result of kinetic hindrance. However, 
calorimetric studies of their enthalpies of formation 
showed that many PDC compositions are stable in 
enthalpy relative to a mixture of crystalline SiO2, SiC, 
and C (Mera et  al., 2013; Varga et  al., 2007). Since 
the  entropies of the disordered and nanostructured 
PDCs are almost certainly higher than those of a mixture 
of crystalline components, the negative enthalpies of 
formation coupled with positive entropies of formation 
make them thermodynamically stable, having lower 
Gibbs free energy of formation than an isochemical 
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Figure 5.1 (a) Approximate composition range (mole fraction basis) over which polymer‐derived ceramic (PDC) 
phases form in the Si‐O‐C system. (b) 29Si MAS NMR spectra of a polysiloxane‐derived SiOC PDC of composition 
SiO1.5C0.68 pyrolyzed at 1100 °C in argon. The experimental spectrum is shown by the solid bold curve on top, 
followed by the simulated spectrum (dashed curve), and the individual simulated components (bottom, solid 
curves). Peaks from right to left correspond to SiO4, SiO3C, SiO2C2, SiC4, and SiOC3 groups, as modeled by decon-
volutions, with the SiOC3 and SiC4 groups not always clearly separated in the experimental data (Mera et al., 
2013). This figure illustrates the power of NMR to distinguish mixed‐bond tetrahedra. See electronic version for 
color representation of the figures in this book.
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 mixture of crystalline components. This observation led 
us to speculate that analogous carbon‐containing glassy, 
liquid, or crystalline phases, with carbon substituting for 
oxygen rather than for silicon, might form under reducing 
conditions in the crust and mantle. Reducing conditions 
are obviously required to minimize the formation of CO2 
or carbonates (Kadik et al., 2004; Sen et al., 2013). Very 
high pressure is not required, but moderate pressure 
would disfavor the carbothermic reduction reaction, 
which produces a gas phase and would thus extend the 
stability field of the silicon oxycarbide phases to higher 
temperatures. Later diamond cell and multianvil experi-
ments in the Navrotsky group on mixtures of silica glass, 
silicon carbide, and graphite were inconclusive because 
of very slow reactions, even at temperatures of 1500–2000 
°C and pressures of 5–10 GPa and therefore were not 
published. Thus, it is not clear at present how pressure 
affects the stability and decomposition of PDCs or 
whether, if  gas evolution and crystallization are sup-
pressed, they can melt to produce carbon‐containing sili-
cate liquids with mixed‐bond tetrahedra. The discussion 
below suggests that PDC‐like solids can be produced in 
several ways: by condensation from a vapor, by cooling 
of a multicomponent supercritical fluid from very high 
temperature and pressure, or from a silicate melt at low 
oxygen fugacity and moderate temperature and pressure.

Motivated by the observed thermodynamic stability of 
PDCs, we conclude that the polymer route was a kinetic 
and mechanistic convenience, allowing a synthetic 
pathway to a stable product. Thus, the product should be 
attainable by other simpler means not involving organo-
metallic polymer precursors. Laser ablation of a silica 
glass target in an acetylene atmosphere (Tavakoli et al., 
2015) produced a powder that had many of the attributes 
of the PDC materials, though it was fine grained and 
contained more hydrogen. It contained mixed‐bond 
SiCnO4‐n tetrahedra and had comparable energetic sta-
bility to PDCs of similar composition. Its method of syn-
thesis, rapid formation of a plume of vapor and particles 
followed by rapid collection on a cold substrate, has some 
similarity to a geologic impact process, and the observa-
tions made us think of the role of Si‐O‐C melts, glasses, 
and amorphous solids in impact phenomena.

It is possible that C can substitute for O in amorphous 
PDC‐like materials other than pure silica, with implica-
tions for reduced silicate melts in the Earth’s mantle (Sen 
et al., 2013). For example, carbon substitutes for oxygen 
in lithium silicate systems of less than full polymeriza-
tion, extending the possible range of compositions for 
PDC‐like materials to be more geologically relevant in 
terms of Q‐speciation (Qn (n = 0 to 4) being the average 
number of bridging oxygens in a silicate tetrahedron) 
(Sen et al., 2013). Later studies synthesized PDCs with 
Mg and Mg+Ca (Ionescu et al., 2018). Although phase 
separation and crystallization were complications, 

substitution of C for O was indeed seen, including in the 
more depolymerized glass phase of lower silica content 
that coexists with almost pure silica in the carbon‐free 
MgO‐CaO‐SiO2 system. The energetic stability of these 
alkaline earth PDCs, determined by calorimetry, is gener-
ally comparable to that of other Si‐O‐C materials studied 
earlier. In addition, some of these compositions appear 
bioactive toward hydroxyapatite formation, while others 
are not. This may have relevance to medical implants and 
perhaps even to the origin of life and its evolution.

We are currently working on laser ablation studies on a 
sintered crystalline forsterite (Mg2SiO4) pellet. The prod-
uct of ablation in acetylene is black, amorphous to XRD, 
and appears to be close to forsterite in composition. 
Preliminary results suggest some carbon incorporation.

In another set of studies, a number of different metals 
were incorporated into the polymer, which was then pyro-
lyzed; initial metal incorporation in the PDC was fol-
lowed at higher temperature by crystallization of 
secondary phases (Ionescu et al., 2013). The results are 
given in Table 5.1. Metals, oxides, or silicides are crystal-
lized, controlled by thermodynamic stability at the C–CO 
equilibrium. Thus, the metals whose oxides are stable at 
the C–CO equilibrium (Zr, Hf, Mn, Lu) form oxides that 
react further with the silica component to form silicates, 
Sn remains as elemental tin, Fe forms silicides, and V 
forms carbides. The formation of ternary oxides and the 
potential competition between carbide and silicide 
formation appear to be controlled by the phase(s) of 
lowest free energy, suggesting equilibrium is attained 
relatively rapidly.

5.2. HYPOTHESIS: THE GEOLOGIC  
SI‐O‐C PATHWAY

Impacts and some deep‐seated magmatic processes 
produce local very high temperatures and locally reducing 
conditions that can generate transient silica‐rich vapors, 
supercritical fluids, or melts containing all the constitu-
ents of the host rocks, their associated fluids, and the 
impactor. These short‐lived products can contain 
significant carbon substituting for oxygen and may be 

Table 5.1 Crystalline phases formed upon annealing of 
metal‐containing Si‐O‐C polymer‐derived ceramics 
(Ionescu et al., 2013).

Metal Added Phases Observed

Zr ZrSiO4

Hf HfSiO4

Mn MnSiO3

Lu Lu2O3, Lu2Si2O7

Sn Sn
Fe Fe3Si, Fe3Si3 + SiC
V V8C7
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precursors to geologic Si‐O‐C materials whose carbon is 
available for further chemical reaction, without the need 
to equilibrate with an external carbon‐bearing fluid. Such 
geologic Si‐O‐C materials may be similar to materials 
made in the laboratory by PDC and laser ablation routes 
that contain silica‐rich and carbon‐rich nanodomains. 
The geologic Si‐O‐C materials can precipitate small 
amounts of uncommon oxides, metals, carbides, carbon, 
silicon, and silicides. These widely disseminated crystalline 
grains reflect thermodynamic equilibrium under the 
pressure, temperature, and low oxygen fugacity condi-
tions of the initial event. High pressure is not required for 
their formation, and the oxygen fugacity is, to a first 
approximation, that of the C‐CO equilibrium. The silica‐
rich nanodomains can undergo relatively rapid alteration, 
and their metamorphosed products may not be readily 
identifiable, but the refractory carbon, metal, carbide, 
and silicide grains may be able to survive cycles of alter-
ation through geologic time (analogous to refractory 
zircon grains), sometimes preserving morphological 
 evidence of having been molten or crystallizing from a 
vapor, melt, or glass. These refractory grains of highly 
reduced phases provide strong evidence for the initial 
 cataclysmic impact or magmatic event. For brevity, the 
sequence of events described above is referred to as the 
geologic Si‐O‐C pathway.

5.2.1. Geologic Evidence for the Si‐O‐C Pathway

The geologic Si‐O‐C pathway provides a mechanism 
for formation and evolution of carbon‐containing sili-
cates under internally controlled low oxygen fugacity and 
having an internal source of carbon, without the need for 
(though not precluding) ultra‐high‐pressure conditions. 
Ahead, we briefly discuss some petrologic observations 
and geologic scenarios that may be consistent with evolu-
tion along the geologic Si‐O‐C pathway.

Impact events are obvious candidates. Giant impacts, 
relatively common in the late stages of planetary accre-
tion, can produce significant melting and/or vaporization 
of large fractions of a planet (Cuk et al., 2016). The con-
densation of silica‐rich (supercritical) vapor can produce 
a melt rich not just in rock‐forming mineral components 
but also in metals and carbon coming from the impactor 
(e.g., a metal‐rich bolide or a planetary impactor with a 
metallic core) and from the initially vaporized carbon-
ates, fluids, and organic matter in the host rocks. The 
initial ultra‐high temperatures (thousands of degrees) 
and pressures (tens to hundreds of GPa) dissipate rap-
idly, but the extensive melt formed, termed a magma 
ocean if  it covers much or all of the planet’s surface, ini-
tially will contain a relatively homogeneous distribution 
of all the above components. As it cools, such a melt may 
transform into a glass that contains carbon‐rich and 

 silicate‐rich domains, precipitating metals, carbides, and 
silicides, maintaining low oxygen fugacity at least locally, 
and evolving along the geologic Si‐O‐C pathway sug-
gested above. Alternatively, the supercritical fluid or 
vapor may condense directly to an amorphous material 
(glass), which then undergoes similar evolution.

Though we have no direct petrologic evidence of the 
likely largest impact on Earth, namely the Moon‐forming 
event, there is evidence to support the geologic Si‐O‐C 
pathway from a number of smaller (though still large and 
cataclysmic) impact events. The Sudbury structure in 
Ontario, Canada, is the third‐largest known impact crater 
on Earth. Both the commercial interest in nickel and the 
accessibility of the crater have allowed extensive field, 
petrologic, and geochemical studies (Dietz, 1964; Grieve 
et al., 1991, 2010; Lightfoot, 2017; Ubide et al., 2017). Of 
particular interest is the likelihood that the initial impact 
initiated volcanic activity involving melting of a large 
amount of crust over a relatively long time, as well as 
interaction of the volcanic activity with seawater; see 
Ubide et al. (2017) for a review. These authors also argue 
that impact‐triggered volcanism may be a more general 
planetary phenomenon (and better preserved) on 
Mercury, Venus, and Mars than on Earth.

From the present point of view, we seek evidence of 
carbon incorporation in the initial impact melt and in 
subsequent volcanic melts. The impact basin fill at 
Sudbury, referred to as the Onaping formation, is a com-
plex 1.4–1.6 km thick brecciated mélange consisting of 
several distinct members, ranging in color from black 
(carbon‐rich) to green (the color suggesting high ferrous 
ion concentration consistent with reducing conditions) 
(Grieve et  al., 2010). Each member contains varying 
amounts of vitric clasts (suggested to be glass or to have 
come from glass), lithic clasts and shards (showing crys-
tallinity and complex textures), and cross‐cutting dikes. 
The average silica content is about 63 wt%. Grieve et al. 
(2010) argue for water being essential to the postimpact 
history to produce the observed lithologies and textures, 
but that issue is tangential to the major hypothesis in the 
present work. The Onaping formation contains variable 
carbon content, ranging from 0.5 to 6 wt% in different 
members, but some carbon appears everywhere. The 
carbon is isotopically light, and its concentration corre-
lates with that of iridium. Various biogenic, sedimentary, 
hydrothermal, and other sources for the carbon have 
been proposed, but none is fully convincing.

The geologic Si‐O‐C pathway may explain some of the 
above observations. The initial carbon could have come 
from the bolide, the host rocks, although carbon‐rich sed-
iments are absent from the target sequence, or from some 
combination thereof. Regardless of the carbon source, 
the high temperature and reducing conditions produced 
by the impact, coupled with the silica‐rich host rocks, 
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could have produced geologic Si‐O‐C materials, perhaps 
initially in the molten state. Their subsequent evolution 
through the nanostructured ceramic stage could have 
produced the observed vitric silica‐rich fragments and 
graphite. The ubiquitous but varying distribution of this 
carbon, not well correlated with other geochemical, pet-
rologic, or textural indicators, suggests its presence in the 
initial melt. Its variation may reflect locally different 
subsequent histories, perhaps related to volcanism and 
reactions with water. The reported presence of lonsda-
leite, impact diamonds, and fullerenes (Lightfoot, 2017) 
also needs to be considered. These could form from the 
carbon initially in the geologic Si‐O‐C melt or glass.

The synthesis of diamond‐like carbon outside the dia-
mond stability field has been well documented in the 
materials field, e.g., by chemical vapor deposition or by 
the action of chlorine gas on silicon carbide at atmo-
spheric pressure and temperatures as low as 1000 °C 
(Gogotsi et al., 2001). Thus, the presence of diamond‐like 
phases is not necessarily an indicator of high pressure, 
and their absence is not a reliable indicator of low 
pressure, since diamond may transform or decompose 
after initial formation. An unanswered question is 
whether, and under what conditions, diamond, rather 
than graphite, can crystallize from the Si‐O‐C melt, vapor, 
or nanoceramic. If  nanodiamond forms, it may be further 
stabilized with respect to graphite by surface energy 
effects. This topic needs further experimental investiga-
tion, but the tentative conclusion is that one cannot 
exclude the formation of metastable diamond at low 
pressure by the geologic Si‐O‐C pathway.

Libyan Desert glass is widely distributed over an area 
of approximately 4000 km2. Its origin is generally attrib-
uted to a 29 Ma impact event, but no source crater has 
been definitely identified. Pratesi et  al. (2002), using 
transmission electron microscopy, identified spherules 
arising from silicate‐silicate glass immiscibility. They also 
found 5–50 nm thick graphite ribbons polygonalized into 
closed structures up to 200 nm in diameter. Such textures 
are quite similar to those in annealed PDCs in the Mg‐
Ca‐Si‐O‐C system (Ionescu et  al., 2018). Thus, these 
observations are consistent with a process involving 
impact into silica‐rich sediments, formation of a geologic 
Si‐O‐C melt, cooling to a geologic Si‐O‐C glass or nanoc-
eramic, and phase separation into two silicate glass 
phases plus a carbon‐rich phase. If  the Libyan Desert 
glass is sufficiently unaltered, one might find the presence 
of mixed SiCnO4‐n tetrahedra by NMR or other 
techniques.

Widely distributed, altered “impact spherules” have 
been reported to be potentially associated with the 2.02 
Ga Vredefort impact structure in South Africa (Kamo 
et al., 1996). They are also found in a dolomitic layer in 
the Ketilidian orogeny in Greenland (Chadwick et  al., 

2001), in which spherules contain concentrations of car-
bonaceous material, and in the Zaonega Formation in 
Karelia, which contains spherules with bituminous 
material (Huber et al., 2014). A nanodiamond‐rich layer 
spanning three continents is suggested to be associated 
with an impact contemporaneous with the start of the 
Younger Dryas climate fluctuation and extinction event 
about 12,800 years ago (Kinzie et al., 2014). This layer 
also contains carbon spherules that, however, could be 
fire ash. Their very recent age and possibly relatively 
unaltered condition make the silicate spherules, carbon 
spherules, and nanodiamonds a very promising assem-
blage for further study and possible detection of mixed‐
bond tetrahedra suggested by the geologic Si‐O‐C 
pathway.

Carbonado is a rare and enigmatic form of diamond‐
like carbon. As summarized by Haggerty (2014), it is 3.8 
Ga old, polycrystalline, and porous but strongly bonded 
and super hard. It contains silicate and other mineral 
inclusions consistent with crustal rocks and their alter-
ation products, and inclusions of metals, SiC, FeC, TiN, 
and new ternary Cu, Ti nitrides. The latter group of 
inclusions is indicative of strongly reducing conditions 
and possibly very high temperature. Textural evidence 
suggests that some of the carbonado diamond surfaces 
may have been molten, again suggesting very high 
 temperatures and pressures. However, the porosity argues 
against a high‐pressure origin. Considering the contra-
dictions in all conventional models of terrestrial carbonado 
formation, Haggerty turned to possible extraterrestrial 
origin. He suggested that carbonado was delivered to the 
early Earth from sources such as carbon‐rich exoplanets 
or the interiors of large gaseous planets.

Does the geologic Si‐O‐C pathway remove some of the 
inherent contradictions in proposed terrestrial origins for 
carbonado? Is an impact origin that generates carbonado 
on Earth rather than bringing it previously formed in an 
extraterrestrial impactor possible? Although each carbo-
nado is massive compared to other diamonds, the total 
amount of carbon tied up in them is small because they 
are rare. Thus, their rarity may reflect the need of the 
bolide to strike a local carbon‐rich lithology. The reduced 
carbide and silicide phases are consistent with phase 
equilibria controlled by the C‐CO equilibrium at 1000–
1500 °C, and indeed mirror those seen in the PDCs. The 
porosity of 10% or more may represent the removal by 
alteration of the silica‐rich phase in the nanoceramic, 
leaving some behind as silicate mineral inclusions. In 
PDCs, the interfaces between silica and carbon domains 
concentrate the mixed bonds, and their removal may 
indeed lead to surface smoothing and reconstruction of 
the remaining carbon, without actual melting. PDCs also 
readily incorporate nitrogen and hydrogen (Colombo 
et al., 2010), providing a precursor for their incorporation 
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into carbonado. Studies of the annealing and weathering 
of the PDC analogues may produce unique textures and 
size distributions; whether these suggest carbonado is not 
known. Thus, the geologic Si‐O‐C pathway needs further 
experimental study in the context of carbonado 
formation, as it may provide a tenable mechanism of 
formation of such carbon nanocomposites at relatively 
low temperature and pressure. Furthermore, the geologic 
Si‐O‐C pathway may provide a mechanism for carbo-
nado formation in carbon‐rich planets as well.

A final example is the occurrence of silicon carbide 
(moissanite) containing inclusions of silicon and com-
plex silicide phases related to FeSi2Ti, Si2TiV5, and FeSi2 
(Dobrzhinetskaya et  al., 2018). The SiC is hosted in a 
pyroclastic tuff  derived from alkali basalt formations in 
northern Israel. The latter may be related to hot spot vol-
canism (Eppelbaum et al., 2004). In preparation of hand 
specimens for study by Raman spectroscopy and trans-
mission electron microscopy by Dobrzhinetskaya et  al. 
(2018), extreme care was taken to avoid contamination, 
and the moissanite and its inclusions are considered to be 
native to the tuff. It is striking that the iron and vanadium 
silicides, though more complex in composition than those 
in simple binary systems, are very similar to those found 
to crystallize from iron‐ and vanadium‐doped polymer‐
derived ceramics (see Table  5.1). The silicide inclusions 
often show a spherical morphology consistent with 
crystallization from a melt. The authors consider melting 
in silicon carbide–metal silicide systems and conclude 
that the molten alloy droplets could have formed at tem-
peratures similar to those of basalt melting. It is generally 
assumed that the SiC needed to be transported as xeno-
crysts from the upper mantle or transition zone where 
they formed under extremely reducing high‐pressure con-
ditions to the shallower depth of active volcanism. 
However, Dobrzhinetskaya et al. (2018) suggest that “the 
studied SiC formed as a result of an interaction of a small 
volume of reducing fluids and crustal materials (SiO2) 
possibly available from the walls of the alkaline basalt 
reservoir.” The proposed geologic Si‐O‐C pathway can 
take such a reducing fluid, or a graphitic or organic 
carbon source, and by dissolving carbon in the silicate 
melt (basalt) retain reducing conditions through the evo-
lution of carbon‐containing melt to glass to nanophase 
ceramic and the subsequent precipitation of silicon car-
bide and its associated carbide and silicide inclusions. 
Neither melting of the carbide or silicide nor very high 
pressure is required. The refractory carbides and silicides 
do not equilibrate with the surrounding magma as it crys-
tallizes under normally high oxygen fugacity, but remain 
as indicators of their formation. Such local pockets of 
low oxygen fugacity at moderate temperatures and pres-
sures, leading to the geologic Si‐C‐O pathway, may 
explain the occurrence of small grains of highly reduced 

refractory metal and carbide phases in many geologic set-
tings without requiring their transport from extreme 
depth. In some cases, these refractory inclusions may 
have survived from earlier cycles of petrologic reactions.

Presolar dust particles have also been suggested to con-
tain nanodiamond, graphite, titanium carbide, and other 
phases (Nguyen & Messenger, 2011) that may suggest 
condensation and evolution along a similar Si‐O‐C 
pathway. It is also tempting to speculate that in carbon‐
rich exoplanets containing some silicates, the Si‐O‐C 
pathway could be more prevalent.

5.3. UNANSWERED QUESTIONS AND FUTURE 
RESEARCH DIRECTIONS

Laboratory experiments and computational approaches 
need to address the following key questions. (1) Can 
 silicate melts or glasses containing significant carbon 
concentrations resulting from the substitution of carbon 
for oxygen in mixed‐bond tetrahedra be synthesized 
either directly or by the heating of PDC‐like nanoceram-
ics? Low oxygen fugacity (several orders of magnitude 
below the Fe/FeO buffer), moderately high temperature 
(1500–2000 °C), and pressure just high enough to sup-
press the gas formation that is a driving force for carboth-
ermic reduction of silica (1–5 GPa) would be good 
starting points for such a study. (2) Can diamond (as 
micron‐sized or larger crystals, nanodiamond, or with 
carbonado‐like textures) be formed by the evolution of 
the Si‐O‐C nanoceramics? Can such diamond form and 
persist metastably outside the normal diamond stability 
field? (3) How do the Si‐O‐C nanoceramics transform, 
metamorphose, or weather under geologic conditions in 
contact with minerals and fluids? Do the silica‐rich 
nanodomains disappear while the carbon‐rich domains 
remain (as moissanite, graphite, or diamond)? Do the 
carbides and silicides formed by metal addition persist? 
Such experiments can be performed starting with synthetic 
and well‐characterized PDC starting materials.

The occurrences described above have several features 
in common that make them candidates for a geologic 
Si‐O‐C pathway of carbon incorporation. These include 
high silica content and possible high carbon content in 
the parent rocks and low oxygen fugacity during impact 
or volcanism. The recovered natural materials should be 
examined in more detail by state‐of‐the‐art analytical and 
structural techniques to seek evidence of carbon incorpo-
ration via mixed SiCxO4‐x bonding. Silicate phases 
 (especially glass or its devitrification/alteration products), 
carbon phases (including both graphite and diamond), 
and silicon carbide grains and their inclusions should all 
be examined together, preferably when they originally are 
in close contact in a specimen rather than as isolated, 
recovered grains that may have come from different 
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 environments. Given the age and likely alteration of the 
initial materials, this is a difficult task of mineralogical 
forensics and requires the collaboration of the geologic, 
planetary, and materials communities.
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Structural and Chemical Modifications of Carbon Dioxide 
on Transport to the Deep Earth

Mario Santoro1,2, Federico A. Gorelli1,2, Kamil Dziubek2,3, Demetrio Scelta2,3, and Roberto Bini2,3,4

ABSTRACT

The structural and chemical changes to which carbon dioxide is subjected with increasing pressure and 
 temperature are discussed here with the purpose of following the modifications of this important geochemical 
material on proceeding from the Earth’s surface down to the core‐mantle boundary. The relevance of metasta-
bilities, and then of kinetic controlled transformations, is evidenced in the P‐T ranges characteristic of both 
molecular phases and extended covalently bonded structures. From a chemical point of view, this analysis high-
lights how the characterization of the melting of the extended structures would represent an important step to 
understand the role of this compound in the chemistry of the Earth’s mantle.

6

6.1. INTRODUCTION

Carbon dioxide is central in our lives, as an atmo-
spheric component, for its contribution to global warming 
(Jenkinson et al., 1991), and also for its pivotal role in the 
physics and chemistry of the Earth’s interior. In fact, 
carbon entering the Earth’s mantle through the subduc-
tion of carbon‐bearing minerals at the ocean floors not 
only contributes to determining the physical properties 
of the mantle, it also affects the Earth’s interior dynamics 
being involved in the processes that rule the heat transfer 
to the surface. The presence of CO2 has been indirectly 
revealed by inclusions within diamonds (Schrauder & 
Navon, 1993) or mantle rock‐forming minerals (Frezzotti 
& Touret, 2014), and it has been concluded that CO2‐rich 

phases characterize the mantle (Dasgupta et  al., 2011). 
Even though the distribution is rather inhomogeneous 
(Le Voyer et al., 2017) and the origin unclear, CO2 release 
from the most stable carbonates, such as magnesite at the 
core‐mantle interface, could be one of the possible 
sources (Isshiki et al., 2004). This presence is relevant in 
many respects, such as favoring the silicate melting and 
the consequent cycling to the crust of different elements 
and volatiles (Dasgupta & Hirschmann, 2006), or as an 
intermediate in the formation of diamonds (Maeda et al., 
2017). In addition, the possibility that CO2 may react 
with silica under high pressure and temperature condi-
tions, leading to the formation of new compounds, is also 
intriguing because of the different coordination of C and 
Si solid oxides under any given P‐T conditions. A consid-
erable computational (Aravindh et  al., 2007; Morales‐
García et  al., 2013; Qu et  al., 2016; Yong et  al., 2018; 
Zhou et al., 2014) and experimental (Santoro et al., 2011; 
Santoro et al., 2014) effort has been made to solve this 
specific issue. Knowledge of the structural and chemical 
properties of CO2 with increasing pressure and tempera-
ture is therefore essential for understanding its role in the 
Earth’s deep carbon cycle.

The phase diagram of CO2 is, among the simplest 
molecular systems, one of the most extensively studied 
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(see Datchi & Weck, 2014; Santoro & Gorelli, 2006; Yoo, 
2013; and references therein) but also one of the most 
debated, especially for pressures in excess of 60 GPa 
where the formation of extended covalent solids is 
reported. Multiple controversies surround the nature and 
the stability region of the different CO2 crystalline poly-
morphs all lying below 45 GPa, the number and the  
differences among the covalent extended phases, the 
existence of intermediate bonding structures, and finally 
the stability of the high‐pressure phases against dissocia-
tion. The reasons for disagreement among different 
authors can be attributed to two main factors. The first is 
the pronounced metastability of most of the CO2 phases, 
which implies the existence of large kinetic barriers to be 
overcome for accomplishing the structural transitions or 
the chemical transformations. In a simplified view, this 
process can be seen as a potential energy landscape where 
the pathway followed along a specific coordinate is char-
acterized, from energetic point of view, by one or more 
local minima, each one related to an intermediate state. 
The height of the activation barriers separating these 
minima becomes the key parameter ruling the transfor-
mation towards thermodynamically stable species. The 
P‐T path followed in the experiment therefore becomes 
extremely important. The second issue is experimental in 
nature and is related to the challenging pressures and 
temperatures required for exploring the most controver-
sial P‐T regions. Experimental results also appear influ-
enced by the sample environment, by hydrostatic or 
nonhydrostatic conditions, and by the way in which high 
temperatures are achieved.

In an attempt to provide a clear description of the pre-
sent knowledge on these issues, we have organized this 
manuscript in the following manner. The first section will 
discuss the crystalline molecular phases; the second sec-
tion will be concerned with the extended covalent struc-
tures. The knowledge of the melting line of both 
molecular and extended solid phases is rather limited, but 
the topic deserves a careful discussion, and it will be 
reviewed in the third section. The high‐pressure high‐
temperature stability of carbon dioxide versus dissocia-
tion will be the last topic discussed.

6.2. MOLECULAR CRYSTAL PHASES

CO2 crystallizes at ambient temperature around 0.5 
GPa into a primitive cubic cell (Pa3, Z = 4) with the mol-
ecules aligned with the cell body diagonal. The evolution 
with pressure of the structural and vibrational properties 
of this phase, known as dry ice or phase I, have been 
recently extensively investigated (Giordano et al., 2010). 
Phase I transforms to the orthorhombic phase III (Cmca, 
Z = 4) with a sluggish transition starting just above 10 
GPa and extending for several GPa (Aoki et  al., 1994; 
Hanson, 1985; Iota & Yoo, 2001). Almost no volume 

change exists between the two crystal structures that 
appear strictly related: in both phases the carbon atoms 
are located at the face‐centered positions, differing only 
in the orientation of the molecules, which break the  
F‐lattice symmetry (Aoki et al., 1994). A pairing of the 
molecules was speculated for this phase, leading to an 
anomalous high‐strength molecular crystal (Yoo, 2013; 
Iota & Yoo, 2001). Ab initio calculations challenged this 
conclusion; in fact, phase III resulted in a typical van der 
Waals crystal with a bulk modulus one order of magni-
tude smaller than that derived from the experimental 
data. This difference was ascribed to a disputable extrap-
olation to ambient pressure of the experimental data all 
acquired above 20 GPa (Bonev et al., 2003).

A new phase (II) was observed by heating phase III 
above 16 GPa and 500 K (Iota & Yoo, 2001). This 
transition was not reversible on cooling and phase II was 
recovered at ambient temperature, thus suggesting the 
metastable nature of phase III. Raman and powder X‐ray 
diffraction (XRD) data were interpreted also in this case 
as suggestive of a molecular pairing leading to a very large 
bulk modulus. These conclusions were demonstrated to be 
wrong by a synchrotron XRD study where the structure 
was solved using samples in quasihydrostatic conditions 
(Datchi et  al., 2014). The structure was identified as 
tetragonal (P42/mnm; Z = 2) with molecular and intermo-
lecular parameters typical of a molecular crystal in perfect 
agreement with density functional theory (DFT) predic-
tions (Bonev et  al., 2003). Interestingly, the computed 
thermodynamic domain of the P42/mnm structure 
matched the entire P‐T region of both phases II and III, 
thus supporting the suggested metastability of phase III.

Phase II transforms above 13 GPa into a new phase, IV, 
once heated above 500 K. The transformation tempera-
ture does not depend on pressure at least within the accu-
racy of the experimental data (Gorelli et al., 2004). This 
phase could be quenched to ambient temperature being 
stable upon compression and transforming to phase I 
below 10 GPa, thus suggesting that phase II is also meta-
stable. Spectroscopic (Yoo et al., 2001) and XRD (Park 
et al., 2003) data were interpreted as suggestive of a bent 
molecule with elongated C=O bonds, a structure 
intermediate between a molecular crystal and an extended 
covalent solid. Also in this case, these conclusions have 
been disputed by computational studies that found phase 
IV to be a typical molecular phase, with the CO2 molecule 
maintaining the bond length and the linearity of the iso-
lated molecule (Bonev et al., 2003). IR and Raman data 
also support a typical molecular crystal structure (Gorelli 
et  al., 2004). Recent structural determination based on 
synchrotron single crystal XRD data of phase IV indi-
cated rhombohedral space group R c3 , with two linear 
inequivalent molecules in the unit cell and bond length 
close to that of the free molecule (Datchi et al., 2009). These 
findings were confirmed by first‐principles calculations, 
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which were also capable of perfectly reproducing the 
structure and the vibrational spectra, and by neutron 
diffraction data that confirmed the structure (Palaich 
et al., 2014; Palaich, 2016).

A new phase, indicated as phase VII, was discovered by 
compressing phase I above 640 K and 12 GPa with a sta-
bility pressure range increasing with temperature 
(Giordano & Datchi, 2007). The transition was found to 
be fully reversible. High‐quality synchrotron XRD pat-
terns acquired along the 726 K isotherm provided evi-
dence of an orthorhombic unit cell (Cmca, Z = 4). Such 
structure was predicted to be stable at high pressure by 
different computational studies (Bonev et  al., 2003; 
Kuchta & Etters, 1988). The C=O bond length deter-
mined for this phase is only slightly shorter than in phase 
I (<2%), thus also supporting the molecular character of 
phase VII. Interestingly, the Cmca space group of phase 
VII is the same as that of the high‐pressure phase III 
(Aoki et al., 1994; Yoo et al., 1999); symptomatic is also 
the fact that both phases form only from phase I. Indeed, 
whereas phase VII transforms upon compression to 
phase IV, it was never reobtained by decompressing phase 
IV. All these aspects led to the reasonable question if  
phase VII is thermodynamically stable. Confirmation of 
its thermodynamic stability was provided by the direct 
crystallization of this phase from the liquid at 827 K and 
12.1 GPa (Giordano et al., 2007); however, when phase 
IV was produced by compressing phase VII, it could be 
isothermally decompressed until melting. In this way, the 
melting line of phase IV was also measured between 800 
and 950 K, becoming almost indistinguishable from that 
of phase VII. The energy difference between these phases 
is therefore small, and a large energy barrier prevents the 
IV–VII transformation.

Very recently, quasi‐harmonic electronic structure cal-
culations were able to accurately reproduce the structural 
and spectroscopic properties of the molecular crystal 
phases I, II, IV, and VII of carbon dioxide in a broad 
pressure range (Sontising et al., 2017). On the contrary, 
the structure proposed for phase III directly relaxes to 
phase VII and no other structure is found by crystal 
structure prediction. Phases III and VII are therefore sug-
gested to be identical and kinetically accessible at ambient 
temperature and thermodynamically stable above 640 K.

As a final comment, it should be remarked that the 
pressure evolution of the experimental volume data 
relative to phases I, II, III, IV, and VII is very similar and 
markedly different from that of phase V (see Figure 6.1), 
thus unequivocally pointing to the analogous (molecular) 
nature of all these phases and ruling out the misleading 
concept, both from a chemical and structural point of 
view, of the existence of intermediate structures between 
molecular and extended phases.

6.3. EXTENDED COVALENT PHASES

At pressures >40 GPa carbon dioxide transforms into 
silica‐like extended covalent phases, thus removing, as 
occurs also for nitrogen (Eremets et  al., 2004), the 
apparent ambient pressure anomalies with respect to the 
heavier elements of the group. The first evidence of an 
extended phase (V) was the appearance in the Raman 
spectrum of a characteristic peak of the C‐O‐C stretch-
ing mode after laser heating phase III to 1800 K above 40 
GPa (Iota et al., 1999). This new phase could be quenched 
at ambient temperature down to approximately 10 GPa 
where it transformed to phase I (Datchi & Weck, 2014). 

I-295K (Yoo et al., 1999) I-295K (Olinger, 1982)

I-726K (Giordano & Datchi, 2007) II-300K (Yoo et al., 2002)

II-295K (Datchi et al., 2014) III-295K (Yoo et al., 1999)

IV-300K (Park et al., 2003) IV-726K (Giordano et al., 2007)

IV-295K (Datchi et al., 2009) IV-638K (Datchi et al., 2009)

VII-726K (Giordano et al., 2007) V-295K (Datchi et al., 2012)

V-295K (Seto et al., 2010)

V-295K (Santoro et al., 2012)

V-295K (Dziubek et al., 2018)

Figure 6.1 Experimental volume data of the extended phase V and of the stable and metastable molecular phases 
of crystalline CO2. See electronic version for color representation of the figures in this book.
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Lower pressure values have also been reported with phase 
V transforming directly to the fluid (Iota et  al., 1999). 
Recently, phase V was claimed to be quenchable at 
ambient pressure and low temperature (Yong et al., 2016), 
but this conclusion was questioned because residual 
pressure was inferred by the frequency of the Raman 
modes of coexisting phase I (Datchi et al., 2017). The P‐T 
conditions necessary for the attainment and its large sta-
bility range evidence the existence of a remarkably high 
energy barrier, which must be overcome to accomplish 
the chemical transformation from the molecular phases 
to phase V. This was recently demonstrated by synthe-
sizing this phase just above 20 GPa by laser heating phase 
IV using Ti as a catalyst (Sengupta et al., 2012). The tem-
perature necessary for the formation of phase V found in 
two follow‐up studies was considerably lower (T < 1000 
K) (Santoro et al., 2004; Tschauner et al., 2001).

The crystal structure of phase V has been debated for 
more than one decade. The structure proposed on the 
basis of the first synchrotron XRD studies resembled 
those of the tridymite family with an orthorhombic 
P212121 unit cell and a bulk modulus of 365 GPa, there-
fore larger than stishovite (Yoo et al., 1999). These find-
ings were not supported by a series of DFT computational 
works that predicted as stable phases α‐quartz (Serra 
et al., 1999) or a distorted β‐cristobalite structure (Dong, 
Tomfohr, & Sankey, 2000; Dong, Tomfohr, Sankey, 
Leinenweber, et al., 2000; Holm et al., 2000), with bulk 
modulus two to three times lower. The stability of  the  
β‐cristobalite structure was ascribed to the rigidity of the 
COC  angles between connected tetrahedra (120°–125°), 
to be compared with the wider analogous angles in silica 
(145°–150°), thus speculating that the extended covalent 
phases of CO2 will not show the same abundant polymor-
phism as silica (Dong, Tomfohr, & Sankey, 2000). The 
structure of phase V was first suggested (Seto et al., 2010) 
and then independently solved by two different groups 
(Datchi et al., 2012; Santoro et al., 2012). As predicted by 
DFT calculations, a partially collapsed β‐cristobalite 
structure (space group I 4 2d) was found, with carbon 
and oxygen atoms arranged in slightly distorted CO4 tet-
rahedra (tilted by ∼38° about the c axis) linked by oxygen 
atoms at the corners (Figure  6.2). Computed values of 
the bulk modulus were definitely smaller than the one 
reported for the tridymite structure ranging from 115 to 
154 GPa (Dong, Tomfohr, Sankey, Leinenweber, et  al., 
2000; Gohr et al., 2013; Holm et al., 2000; Oganov et al., 
2008; Santoro et al., 2012). Experimentally, the first study 
provided a higher bulk modulus of 236 GPa (Seto et al., 
2010), but following XRD studies performed on 
decompression in both pure CO2‐V samples and powder 
hydrostatically compressed with He allowed an accurate 
equation of state (EOS) from 8 to 65 GPa providing a 
bulk modulus of 136 GPa (Datchi et al., 2012). Higher 
pressure experimental volume data up to 100 GPa 

(Seto et al., 2010) exceed this EOS by ≤5%. Very recently, 
the synthesis of CO2‐V above one megabar allowed the 
EOS extension up to 120 GPa (Dziubek et al., 2018). The 
new volume data and those obtained with CO2‐V 
compressed in He (Datchi et  al., 2012) could be fitted 
with an EOS that further lowers the bulk modulus to a 
value (114 GPa) very close to that reported in Santoro 
et al. (2012). Interestingly, while the a lattice parameter 
nicely fits the evolution of the lower pressure data, the c 
parameter is considerably longer with the c/a ratio 
increasing from 1.655 at 43 GPa (Santoro et al., 2012) to 
1.871 at 118 GPa (Dziubek et  al., 2018), thus getting 
closer to the fully collapsed structure, which expects a c/a 
ratio equal to 2 (Figure 6.2).

The formation of an extended amorphous phase was 
evidenced by FTIR spectroscopy compressing phase III 
at ambient temperature (Santoro et  al., 2006). This 
material, called a‐carbonia in analogy with silica glass, 
forms when pressure exceeds 45 GPa with a sluggish 
transformation that can be efficiently speeded up by  
moderate heating. The formation of an amorphous phase 
in the same pressure range was predicted by Serra et al. 
(1999). The XRD pattern and the vibrational spectra of 
a‐carbonia are characterized by broad features that 
cannot be confused with those of phase V. First‐princi-
ples molecular dynamics simulations have been capable 
to describe all the experimental signatures of this amor-
phous phase, providing insight into its bonding arrange-
ment, which results in a mixture of three‐ and four‐fold 
coordinated carbon atoms (Sun et  al., 2009; Montoya 
et al., 2008). Interestingly, a‐carbonia represents an excel-
lent intermediate step for producing phase V. In fact, its 
strongest and characteristic IR absorption band is reso-
nant with the CO2 laser lines so that it can be efficiently 
and cleanly heated without the need of absorbing mate-
rials (Santoro et al., 2012).

Other silica‐like extended solids have been claimed but 
not confirmed by various authors. Although their Raman 
spectra are significantly different (Yoo et al., 2011), the 
common occurrence of metastability in the phase dia-
gram of CO2, due to the high energy barriers character-
izing most of the phase transitions, requires extreme 
caution in view of defining a reliable P‐T path independent 
phase diagram. A stishovite‐like phase VI (space group 
P42/mnm), was claimed by the compression of molecular 
phase II above 50 GPa and temperatures ranging between 
530 and 650 K (Iota et al., 2007), with the carbon atoms 
having a six‐fold coordination. Molecular dynamics sim-
ulations were not able to reproduce this phase, which was 
interpreted as due to an incomplete transformation (Sun 
et al., 2009). Recently, this P‐T region was carefully inves-
tigated by synchrotron XRD with a resistively heated 
DAC in a P‐T domain similar to that of Iota et al. (2007), 
without finding evidence of its existence (Santoro, M. 
unpublished data). Two other phases that appear as 
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kinetically frozen intermediate structures are coesite‐like 
carbon dioxide (c‐CO2), obtained only by laser‐heating 
quenched phase VI (Sengupta & Yoo, 2010), and CO2‐
VIII, claimed to coexist with phase V above 50 GPa and 
at undefined temperature (lower than that necessary for 
the synthesis of phase V) (Sengupta & Yoo, 2009).

Upon laser heating to 1700–1800 K above 85 GPa, the 
extended phases CO2‐V, a‐carbonia, and the alleged phase 
VI are reported to transform into a new extended ionic 
solid (i‐CO2) that is stable during decompression down to 
10 GPa, where phase I is obtained (Yoo et al., 2011). The 
Raman spectrum of this material is claimed to match that 
of orthorhombic (P21212) carbonyl carbonate (COCO3). 
These results have been recently challenged by the syn-
thesis of CO2‐V above 1 Mbar (Dziubek et al., 2018). In 
this work, phase V was synthesized by laser heating 
amorphized CO2 at 85 GPa and 2700 K; the quenched 
phase V was laser heated again at the same temperature 
and a pressure just above 1 Mbar, the same conditions 
that should ensure the formation of i‐CO2, but the only 
effect was the obtainment of a high‐quality perfectly 
annealed phase V (Figure 6.2). According to these results, 
phase V seems therefore to be the only thermodynamic 

stable extended phase between 120 and 10 GPa, whereas 
all the other extended phases are likely incompletely 
transformed materials, i.e local minima in the energy 
landscape.

6.4. MELTING LINE

The presence of fluid CO2 has been reported to be 
potentially important in establishing the chemico‐
physical properties of the mantle as well as the depth of 
its partial melting (Dasgupta & Hirschmann, 2006; 
Isshiki et al., 2004). Therefore, one of the central issues 
regarding the presence and the chemistry of CO2 in the 
depth is the knowledge of the melting line of both molec-
ular and extended phases.

The melting line was determined by visual observation, 
fluid‐solid (phase I) coexistence in the 300–800 K temper-
ature range, and pressures up to 11 GPa (Giordano et al., 
2006). In almost the same P‐T range, the structure of 
liquid CO2 was recently investigated by both synchrotron 
XRD and classical molecular dynamics simulations 
showing an anisotropic short‐range structure (Datchi 
et al., 2016). This is essentially related to a change in the 

100% CO2 (Datchi et al., 2012) 

(Dziubek et al., 2018) 
(Santoro et al., 2012) 
CO2/He (Datchi et al., 2012)

a

b
c

Figure 6.2 Left: refined structure of CO2‐V at 118 GPa. Right: in the lower panel the XRD patterns measured 
(wavelength of 0.3738 Å) after two consecutive laser heating cycles (2700 K) are reported. The annealing effects 
leading to the disappearance of spurious peaks are evident in the second (118 GPa) pattern. In the top panel the 
c/a ratio of phase V measured in different experiments is reported. See electronic version for color representation 
of the figures in this book.
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orientation of some molecules in the first shell from the 
characteristic quadrupole‐driven T‐shape arrangement 
to a slipped parallel configuration. The amount of mole-
cules assuming the latter configuration increases with 
pressure in close analogy to the structural arrangement 
evolution in the crystal phases, since the two relative ori-
entations are those characterizing phase I (T‐shape) and 
phases III and VII. The melting line has been further 
extended up to 950 K and 15 GPa, also looking for the 
fluid‐solid coexistence (Giordano & Datchi, 2007). The 
melting of phase I was observed up to 808 K (11.7 GPa), 
and further compression of phase I produced phase IV, 
whose decompression in the fluid allowed to determine 
the triple point between the liquid and phases I and IV at 
800 K and 11.2 GPa. At 810 K (11.8 GPa), the crystal in 
equilibrium with the fluid was CO2‐VII, whose melting 
line could be followed up to 920 K. Compression of phase 
VII produced phase IV, which could be decompressed 
down to the melting so that the melting curve of phase IV 
could be extended up to 946 K, becoming practically 
indistinguishable from that of phase VII. Extrapolation 
of the melting line and of the IV–VII phase boundary 
leads to a liquid‐IV‐VII triple point at about 1030 K and 
18.4 GPa. A good agreement with these results was shown 
by a more recent laser heating study that extended the 
melting line up to 29.5 GPa and 1600 K (Litasov et al., 
2011). No additional extension of the melting line was 
possible because both phases II and III transformed to 
the extended phase V when heated above 35 GPa, and 
further heating of phase V between 35 and 70 GPa caused 
dissociation of carbon dioxide in ϵ‐oxygen and elemental 
carbon. A triple point between the fluid, phase IV, and 
the extended phase V was identified at 33 GPa and 1720 
K. Another triple point between phase V, fluid, and dis-
sociated CO2 is located around 35 GPa and 1900 K, thus 
making the stability region of extended CO2 extremely 
limited at the P‐T conditions typical of the mantle. As 
already stated, this claim was recently confuted by pro-
ducing CO2‐V at pressures and temperatures largely 
exceeding these conditions (Dziubek et al., 2018).

Just as there is little available experimental data 
regarding the melting line at P‐T conditions relevant for 
the Earth’s interior, so too are computational studies 
rather limited. Ab initio calculations determined a melting 
line exhibiting a monotonic evolution with a positive slope 
up to 140 GPa (Boates et al., 2012). In addition, by evalu-
ating the coordination number of carbon atoms with 
respect to oxygen, it was possible to identify the stability 
regions of molecular and associated (extended) liquids. A 
first‐order molecular to extended liquid‐liquid phase 
transition is located slightly below 50 GPa at temperatures 
up to 3000 K. The important consequence of this result is 
the possible presence of an extended solid in equilibrium 
with its fluid at the lowermost mantle conditions. 

Interestingly, CO2 was found to be stable against dissocia-
tion up to 140 GPa and temperatures of the order of 7000 
K. In a following report, the same group computed the 
melting curve up to 71 GPa and the molecular to extended 
phase transition using a phase coexistence approach from 
free energy calculations (Teweldeberhan et al., 2013). The 
triple point between phase IV, extended phase V, and the 
liquid was computed at 31.8 GPa and 1636 K, in excellent 
agreement with the experimental data (Litasov et  al., 
2011). The melting line computed in this work lies at 
higher temperatures with respect to that computed in 
previous single‐phase simulations (Boates et  al., 2012). 
The intersection of the melting line with the Earth’s geo-
therm occurs at about 40 GPa and 2160 K but with a 
much‐pronounced positive slope, so that the melting line is 
about 2000 K higher than the Earth’s geotherm at 70 GPa. 
This is a relevant finding because it means that if  deposits 
of pure carbon dioxide in the lower mantle exist, they 
occur in the form of extended phase V. Interestingly, the 
liquid in equilibrium with the extended phase V appears 
also as an extended liquid with a coordination continu-
ously shifting from three to four in analogy with the 
amorphous extended solid phase (Montoya et al., 2008).

6.5. CARBON DIOXIDE STABILITY VERSUS 
DISSOCIATION

While it has been long established that, after water, 
carbon dioxide is the second most important volatile in 
the deep Earth, its role in carbon fluxes and mantle 
carbon content is far from being fully understood. As a 
matter of fact, all the analyses concerning storage of CO2 
in deep reservoirs can be misleading if  its chemical form 
is not taken into account. It is noteworthy that the 
existence of CO2‐rich fluids, pivotal for major geody-
namic processes such as carbon recycling, does not neces-
sarily signify that deposits of pure carbon dioxide are 
found in the deep mantle. Carbon may be most likely 
fractionated between the free CO2 phases, CO2 dissolved 
as a stoichiometric component in silicate or carbonate 
melts, and minerals (carbonates, carbides or diamond). 
Indeed, decarbonation processes of subducted carbon-
ates involving diamond formation from the mixtures of 
MORB and CaCO3, or SiO2 and MgCO3, at pressures 
above 30 GPa and temperatures in excess of 3000 K were 
observed by Seto et al. (2008). Moreover, the reactivity of 
SiO2 + MgCO3 mixtures was characterized in a large 
pressure range, evidencing the diamond formation above 
80 GPa and considerably lower temperatures (T ≥ 1700 
K), as found by Maeda et al. (2017). Neither study pro-
vides direct evidence of CO2 formation and its successive 
dissociation. Actually, the two‐step mechanism of the 
CO2 liberation from carbonates and the subsequent  
dissociation of CO2 was questioned as a plausible theory 
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explaining the origin of ultra‐deep diamonds (Kaminsky, 
2017). What is more, recent theoretical studies indicate 
that direct decomposition of CaCO3 and MgCO3 is unfa-
vorable over the lower mantle, putting into doubt the 
possibility of free CO2 existing at these depths (Pickard & 
Needs, 2015; Santos et al., 2019). It should be also empha-
sized that possible chemical processes, involving either 
reactions of CO2 or carbonates with elemental iron of the 
Earth’s outer core close to the core‐mantle boundary 
(Dorfman et al., 2018; Martirosyan et al., 2019), or with 
hydrous iron minerals like goethite (Boulard et al., 2018), 
can dramatically change carbon speciation in the lower 
mantle. In light of these findings, drawing conclusions 
concerning the deep carbon cycle on the basis of high 
pressure‐high temperature behavior of pure CO2 requires 
extreme care.

Having said that, the stability of CO2 with respect to 
dissociation was extensively studied as a major issue in 
the Earth’s mantle chemistry. Dissociation into diamond 
and fluid oxygen would have important consequences on 
the oxidation state of the lower mantle because the O2 
formation would consistently increase the oxygen fugacity 
with the consequent oxidation of surrounding rocks and 
metals (Litasov et al., 2011). Shock compression experi-
ments report the dissociation of carbon dioxide above 
4000 K in the 0–34 GPa pressure range (Nellis et  al., 
1991; Oehlschlaeger et al., 2005). On the other hand, the 
first experiments on pure carbon dioxide reporting disso-
ciation in DAC were performed by Tschauner et al. (2001) 
using a CO2 laser as heating source without any absorber 
below 40 GPa, whereas at higher pressures ruby or quartz 
powders were necessary to reach temperatures between 
2500 and 3000 K. The formation of oxygen was evidenced 
in all the runs by the appearance of the characteristic sig-
natures of the ϵ phase in the Raman spectra, with and 
without absorbers, when the temperature overcame 2500 
K. For temperatures not exceeding 1500 K, the peaks of 
oxygen were absent and other peaks assigned to an 
unidentified phase of CO2 were observed. The instability 
boundary identified in this study is characterized by a 
negative slope and exhibits a linear evolution with 
pressure extending from 28 GPa and 2800 K to 69 GPa 
and 1700 K. This boundary, although maintaining a very 
similar negative slope, was shifted to lower temperatures 
in Litasov et al. (2011). Here, the sample heating was real-
ized through a near IR laser absorbed by iridium cou-
plers. CO2 dissociated always from the extended phase V 
for pressures in excess of 35 GPa and temperatures below 
1900 K. Both of these studies reporting the dissociation 
were limited to pressures ≤70 GPa.

These results contrast with the stability of phase V at P 
≤ 40 GPa and temperatures up to 3000 K (Park et  al., 
2003) and with later studies that reported the transforma-
tion at 85 GPa and 1700 K from the extended phase V to 

the ionic compound identified as carbonyl carbonate 
(Yoo et al., 2011). In all these cases, the sample was indi-
rectly laser heated using Pt, B, or ruby as absorbers. Both 
dissociation and the formation of an ionic compound are 
challenged by the most recent studies, where CO2‐V was 
synthesized with a remarkable quality by laser heating 
carbonia between 85 GPa, the same pressure as in Yoo 
et al. (2011), and 115 GPa at temperatures in the order of 
2500 K (Dziubek et  al., 2018). Remarkably, repeated 
heating cycles have the only effect of producing a better 
crystallinity of the extended phase V, as expected in a 
normal thermal annealing process, and suggest that 
phase V is the thermodynamic stable phase in this por-
tion of the phase diagram. Annealing effects could 
explain the difficulty to reproduce the synthesis of many 
of the claimed extended phases (VI, VIII, i‐CO2) that are 
likely due to an incomplete transformation of the starting 
material.

As far as the dissociation is concerned, it is evident that 
in spite of the different P‐T ranges covered, the extrapo-
lation of the proposed instability boundaries (Litasov 
et  al., 2011; Tschauner et  al., 2001) to higher pressures 
suggests dissociation just above 1500 K for pressures in 
excess of 80 GPa. Two possible explanations are pro-
posed to account for this discrepancy. The first one is 
related to the occurrence of a redox reaction where the 
carbon in CO2 is reduced to diamond or graphite while 
the metal, and specifically rhenium, is oxidized (Dziubek 
et al., 2018; Santamaria Perez, 2016a; Santamaria Perez, 
2016b). Obviously, this does not explain the results 
obtained below 40 GPa when CO2 was laser heated 
without any absorber (Tschauner et al., 2001). However, 
in this case the P‐T conditions of the dissociation fall 
within the fluid stability range, where dissociation 
requires a substantial lower energy to occur. Another 
possible explanation is related to the different P‐T range 
investigated. Dissociation could be prevented at higher 
pressures because it would require a molecularity increase, 
which is disfavoured with increasing pressure. It is also 
worth mentioning that one of the main arguments 
employed for supporting the dissociation is the lower 
molar volume of diamond plus ϵ‐O2 with respect to 
CO2‐V above 22 GPa (a difference of ∼6% around 100 
GPa) (Litasov et al., 2011; Tschauner et al., 2001), thus 
indicating that in the absence of other transformation 
CO2 should decompose. However, these data were related 
to the EOS obtained by using the data from Yoo et al. 
(1999) based on the wrong tridymite structure, whereas 
the EOS related to the partially collapsed β‐cristobalite 
structure, determined independently by different groups 
(Datchi et al., 2012; Dziubek et al., 2018), lies below the 
one of C+ ϵ‐O2 up to the Mbar range. DFT molecular 
dynamics simulations do not expect dissociation below 
temperatures of 6000–7000 K (Boates et al., 2012), and in 
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fact at P‐T conditions well above the proposed dissocia-
tion experimental boundary (70 GPa and 3000 K), phase 
V is thermodynamically preferred, with differences in the 
free energy largely exceeding uncertainties and approxi-
mations of the method (Teweldeberhan et al., 2013).

6.6. CONCLUSIONS

We have reviewed here the present knowledge about 
carbon dioxide under high pressure and high temperature 
up to the lowermost mantle conditions (Figure 6.3). The 
P‐T region where carbon dioxide exists as a molecular 
crystal (P < 40 GPa and T < 1000 K), although not as rel-
evant for the deep Earth carbon cycle, is extremely impor-
tant from a fundamental point of view. Among the five 
molecular phases that have been identified, the experi-
mental data suggest that the only thermodynamic stable 
phases are likely I, IV, and VII. It should be remarked that 
in spite of being stable or metastable, all these phases are 
“normal” molecular crystals, in the sense that the molec-
ular structure and the intermolecular interactions are sub-
stantially unaltered across the different phases. The 
observation of metastable phases over large P‐T ranges evi-
dences the presence of large energetic barriers and of sev-
eral local minima in the ground state energy surface, 
remarking the importance of kinetic control over the trans-
formation processes. Free‐energy calculations of all the 
known experimental phases, particularly if temperature 

effects are taken into account, would greatly help to clarify 
the puzzling stability of CO2 molecular phases.

The kinetic control is even more important in the 
formation of the new silica‐like extended phases. This 
chemical transformation occurs, depending on the tem-
perature value, between 35 and 60 GPa. The stoichiom-
etry of molecular and extended phases is the same so that 
the same energy surface is common to all these phases. 
Also for the extended covalent phases, an important 
dependence on the P‐T path followed is evidenced, leading 
to a wealth of local minima and corresponding metastable 
structures. Among the proposed extended polymorphs, 
phase V appears as the only one thermodynamically stable 
extending from pressures characteristic of the molecular 
phases to at least 120 GPa. Phase V is characterized by a 
β‐cristobalite structure composed by CO4 tetrahedra, 
linked by oxygen atoms at the corners, whose degree of 
distortion increases with pressure leading to a more com-
pact crystal. The amorphous counterpart of phase V, car-
bonia, is composed by a mixture of three‐fold and four‐fold 
coordinated carbon atoms and forms at temperatures 
close to ambient and P ≥ 45 GPa, representing a typical 
kinetically driven transformation with incomplete realiza-
tion of the four‐fold coordination of phase V.

From the geochemical point of view, the main questions 
related to carbon dioxide concern the form in which CO2 
exists along the geotherm and its chemical stability with 
respect to dissociation or to interaction with minerals. 
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Recent reports extended the stability range of phase V 
down to the lowermost mantle conditions (∼2500 km) 
where CO2 was supposed to dissociate into diamond and 
oxygen or possibly transform into carbonyl carbonate. 
The stability of this phase at these depths was already pre-
dicted by computational studies that expect the geotherm 
to fall within the range of stability of the extended phase 
V above 40 GPa. The presence of pure CO2 in the form of 
a covalently bonded extended solid down to the mantle‐
core boundary is extremely important from a chemical 
point of view. In fact, unless melting is induced by interac-
tion with minerals, it is difficult to envisage an active role 
of CO2 in modifying the rheological properties and also 
the partial melting of mantle rocks at these depths. A very 
important issue not yet experimentally accessed is the evo-
lution of the melting, or alternatively decomposition, line 
of phase V. The melting is expected, according to compu-
tational studies, at remarkably higher temperatures than 
the geotherm for pressures in excess of 50 GPa; in addition, 
the nature of the melt could be crucial in determining the 
chemical activity of this species.
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Carbon Redox Chemistry: Deep Carbon Dioxide and Carbonates

Choong‐Shik Yoo

ABSTRACT

Carbon dioxide is an important terrestrial volatile, often considered to exist in deep Earth interior, and it plays 
a critical role in the deep carbon cycle. Yet it is not well understood whether or how such volatile carbon species 
are incorporated into the Earth’s lower mantle and core. Here, we present the phase/chemical diagram of carbon 
dioxide that signifies the transformation of molecular CO2 to extended solids, ionic carbonates, and ultimately 
its elemental decomposition products of C and O2. We also discuss fundamental barochemical concepts govern-
ing carbon redox processes that may occur to recycle carbonaceous species in deep Earth’s interior.

7

7.1. INTRODUCTION

Carbon dioxide exists in the atmosphere (as a major 
greenhouse gas), the ocean, and near the surface of 
Earth’s crust, primarily as carbonates such as calcite and 
dolomite (Zhu & Ogasawara, 2002). It is also considered 
to exist deep in the Earth’s mantle (Saal et al., 2002) and 
play a critical role in the deep carbon cycle (Hazen et al., 
2013). The presence of carbon dioxide deep in Earth’s 
interior is apparent from its abundance in magma plumes 
(Schrauder & Navon, 1993) and from assemblages of car-
bonate minerals such as aragonite and magnesite (Isshiki 
et al., 2004). In various thermal and chemical conditions, 
carbon dioxide converts to a wide variety of carbona-
ceous species, including diamond, graphite, carbon mon-
oxide, and carbonates. Thus, the transformation of 
carbon, carbon dioxide, and carbonates at high pressures 
and temperatures is critical to understanding the origin 
of deep carbon, carbon budget, and carbon cycle (Hazen 
et al., 2013; Mao et al., 2003; Sleep et al., 2001).

Chemistries and properties of carbonaceous volatiles 
such as C, CO, CO2, and carbonates are not well under-
stood at high pressures and temperatures (P‐T). Yet, it is 
not well understood whether or how such volatile species 
are incorporated into the Earth’s lower mantle and core, 

resulting in a major uncertainty in the deep carbon cycle. 
The presence of CO2 deep in the Earth can alter the prop-
erties of minerals and rocks, including the melting temper-
ature and mechanical strength and, thereby, strongly affect 
the chemical and physical stability of deeply subducting 
plates (Dasgupta & Hirschmann, 2006; Kelemen & 
Manning, 2015). The mass and thermal diffusion rates of 
carbon dioxide into rocks and minerals are important con-
siderations for carbon dioxide sequestration (Kampman 
et al., 2014; Leckner, 2003), but they are largely unknown 
at elevated P‐T conditions, leaving questions about long‐
term storages in depleted oil and gas reservoirs. The relative 
stabilities of carbonate minerals (such as calcite CaCO3, 
magnesite MgCO3, and siderite FeCO3) with respect to the 
mixtures of high‐density extended CO2 (polymeric CO2 or 
simply XCO2) and minerals (such as CaO, MgO, and Fe) 
are not well understood. Yet they are important in under-
standing both the deep mantle presence of volatile species 
like CO2 and their geochemical transportation mecha-
nisms. Importantly, the chemistry of CO2 with other vola-
tiles like H2, H2O, or hydrous minerals is a primitive redox 
process, which can produce hydrocarbons and other simple 
organics and drive their evolutions.

Because of the significance of carbon dioxide in geo-
chemistry, geological processes, and the deep carbon 
cycle, it is important to understand the phase and chemical 
behaviors of carbon dioxide at high P‐T. Hence, we review 
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the phase/chemical diagram of carbon dioxide and pre-
sent four governing, fundamental transformations: (A) 
carbon oxidation, (B) carbonate formation, (C) ioniza-
tion of extended CO2, and (D) pressure‐induced amor-
phization. These results indicate a large P‐T stability 
domain of extended CO2 and ionic carbonates, providing 
a geochemical mechanism for the origin of deep carbon 
species in the Earth’s core and mantle boundary.

7.2. EXPERIMENTAL METHOD

The experiments were performed using laser‐heated 
diamond anvil cells (DACs) coupled with confocal micro‐
Raman spectroscopy. Carbon dioxide samples were 
loaded into DACs from a liquid by condensing CO2 gas to 
–35 °C and 15 atmospheres. Type IA diamond anvils were 
used with a flat culet size of 0.3 mm (or 0.1 mm) for higher 
pressures). A rhenium gasket was preindented to 0.04–
0.05 mm in thickness, and a small hole of 0.12 (or 0.06) 
mm was drilled using an electric‐discharge micro‐drilling 
machine. A thin metal foil (Fe, Pt or B) (~0.01 mm) or a 
small piece of graphite was placed in the sample chamber 
to absorb the CW Nd: YLF laser (λ = 1054 nm) light and 
heat the CO2 sample. The temperature of the sample was 
determined by measuring thermal emission and then 
fitting it for a gray‐body Planck radiation equation. The 
pressure of the sample was measured using the Ruby 
luminescence method (Mao et al., 1986). Existences and 
transitions of different carbon dioxide phases were deter-
mined based on their characteristic Raman spectra.

7.3. RESULTS

The phase diagram of carbon dioxide is rather intricate, 
with an array of polymorphs exhibiting great diversity in 
crystal structure, chemical bonding, and collective interac-
tion (Figure 7.1) (Yoo et al., 2011). At pressures above 40 to 
60 GPa and temperatures of 300 to 1000 K, carbon dioxide 
transforms into a wide range of silicate‐like extended solids 
(or XCO2): four‐fold CO2‐V, pseudo‐six‐fold CO2‐VI, 
coesite‐like c‐CO2, amorphous a‐carbonia, and ionic car-
bonate solid i‐CO2, all in high density between 3.5 and 3.8 
g/cm3. These are fundamentally new solids, consisting of 
monolithic 3D network structures of carbon atoms cova-
lently bonded with oxygen atoms, largely in CO4 tetrahedra 
(or orthocarbonates) similar to those of silicate minerals. 
These solids exhibit novel properties such as extremely low 
compressibility (Datchi et  al., 2012; Yoo et  al., 1999), 
strong optical nonlinearity (Iota et al., 1999), and presum-
ably high melting temperatures (as in the case of diamond). 
The large disparity in chemical bonding between the 
extended network and molecular CO2, on the other hand, 
allows these extended solids to exist over a large pressure 
domain (down to a few GPa), which provides opportu-
nities for synthesis of novel materials.

To a first approximation, the crystallographic similar-
ities between these extended CO2 phases and SiO2 poly-
morphs seem to indicate a periodic analogy between CO2 
and SiO2 (Sengupta et  al., 2010). Yet, unlike SiO2, the 
polymerization of CO2 accompanies a great level of mod-
ification in chemical bonding from weak van der Waals in 
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molecular solids (CO2‐I, CO2 ‐III, and CO2 ‐VII) to 
strong covalent bonds in extended CO2. As a result, the 
phase diagram of carbon dioxide shows several thermal‐
path dependent phases (e.g., phase VI, c‐coesite, and to 
an extent phase II and IV) and phase boundaries, under-
scoring the metastability and kinetics over a large  
P‐T domain, making it difficult to determine the exact 
location of phase boundaries either experimentally or 
theoretically (Yoo, 2013).

Extended CO2‐V exhibits a stability over a large P‐T 
domain: to 2000 K at 60 GPa and to 200 GPa at ambient 
temperature, above which it transforms to extended ionic 
solids (i‐CO2 or COCO3) in the structure similar to post‐
aragonite CaCO3 (Ono et  al., 2005) and, ultimately, 
decomposes to elemental solids of carbon and oxygen at 
extreme temperatures above 4000 K (according to the 
previous shock wave studies (Nellis et al. 1991). Recently, 
the stability of CO2‐V has been reported even for a large 
P‐T space well into the ionization line in Figure  7.1 
(Dziubek et al., 2018), which may suggest a strong kinetic 
barrier associated with the transition. The presence of 
extended covalent (XCO2) and ionic (i‐CO2) solids over a 
large P‐T regime that overlaps with the Earth geotherm 
has significant implications to understanding the geo-
chemistry of carbonaceous volatiles (C, CO, CO2, and 
carbonates) and deep Earth’s carbon cycle. Hence, 
described in sections 7.3.1 through 7.3.4 are governing 
carbon transformations along the specific thermal paths 
marked with arrows in Figure 7.1.

7.3.1. Carbon Oxidation

Carbon dioxide molecules are extremely stable at low 
pressures below 20 GPa, even to high temperatures above 
3000 K. This is in contrast to the polymerization of CO2 

above 40 GPa. It clearly indicates the presence of a strong 
kinetic barrier for breaking C=O bonds at low pressures 
than at high pressures. In fact, CO2‐V can be made at a 
substantially lower pressure than 20 GPa, by heating 
phase IV in the presence of Ti catalyst (Sengupta et al., 
2012). The polymerization of CO2 is, on the other hand, 
an oxidation process converting sp2 hybridized carbon in 
C=O to sp3 carbon in C‐O. As such, it is thought that the 
presence of oxygen can assist carbon oxidation and the 
formation of new CO2 phases, especially at high tempera-
tures. Figure 7.2 shows the catalytic reaction between hot 
carbon particles and oxygen molecules, producing CO2 
and CO2+CO3

2‐, an ionic form of (CO2)2 at 2300 K and 8 
GPa. The spectral evidence includes the characteristic 
vibrational peaks of CO3

2‐ at 740 and 1075 cm‐1 and CO2+ 
at 2230 cm‐1 for COCO3, and the Fermi resonance ν‐ and 
ν+ peaks of CO2 on either sides of the diamond Raman 
peak at ~1335 cm‐1. Similar ionization reactions have pre-
viously been observed in nitrogen dioxide dimer (N2O4) 
both at high P‐T (Agnew et  al., 1983) and at ambient 
pressure and low temperature (Bolduan et al., 1984). It 
transforms to NO+NO3

‐, whose vibrational spectrum is 
analogous to that of COCO3. Figure 7.3 shows a striking 
similarity in lattice vibrations between COCO3 and 
NONO3 as an example.

These results clearly indicate the occurrence of carbon 
oxidation: C + O2 → CO2 → COCO3 at relatively low 
pressures and high temperatures, thus overcoming the 
kinetic barrier. Note that COCO3 is still a molecular ionic 
phase in contrast to extended ionic phase i‐CO3 formed at 
substantially higher pressure above 80 GPa (see Figure 7.1 
and discussion in section 7.3.3). Nevertheless, the trans-
formation occurs at the onset of the same phase line (the 
blue line in Figure  7.1), underscoring high stability of 
ionic solids over a large P‐T region of the Earth mantle 
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and core. Thus, this result highlights the significant role 
of extended carbonates in the deep carbon cycle.

7.3.2. Carbonate Formation

The formation of carbonates at high temperatures and 
low pressures (Figure  7.2) advocates a potential geo-
chemical mechanism of transporting carbonaceous vola-
tiles into deep Earth interiors (Manning et al., 2013). In 
fact, carbonate minerals (especially of Ca and Mg) are 
abundant mostly in the Earth’s crust (Oganov et  al., 
2013). To examine the formation of carbonate in deep 
Earth’s mantle, we have investigated the transformation 
of CO2 on the presence of Fe abundant in Earth’s deeper 
mantle and core. Figure 7.3a shows the microphotograph 
of highly strained CO2‐III and Fe samples in DAC, before 
(top at ambient temperature) and during (bottom at 2228 
K) laser heating at 35 GPa. Raman spectra of CO2 laser 
heated through Fe were taken at several temperatures at 
the same pressure, as noted on Figure 7.3b. The results 
indicate the transformation of CO2‐III to initially CO2‐II 
at 776 K and then CO2‐V at 1823 K, as well as the 
formation of siderite FeCO3 at 2228 K. The formation of 
FeCO3 is apparent from the characteristic vibrational ν1 
peak of carbonate at ~1100 cm‐1 (Farsang, 2018). Note 
that the formation of siderite occurs at the onset of the 
ionization line of CO2 in Figure  7.1, underscoring the 
significant role of siderite in the delivery of carbonaceous 
volatiles deep into the Earth’s mantle.

7.3.3. Ionization of XCO2

The ionic character of the C‐O bonds in XCO2 increases 
further at high temperatures. Upon laser heating to 
~1700–1800 K at 85 GPa, CO2‐V transforms into an 
extended ionic solid (i‐CO2), characterized by four 
characteristic Raman bands at 2000, 1200, 850, and 400 
cm‐1, as shown in Figure 7.4a. Note that the systematic of 
this Raman spectrum is remarkably similar to those of 
ionic carbonate COCO3 and previously observed ionic 
nitrate NONO3 (Agnew et al., 1983; Bolduan et al., 1984). 
However, there are some important differences. For 
example, both the ν1 (CO3) at 980 cm‐1 and particularly 
the νs (CO) at 1950 cm‐1 appear at substantially lower 
frequencies than those of ionic solids at 1070 cm‐1 and 
2220 cm‐1, respectively, at ~10 GPa. Nevertheless, extrap-
olating the pressure dependence of the ν1 (NO3) mode to 
85 GPa greatly reduces the difference to within 20–30 
cm‐1, which can easily account for the mass difference. 
The substantially greater difference in the νs(CO) mode 
cannot be explained in terms of pressure dependence or 
mass difference, but it may indicate a local structural 
difference of carbonyl ions in i‐CO2 from COCO3.

A plausible model for the large softening of νs (CO) 
mode is an incorporation of CO ions to adjacent car-
bonate layers. This would then lead to a structure analo-
gous to the theoretically predicted mixed coordinated 
carbonate structures (Montoya et  al., 2008; Sun et  al., 
2009). Hybridization of this type would certainly soften 
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νs (CO) and ν1 (CO3) modes, as observed. In fact, the cal-
culated vibration spectrum shows CO stretching in the 
range of 1800 to 1900 cm‐1, depending on the degree of 
mixed coordination (Lee et  al., 2009; Montoya et  al., 
2008). On the other hand, it is important to recognize 
that all calculated structures produce several strong extra 
bands between 700 and 400 cm‐1, which are absent in i‐
CO2 but present in disordered a‐carbonia and phase VI. 
Therefore, the absence of such disordered peaks suggests 
a fully extended and more ordered i‐CO2 structure.

Note that i‐CO2 is formed only by heating extended 
CO2 solids above 85 GPa; for example, heating phase III 
at 55 GPa produces only phase VIII (Sengupta & Yoo, 
2009), whose Raman spectrum consists of two sharp 
peaks at 800 and 1200 cm‐1, without the presence of the 
2000 cm‐1 peak for CO.

7.3.4. Pressure‐Induced Amorphization

Above 40 GPa, carbon dioxide polymerizes to a wide 
range of covalently bonded extended solids: four‐fold 
CO2‐V (Datchi et  al., 2012; Iota et  al., 1999; Santoro 

et al., 2012; Sera et al., 1999; Yoo et al., 2013) and coesite‐
CO2 (c‐CO2) (Sengupta & Yoo, 2010), pseudo‐six‐fold 
CO2‐VI (Iota et al., 2007), and mixed three‐ and four‐fold 
coordinated a‐carbonia (Santoro et al., 2006), each with 
a characteristic Raman‐active νb (C‐O‐C) bending vibron 
at around 700–1000 cm‐1. Upon further compression to 
100–220 GPa, these XCO2 phases become nonmetallic 
amorphous solids, as evident from complete loss of their 
vibrons and optical transparency. Figure 7.4b shows the 
corresponding spectral change of CO2‐V to 220 GPa as 
an example.

Note that pressure‐induced amorphization occurs at 
greatly diverse pressures, depending on extended phases: 
for example, CO2‐VI at 80 GPa, c‐CO2 at 100 GPa, and 
CO2‐V at 220 GPa. In fact, intermediate phases CO2‐III 
and CO2‐IV become amorphous solids at substantially 
lower pressures of 60 and 80 GPa, respectively (Santoro 
et al., 2006; Yoo et al., 2001). Yet it is remarkable that the 
pressure‐induced amorphization occurs when the νb 
vibron reaches about the same Raman frequency, ~1000 
cm‐1, well above the νb (C‐O‐C) mode of six‐fold configu-
ration (CO6) at ~900 cm‐1. Therefore, it is conceivable that 
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the amorphization represents a frustration of four‐fold 
coordinated CO4 to increase either the packing density 
or the coordination number as pressure increases above 
100 GPa.

A similar structural frustration or disorder was 
observed in CO2‐VI, where carbon atoms are surrounded 
by an average of six oxygen atoms in a highly distorted 
octahedral with an average C‐O distance of 1.45–1.71 Å 
(Iota et  al., 2007), representing a substantial degree of 
ionic character in C‐O bonds. Considering an approxi-
mately 10% in Si‐O bond length between four‐fold quartz 
(1.61 Å) and six‐fold stishovite (1.76–1.81 Å) (Andrault 
et  al., 1998), we speculate that the C‐O bond length in 
CO2‐VI must increase even larger to ~1.65–1.75 Å in 
order to accommodate six oxygen atoms around relatively 
small carbon atoms. With further compression, a separa-
tion of this size would eventually lead to a structural 
destruction forming amorphous solid, in which carbon 
atoms are in highly mixed coordination with six or more 
nearest neighbor atoms. The driving force is then to 
increase the packing density, as is apparent from the νb 
mode shifted to ~1050 cm‐1 (near that of carbonate). 
Therefore, it seems that the observed pressure‐induced 
amorphization is driven by enhanced ionicity in carbon‐
oxygen bonds and topological densification.

7.4. DISCUSSION

The stability of  CO2 carbonates (both CO2‐V and  
i‐CO2) over a large pressure‐temperature region relevant 
to the Earth’s mantle and core strongly advocates a pos-
sibility that volatile carbon dioxide and carbonates are 
incorporated deep in the Earth’s interior. Figure  7.5 
supports this conjecture. It provides, for example, some 
constraints to evaluate the stability of  carbonate min-
erals in descending slabs. It is also relevant to calculate 
the thermodynamics and phase assemblies associated 
with chemical reactions such as MgCO3 → MgO + CO2 
and CaCO3 → CaO + CO2 (Dasgupta & Hirschmann, 
2006). Using the equation of  state of  extended CO2‐V, 
for example, it can be readily shown that the mixture of 
extended CO2 and MgO is substantially denser than 
MgCO3 and other silicate minerals and is better matched 
to the Preliminary Reference Earth Model (PREM) in 
the upper mantle below 600 km (see Figure 7.5 inset). 
Therefore, even if  MgCO3 dissociates, CO2 would 
remain either as extended CO2‐V or i‐CO2 in descending 
slabs, delivering CO2 deep into the Earth’s mantle. A 
small contribution of  iron in MgSiO3 perovskite or 
postperovskite (Shim, 2008) can compensate for the 
density difference resulting from the presence of 
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extended CO2: (Mg1‐x, Fex)(Si1‐x, Cx)O3 = (1 – x)MgSiO3 
+ xCO2 + xFeO, with x = 0.5% to 2.0% as it moves 
deeper into the core‐mantle boundary from the 670 km 
transition zone. The decomposition of  XCO2 phases in 
the outer core region, then, provides a geochemical 
mechanism for the presence of  deep carbon species 
(such as Fe3C) (Li et al., 1996; Nakajima et al., 2009) in 
the Earth’s outer core, originally delivered from CO2 in 
the atmosphere.

The P‐T‐induced transformations of CO2 can be under-
stood in terms of carbon redox processes that may have 
important implications to the deep carbon cycle (see 
Figure 7.6a). For example, the pressure‐induced transfor-
mations of molecular CO2 to extended CO2, covalent or 
ionic alike, are simply a carbon oxidation process, 
converting the sp2 C=O bonds in CO2 to the sp3 C‐O 
bonds in orthocarbonates (CO4) or carbonates (CO3) of 
XCO2 phases. The pressure‐induced ionization process, 
on the other hand, is a reduction process that converts the 
sp3 C‐O bonds back to the sp2 C=O in i‐CO2 and further 
in C+O2. Such a reduction process is, then, assisted by 
high temperature. The rapid temperature rise at the 
Earth’s mantle‐core boundary can further accelerate the 
ionization and decomposition of extended CO2 or car-
bonate minerals to form deep carbons and carbonaceous 
minerals. As such, it gives a rebirth of fully reduced 
carbon species deep in the Earth’s mantle–outer core 
boundary region, where carbon oxidation can start again 
as it floats up over a geological time frame.

The pressure‐induced transformation in dense CO2 also 
highlights several fundamental barochemistry (or pressure‐
induced solid‐state chemistry) concepts, as illustrated in a 
hypothetical 2D lattice in Figure 7.6b (Yoo, 2017). At low 
pressures, molecular solids are relatively soft, primarily 
held by van der Waals interactions. Upon compression, 

molecular solids transform into extended polymeric struc-
tures to soften highly repulsive intermolecular interaction 
by delocalizing valence electrons or making bonds bet-
ween nearby molecules (i.e., the pressure‐induced electron 
delocalization). These high‐symmetry polymeric struc-
tures can further undergo symmetry‐breaking distortions 
(such as Jahn‐Teller or Peierls) to enhance their packing 
 efficiencies, which result in low‐symmetry distorted or 
even amorphous structures with highly polarized chemical 
bonds. Upon further compression, the electrostatic 
packing energy dominates over the electron hybridization 
energy, converting these covalent network structures into 
ionic solids (i.e., pressure‐induced ionization) or extended 
mixtures of constituting elements (phase separation), 
depending on the chemical/bond/structural miscibility of 
dense solid interfaces of multiphase and multicomponents. 
These transformations are strongly controlled by kinetics, 
giving rise to the path dependence, metastable intermediate 
states, and near ground‐state final products, as observed in 
CO2 and many other molecular systems. The collective 
behaviors of lattice phonons, electrons, and charges in 
these extended structures, on the other hand, can give rise 
to novel electro‐optical properties such as second harmonic 
generation (Iota et  al., 1999) and high Tc superconduc-
tivity (Drozdov et al., 2015).

7.5. CONCLUSION

We have described the transformations of carbon 
dioxide to extended solids, both covalent and ionic, at 
high pressures and temperatures. These results suggest 
the presence of volatile carbon dioxide and carbonates 
over a wide range of high P‐T conditions in deep Earth’s 
mantle, thus providing a geochemical mechanism explain-
ing the origin of deep carbon species in the Earth’s core 
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and mantle boundary. In a context of carbon redox 
chemistry, we have conjectured a deep carbon cycle that 
may give a rebirth of fully reduced carbon species deep in 
the Earth’s mantle–outer core boundary. We have also 
discussed fundamental barochemical concepts to explain 
the pressure‐induced transformations in CO2 and other 
molecular solids.
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8.1. INTRODUCTION

Although crystallization of water appears quite ordi-
nary in daily life, pure water is surprisingly difficult to 
freeze. For example, distilled water in a freezer can easily 
maintain its liquid state without transforming into ice for 
a very long time. In fact, pure water can be supercooled 
down to –35 °C, a temperature usually referred to as the 
homogeneous nucleation temperature, below which ice 
crystallization becomes inevitable. This seemingly coun-
terintuitive phenomenon was first rationalized by Gibbs 
about 140 years ago (Gibbs, 1876, 1877): When a new 
phase becomes thermodynamically more stable than the 
parent phase, the formation of the new phase is driven by 
the chemical potential difference but hindered by the sur-
face tension between the two phases. Because the resis-
tance scales with the interfacial area while the driving 

force is proportional to the volume of the new phase, a 
barrier must be overcome before the growth of the new 
phase becomes energetically favorable. The insight was 
further developed into the well‐known homogeneous 
classical nucleation theory (CNT) (Volmer & Weber, 
1926), which has been frequently invoked to interpret 
both experimental and simulation results in nucleation 
study.

The fundamental reason that ice freezes near its 
equilibrium melting point is attributed to heterogeneous 
nucleation, an activation process that is mediated by 
impurities. These impurities, often termed ice nucleators 
(INs), generically exist in nature and encompass a vast 
variety of materials, spanning from mineral dusts to 
organic species (Murray et  al., 2012). In fact, the 
crystallization of nearly all materials proceeds via hetero-
geneous nucleation. The prevalence of heterogeneous 
nucleation in nature can be explained qualitatively by the 
extension of the CNT, which was established more than 
60 years ago (Turnbull, 1950). The theory attributes the 

Crystallization of Water Mediated by Carbon

Tianshu Li, Yuanfei Bi, and Boxiao Cao

ABSTRACT

Carbon is known to influence the crystallization of  water in different ways. By combining forward flux  sampling 
method and molecular dynamics simulation, we successfully investigate the formation of  ice and gas hydrate 
induced by carbon. Our study shows that although ice nucleation on graphitic carbon follows the pathway 
described by the classical nucleation theory, the molecular nucleation mechanisms are complex and strongly 
dependent on the characters of  carbon surface, namely, chemistry, crystallinity, and topography. This behavior 
is thermodynamically simple but complex at the molecular scale, and is rationalized by the role of  water 
ordering induced by carbon. On the other hand, small hydrocarbon molecules such as methane are known to 
induce the formation of  clathrate hydrate. To this end, we find the nucleation of  gas hydrate follows a 
 nonclassical pathway in that an average hydrate nucleus is amorphous‐like, but exhibits a free energy landscape 
that can be reasonably well described by classical nucleation theory. We attempt to rationalize this seeming 
contradictory by making an analogy between stacking disordering in ice nucleation and the random packing 
of  cages in hydrate nucleation. This viewpoint thus allows potentially connecting the nucleation of  ice and gas 
hydrate through a unified picture.

8

Department of Civil and Environmental Engineering, George 
Washington University, Washington, DC, USA



78 CARBON IN EARTH’S INTERIOR

enhanced nucleation rate to the reduced nucleation 
barrier due to the presence of a heterogeneous interface 
between liquid and substrate. Although the theory is well 
known, its quantitative validity and key conclusions have 
remained unconfirmed. In fact, criticisms have often been 
drawn towards its assumptions and quantitative validity 
(Gebauer & Cölfen, 2011; Sear, 2012). In complex 
 systems, e.g., minerals, proteins, organic crystals, and 
hydrates, the crystallization process is often found to pro-
ceed in a multistep, nonclassical fashion (Chen et  al., 
2011; Erdemir et  al., 2009; Gebauer & Cölfen, 2011; 
Gebauer et al., 2008; Jacobson et al., 2010; Vekilov, 2004). 
Even in simple systems such as colloids, the nucleation 
behaviors are often found to deviate from CNT (Auer & 
Frenkel, 2003).

It may seem rather unusual to relate carbon to the 
liquid‐to‐solid transformation of water, as in its first look, 
there appears to be a lack of apparent structural similarity 
between the two. Nevertheless, the crystallization of water 
is known to be strongly affected by the presence of carbon 
through a variety of forms. Many carbon‐bearing 
 materials are known to be effective INs in atmosphere, 
e.g., soot particles and organic compounds. In particular, 
graphitic carbon has been long conjectured to influence 
ice formation, but its role has not been clearly elucidated. 
In the deep ocean, small hydrocarbon molecules such as 
methane are known to trigger the crystallization of water 
into clathrate hydrate, another form of solid water.

In this chapter, we review our recent studies on the 
crystallization of water induced by carbon by using 
advanced molecular simulations. In particular, we attempt 
to answer the following fundamental questions: How is 
the crystallization of water initiated and controlled by the 
fundamental level interaction between carbon and water? 
Can we combine the two distinct processes within a unified 
framework? To address these questions, we employed 
advanced sampling method combined with molecular 
simulations to investigate the nucleation of ice and gas 
hydrate in the presence of carbon‐bearing materials.

8.2. METHODS

The main challenge in modeling nucleation is to over-
come the long induction time of the event, which signifi-
cantly exceeds the accessible time scale of direct molecular 
simulation, i.e., nanosecond to microsecond. For example, 
a typically measured ice nucleation rate in experiment 
(e.g., 109 cm‐3s‐1) requires a trajectory as long as ~32 years 
to reproduce in a direct molecular dynamics (MD) simu-
lation employing a simulation volume of 1000 nm3. To 
overcome this shortcoming, we employed forward flux 
sampling (FFS) method (Allen et al., 2006) to accelerate 
the exploration of transition pathways between disor-
dered (liquid) and ordered (crystal) states.

In this approach, the nucleation trajectory is decom-
posed into a series of consecutive transition segments 
through an appropriate order parameter λ. The rate 
constant is obtained using the “effective positive flux” 
expression (van Erp et al., 2003) R pAB B0 0( | ), where 

0
 is the flux rate reaching the first interface λ0 from 

basin A (liquid), and P(λB| λ0) is the probability for a tra-
jectory that starts from λ0 and eventually reaches B 
(solid). The typically small P(λB| λ0) can be calculated 

through P PB i ii

n
| |0 11

, where P(λi| λi  −  1) is 

the crossing probability between the two adjacent inter-
faces λi − 1 and λi. Although FFS ensures RAB is independent 
of the exact positions of interfaces, we find it optimal to 
choose λis that yield P(λi| λi − 1) within the range of 0.01–
0.2, to balance between computational efficiency and 
statistical variance (Li et al., 2009). Through combining 
FFS and backward flux sampling (BFS), one can also 
obtain the free energy profile along a sequence of order 
parameter (Bi, Porras, et al., 2016; Valeriani et al., 2007). 
For ice nucleation, we use the number of ice‐like water 
molecules, which are characterized by local bond‐order 
parameter q6 (Li et al., 2011), in the largest crystallite as 
an effective order parameter; for gas hydrate, we have 
developed the half‐cage order parameter on the basis of 
structural signature of clathrate (Bi & Li, 2014). The 
choice of both order parameters can be justified by pB‐
histogram analyses (Bi, Porras, et al., 2016; Cabriolu & 
Li, 2015; DeFever & Sarupria, 2017; Lupi et  al., 2016) 
that show both order parameters describe well the nucle-
ation pathways of ice and hydrate.

8.3. HETEROGENEOUS ICE NUCLEATION 
FACILITATED BY GRAPHITIC CARBON

8.3.1. Verification of Heterogeneous Classical 
Nucleation Theory

We began our investigation by first examining ice 
nucleation on graphitic carbon. Water is represented by 
the monoatomic water model mW (Molinero & Moore, 
2009), while the water‐carbon interaction is described by 
the two‐body term of the mW, where ε and σ are repa-
rametrized to reproduce the experimental contact angle 
(86°) of  water on graphite Lupi et al., 2014). The fore-
most question to address is whether CNT can describe 
heterogeneous ice nucleation, because although CNT 
has been routinely invoked to explain both experimental 
and simulation results, its quantitative applicability in ice 
nucleation remains unknown. A verification of  CNT 
requires obtaining the key quantities (e.g., nucleation 
rate, critical nucleus size) independent of  theory, which is 
challenging for both experiment and simulation. The 
capability of  obtaining an ice nucleation rate independent 
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of CNT by FFS allows testing the quantitative validity of 
the theory in heterogeneous ice nucleation for the first time.

The nucleation rates of ice forming homogeneously 
from supercooled water (Li et  al., 2011) and heteroge-
neously on a graphene surface (Cabriolu & Li, 2015) are 
computed as a function of temperature. As shown in 
Figure 8.1, the computed ice nucleation rates were found 
to fit well according to CNT through the expression 
lnR =  ln A + C/((T − Tm)2T). Here, R, T, and Tm are the 
rate constant, nucleation temperature, and melting tem-
perature of ice, respectively, while A and C are fitting 
constants. The fitting procedure yields the estimate of the 
potency factor, which measures the ratio of the barrier 
of  heterogeneous nucleation to that of homogeneous 
nucleation, i.e., f G G C Chet het

*
hom
*

hom/ / , directly 
through the fitting constant C.

On the other hand, the critical volume (or the critical 
size λ*) can also be independently obtained from the 
ensemble of nucleation trajectories obtained in FFS cal-
culation, using the definition of committor (Bolhuis 
et al., 2002) pB = 0.5, i.e., the critical nucleus should have 
the equal probabilities of dissolving and growing com-
pletely. On the basis of CNT, we can fit the obtained criti-
cal size as a function of temperature through λ  =  B/
(Tm/T  −  1)3. Again, an excellent fitting is obtained 
(Figure 8.1c), from which one can obtain the volumetric 
ratio het hetB B*

hom
*

hom/ / .
Remarkably, the obtained volumetric ratio 

Bhet/Bhom = 0.480 ± 0.011 agrees quantitatively with the 
potency factor Chet/Chom = 0.456 ± 0.019. To ensure the 
agreement is not incidental, we also tested our 
conclusion at a different potency factor f(θ), through 
reducing the water‐carbon interaction strength ε by 
one half  so that the carbon surface now becomes more 
hydrophobic. We repeated the above procedures, and 
again obtained a quantitative agreement (Figure 8.1). 
To the best of  our knowledge, this is the first time that 
the quantitative power of  heterogeneous CNT has 
been directly supported from the independent rate 
constant calculation.

It should be mentioned that the quantitative equiva-
lency between the volumetric factor and potency factor 
was again identified in our very recent study of ice nucle-
ation on kaolinite surface (Sosso et  al., 2016). The 
agreement with CNT, identified in different systems, is 
surely a strong support to the theory developed many 
decades ago, but it also raises an important question: 
behind this seemingly “simple” process, what determines 
the potency factor at the molecular level? Indeed, this has 
been one of the daunting questions in atmospheric chem-
istry for decades (Murray et al., 2012), as no strong corre-
lation seems to exist between any of the proposed 
empirical criteria and the observed ice nucleation 
efficiency.

8.3.2. Molecular Insight Into the Complex Nature 
of Heterogeneous Ice Nucleation

To illustrate the molecular origin for the lack of such 
correlation, we examine the roles of surface crystallinity, 
surface hydrophilicity (Bi, Cabriolu, et  al., 2016), and 
surface geometry (Bi et al., 2017) on ice nucleation based 
on the carbon‐water system. We introduce Stone‐Wales 
defects in crystalline graphene through applying the 
Wooten‐Weaire‐Winer bond‐switching Monte‐Carlo 
method (Wooten et al., 1985) to mimic the change of sur-
face crystallinity. The resulting amorphous graphene is 
shown in Figure 8.2. To tune surface hydrophilicity, we 
modify water‐carbon interaction strength ε in the wide 
range of [ε0, 10ε0], where ε0 is the original strength (Lupi 
et al., 2014) reproducing the water contact angle (86°) on 
graphite (Li & Zeng, 2012). Increasing water‐carbon 
interaction strength makes the surface more hydrophilic 
(Lupi & Molinero, 2014), as carbon atoms bind water 
more strongly. To understand the role of surface rough-
ness, we also create an atomically sharp wedge composed 
of two graphene planes with a varying wedge angle β.

We found that heterogeneous ice nucleation on a flat 
graphitic surface exhibits a rich spectrum of nucleation 
behaviors when both surface crystallinity and surface 
hydrophilicity were allowed to vary (Bi, Cabriolu, et al., 
2016). As shown in Figure 8.2, a radical change in surface 
chemistry not only yields a nonmonotonic change in ice 
nucleation rates, but it also leads to a complex, alternate 
nucleation mechanism: At a low water‐carbon strength 
(i.e., low hydrophilicity), ice nucleation is found to be 
mainly controlled by the hydrophilicity of carbon alone, 
thus independent of the crystallinity of the graphene sub-
strate. A gradual increase of hydrophilicity is then found 
to differentiate between crystalline and amorphous gra-
phene, with crystalline graphene being distinguished as a 
more efficient IN. Interestingly, a further increase of 
hydrophilicity not only leads to a sudden decrease of the 
nucleation rate, but also eliminates the role of crystal-
linity in nucleation, making ice nucleation behavior sim-
ilar to what occurs at low hydrophilicity. Remarkably, 
with a very high surface hydrophilicity, the coupling‐con-
trolled behavior reappears so that the crystalline gra-
phene again becomes a better IN. Such oscillating 
distinction between crystalline and amorphous graphene 
in their ice nucleation efficiencies clearly highlights the 
complexity of heterogeneous ice nucleation and suggests 
that ice nucleation can be controlled by the combined 
surface characteristics via coupling effects.

Similarly, we also found that surface geometry alone 
cannot be a good descriptor for ice nucleation efficiency 
either. Although surface roughness has been generally 
considered as a favorable factor for nucleation, our study 
(Bi et al., 2017) showed that a simple correlation cannot 
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be established between surface geometry and ice nucle-
ation efficiency. As shown in Figure  8.3, the calculated 
nucleation rates of ice forming within a concave, atomi-
cally sharp wedge showed a nonmonotonic dependence 
on the wedge angle. In particular, the significant enhance-
ment of ice nucleation relative to a planar surface was 
found to occur only under a few well‐defined wedge 
angles: 70°, 110°, and 45°. Our studies thus suggested 
that it is unlikely that a single descriptor can reliably 
determine an IN’s efficiency, and a thorough under-
standing of the ice nucleation capacity for an IN there-
fore should be achieved through a comprehensive study 
that explicitly considers all the necessary molecular 
details at the surface.

8.3.3. Role of Local Ordering of Water 
in Ice Nucleation

To understand this “duality” of ice nucleation, i.e., 
being thermodynamically “simple” but complex at molec-
ular scales, we examine the local ordering of interfacial 
water. Indeed, we find the observed complex heterogenous 
ice nucleation behaviors can be generally interpreted 
based on this concept regardless of the diversity in surface 

character. Specifically, for ice nucleation on a flat gra-
phene surface (Figure 8.2), we find a simple trend behind 
the complex ice nucleation behaviors: The better ice nucle-
ation efficiency of crystalline graphene, whenever it 
occurs, is always accompanied by the appearance of lattice 
registry between ice and crystalline graphene, whether 
such registry occurs in the first or second contact layer of 
water. Further investigation shows that the occurrence of 
lattice registry is a direct outcome of in‐plane water 
ordering as a result of the subtle balance between water‐
carbon binding strength and lattice mismatch between 
graphene and ice lattice.

The concept of local ordering can be also applied to 
explain the enhanced ice nucleation via a special surface 
geometry (Bi et  al., 2017). Because graphene induces 
density layering of water that matches the density profile 
of ice normal to its basal plane (Lupi et al., 2014), it pro-
motes the formation of the {0001} plane of hexagonal ice 
Ih or the {111} plane of cubic ice Ic. This one‐dimensional 
density match alone leads to an enhancement of the ice 
nucleation rate by 25 orders of magnitude at 240 K. 
When two graphene planes intersect at 70°/110°, forming 
a wedge, they create a template that matches two inter-
secting {111} planes of cubic Ic simultaneously, which 
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further enhances the ice nucleation rate by another eight 
orders of magnitude. Similarly, adding a third graphene 
sheet while creating an open tetrahedral pyramid that 
matches three intersecting {111} planes was found to 
yield spontaneous ice nucleation. It is also important to 
note that the increasing degree of induced ordering not 
only enhances the nucleation rate but also leads to an 
interesting enhancement of polymorph selection toward 
cubic ice Ic.

Importantly, we find the ordering of liquid that per-
tains to crystallization is not limited to apparent lattice 
match. In particular, noting that a 45° wedge does not 
accommodate any common crystalline dihedral angle, we 
find that the very high ice nucleation efficiency of the 45° 
wedge must not be explained based on the traditional 
wisdom of lattice match. Instead, we find that such unex-
pected rate enhancement is facilitated by the formation 
of special topological defects near the 45° wedge tip that 
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consequently catalyze the growth of regular ice 
(Figure  8.4). The close resemblance in the molecular 
pathways for ice to form within the 70° wedge (Figure 8.4 
g–i, nondefect initiating) and 45° wedge (Figure 8.4 c–e, 
defect initiating), along with their nearly degenerate ice 
nucleation rates (Figure  8.3), highlight the strong rele-
vance of defects in ice nucleation. Therefore, we believe 
that the traditional concept of structural match or tem-
plating effect in nucleation should be extended to include 
a broader structural match with noncrystalline units.

The local ordering of liquid can naturally reconcile the 
duality of heterogeneous ice nucleation. From a thermo-
dynamic viewpoint, since crystallization is driven by 
enthalpy gain but penalized by entropy loss, there must 
exist a critical point prior to which the enthalpy gain 
cannot be fully compensated by entropy loss. This critical 
point should be conceptually equivalent to the nucleation 
barrier in CNT. Therefore, a crystallization event can be 
enhanced when entropy loss is mitigated. At a molecular 
level, such reduction of entropy loss is reflected by the 
enhancement of local ordering of liquid in consistent 
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with crystallization, which can be facilitated by certain 
characteristics of an IN, e.g., surface chemistry, surface 
crystallinity, surface geometry, etc. In this sense, the role 
of an IN is to “guide” water molecules to find the right 
entrance towards the basin of solid phase.

8.4. NUCLEATION OF GAS HYDRATE

Another major venue for water crystallization induced 
by carbon is the formation of gas hydrate. Small hydro-
carbon molecules such as methane are known to be 
capable of inducing water to crystallize into clathrate 
structures, enclosing them as guests under high pressure. 
These carbon‐bearing molecules, being strongly hydro-
phobic, have very low solubilities in water, yet their con-
centrations can be thousand times higher in solid gas 
hydrate. Although appearing chemically counterintuitive, 
the formation of gas hydrate can be well rationalized by 
both thermodynamics and kinetics. On one hand, the 
presence of many pairs of gas‐water interaction can sig-
nificantly stabilize gas hydrates, making their formation 
thermodynamically favorable; on the other, the close 
resemblance in water’s structure between the hydration 
shell of gas molecule and clathrate cage provides a struc-
tural basis for gas hydrate nucleation. Despite these 
understandings, an outstanding question is how gas 
hydrate nucleates from liquid‐gas mixture, and in 
particular, whether hydrate nucleation pathways can be 
described by CNT. Early hypotheses such as labile cluster 
hypothesis (LCH) (Sloan & Fleyfel, 1991) and local struc-
turing hypothesis (LSH) (Radhakrishnan & Trout, 2002) 
were able to rationalize certain attributes of hydrate 
nucleation mechanism, but both found difficulty when 
compared with simulation results. The breakthrough was 
made when spontaneous hydrate nucleation was for the 
first time obtained in direct MD simulations (Walsh 
et al., 2009). These simulations facilitated a new view of 
hydrate nucleation: “blob” mechanism (Jacobson & 
Molinero, 2010), which reconciles labile cluster hypo-
thesis and local structuring hypothesis. In particular, the 
“blob” mechanism makes an analogy between hydrate 
nucleation and the nucleation of minerals and protein, 
suggesting a “two‐step” process involving the formation 
of amorphous nucleus followed by amorphous‐to‐crystal 
transition. The mechanism raised a fundamental question 
of whether hydrate nucleation can be considered nonclas-
sical with multiple barriers, as hypothesized in the nucle-
ation of proteins and minerals.

An unambiguous answer to this question requires a 
sufficient sampling of transition pathway ensemble as 
well as a determination of free energy profile along the 
transition pathway. To achieve this goal, we developed 
the half‐cage order parameter (H‐COP) (Bi & Li, 2014) 
on the basis of the topological hierarchy of clathrate 

structure (see Figure 8.5a), for driving and characterizing 
hydrate nucleation. H‐COP is defined as the number of 
water molecules contained in a hydrate‐like cluster assem-
bled by half  cages through certain geometrical con-
straints. We subsequently integrated H‐COP into FFS, 
which allows explicitly computing hydrate nucleation rate 
for the first time at a condition where spontaneous 
hydrate nucleation is too slow to occur in direct MD sim-
ulation (Bi & Li, 2014). Combining FFS and backward 
flux sampling also allowed obtaining the free energy pro-
file of hydrate nucleation along the order parameter  
H‐COP (Bi, Porras, et al., 2016). Our study of gas hydrate 
nucleation was carried out based on a coarse‐grained 
model where water is represented by the mW model and 
water‐gas interactions are represented by the two‐body 
interaction of the mW model (Jacobson & Molinero, 
2010) that was tuned to mimic a wide range of guests 
with different sizes and solubilities (Jacobson et al., 2010). 
In this study we considered both a large (L) guest that 
exhibits properties comparable to oxetane and a medium 
(M) guest that emulates methane.

Our investigation demonstrates a few important and 
intriguing characteristics of gas hydrate nucleation: (1) 
The ensemble‐averaged crystallinity of hydrate is found 
to be low at the early stage of nucleation but gradually 
increases with the size of the hydrate nucleus, thus 
providing a strong support to the proposed “two‐step” 
nucleation mechanism. (2) Despite the average two‐step 
picture, there clearly exists a structural diversity of 
hydrate nucleation pathway. In particular, multiple nucle-
ation channels are shown to exist, among which hydrate 
is found to form directly into a crystalline structure, 
bypassing the amorphous stage. (3) Most surprisingly, 
the free energy profile of hydrate nucleation is found to 
follow CNT reasonably well, despite the overall “nonclas-
sical” molecular pathways.

These observations appear contradictory, particu-
larly (1) and (3). However, our subsequent investiga-
tion showed they may be reconciled by considering the 
following facts and hypotheses. First, the chemical 
potential difference between structure I (sI) hydrate, 
which is the thermodynamically stable phase of  the 
studied gas hydrate, and the metastable phase structure 
II (sII) hydrate, is very small. The close proximity of 
structural stability in sI and sII is reminiscent of  the 
case of  ice I, where hexagonal Ih is only marginally 
more stable than cubic Ic. For ice, both simulations 
(Haji‐Akbari & Debenedetti, 2015; Li et  al., 2011; 
Moore & Molinero, 2011) and experiments (Kuhs 
et al., 2012; Malkin et al., 2012) have shown ice crystal-
lites grown freshly from supercooled water are stacking 
disordered, rather than pure Ih or Ic. This unconven-
tional behavior has been recently rationalized by the 
higher stability of  stacking disordered ice crystallites, 
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as a result of  entropy of  mixing thermodynamically 
favoring stacking disorder (Lupi et  al., 2017). From 
this viewpoint, we postulate that hydrate nucleation 
may be rationalized by a similar argument, as the close 
stability in the large variety of  cage packing sequences 
guarantees a large configurational space for hydrate 
nucleation to explore (Hall et  al., 2016). Since 
crystalline structures only represent a small fraction of 
such large configurational space (as they are outnum-
bered by noncrystalline packing sequences, just as 
stacking ordered structures are outnumbered by stack-
ing disordered structures), the entropy of  “mixing” 
favors a random packing of  cages, thus forming non-
crystalline hydrate nucleus. As a result, hydrate nuclei 
exhibit a wide range of  crystallinity, and the ensemble‐
averaged crystallinity is low for small hydrate nucleus. 
As explained in the section above, classical nucleation 
theory has been shown to describe ice nucleation accu-
rately—even when stacking disorder is considered 
(Lupi et al., 2017). In this sense, it is then not too sur-
prising to find that hydrate nucleation also carries a 
classical‐like free energy profile, albeit that small 
deviation is observed between the calculation and the 
fitting (see Figure  8.5b). One explanation for such 
deviation could be related to the choice of  order 
parameter: As shown in a recent study (DeFever & 
Sarupria, 2017), although all the developed order 
parameters for hydrate nucleation, including H‐COP, 
capture the reaction pathway well, they are in general 
less accurate than that for ice nucleation.

8.5. CONCLUSION

An intriguing question to address is how the 
crystallization of  water is initiated and controlled by the 
fundamental level interaction between carbon and 
water. By developing advanced molecular modeling, we 
address this question at both the thermodynamic and 
molecular levels. We find ice crystallization, when either 
occurring homogeneously or heterogeneously on a gra-
phitic carbon surface, appears to follow a pathway that 
can be quantitatively described by classical nucleation 
theory. On the other hand, at a molecular level, we also 
discover that ice nucleation is dictated by the subtle 
interplay between different molecular details of  the 
carbon surface, including surface crystallinity, surface 
hydrophilicity, and surface topography. We attempt to 
explain this duality of  ice nucleation through the role of 
local ordering of  water. In the form of  small hydrocar-
bons such as methane, carbon can also directly partici-
pate in the crystallization of  water, leading to the 
formation of  clathrate hydrate. To this end, by using our 
developed tools, we find that although on average, 
hydrate nucleation proceeds through a nonclassical 
pathway, it displays a classical‐like free energy profile. 
We attempt to reconcile this seeming contradiction 
through making an analogy between the stacking dis-
order in ice nucleation and the random packing of  cages 
in hydrate nucleation. This analogy potentially allows 
understanding the crystallization of  water through a 
unified framework, irrespective of  its end products.
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9.1. INTRODUCTION

Carbon, the sixth element of the periodic table, together 
with oxygen and hydrogen, has one of the leading roles in 
the oldest and still ongoing process on the planet Earth: 
the evolution of the geological processes that led to the 
creation of life on the Earth’s surface (Hazen, Jones, 
et al., 2013). Indeed, unraveling all the steps of the deep 
carbon cycle is one of the main topics in the study of the 
dynamic history of the Earth. C seems to be a perfect 
element to describe the dynamism of the Earth’ history, 
because it is a versatile element: it is present from the 
Earth’s crust to the core, it is present in many different 
geological environments, and it can bond to more than 80 

other elements, changing its speciation and structural 
environment. To date, ca. 25% of the C‐bearing species 
must be discovered in the Earth’s crust (Hazen et  al., 
2016), and if  we consider only the C‐O bonding, ca. 94% 
of these are carbonates. The study of carbonate crystal‐
chemistry at deep planetary conditions can be a key point 
in determining the processes that characterize the storage 
and the importance of carbonates as C‐carriers in sub-
duction zones.

The fundamental chemical unit of the carbonates is the 
CO3

2‐ anion. It is characterized by a planar trigonal geom-
etry, where three oxygens surround the central carbon. 
Despite the huge chemical variety of carbonates at Earth’s 
surface, the CO3 group stays uniform. It is at HP‐HT con-
ditions that it will undergo many distortions that will lead 
to phase transitions in all the main carbonate minerals. At 
surface conditions, the most important and ubiquitous 
carbonate minerals are calcite, aragonite (CaCO3), and 
dolomite, CaMg(CO3)2 (Hazen, Downs, et al., 2013). Iron 
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carbonate, siderite FeCO3, and magnesium carbonate, 
 magnesite MgCO3, isostructural with calcite, are also impor-
tant carbonates occurring especially in hydrothermal systems 
and constituting important ore and industrial minerals 
(Martin et al., 2017). Solid solution between calcite‐magne-
site‐siderite is favored at the Earth’s upper mantle condition 
(Franzolin et al., 2011). Among crustal minerals, carbonates 
of divalent cations (e.g. Sr, Ba, Pb, etc.) are also important. 
Alkali carbonates are also present, despite their high aqueous 
solubility, which prevents a massive preservation at the 
Earth’s surface (Hazen, Downs, et al., 2013).

Calcium carbonates have two main structural types, the 
rhombohedral‐CaCO3 calcite‐type structure, and the ara-
gonite structure that is orthorhombic‐CaCO3. Another 
major rock‐forming mineral on the Earth’s surface is 
dolomite, characterized by a calcite‐type structure and an 
ordered distribution between Mg and Ca. In the past, 
experimental data on carbonates were scarce, but in the 
last decades both experimental and computational 
studies (e.g. Oganov et al., 2013) have made many impor-
tant discoveries on the phase transitions undertaken by 
carbonates at different P‐T and redox conditions. These 
new data suggested that aragonite was not the only poten-
tially stable carbonate at deep mantle conditions, but 
other polymorphic structures of dolomite and calcite 
were as well. One of the biggest outcomes of research in 
the last decades is the change of the C coordination 
number at HP‐HT conditions. C transforms from a tri-
gonal arrangement to tetrahedral carbonate units, which 
can polymerize, as silicates, in 3‐fold ring carbonates 
(Merlini et  al., 2017) or chain carbonate structures 
(Merlini et al., 2015; Cerantola et al., 2017), not yet found 
in nature. This has been both proven experimentally and 
predicted by computational studies (Oganov et al., 2006, 
2013; Pickard & Needs, 2015). To date, the different pos-
sible structures adopted by these tetrahedrally coordi-
nated carbonates are still unclear, because of their 
unquenchable nature. Notably, these structures surpris-
ingly match 3‐fold ring silicates, e.g. Ca‐walstromite 
(CaSiO3 silicate) found as inclusion in diamonds, and it 
has been seen that this phase undergoes polymorphic 
transition (Anzolini et al., 2016). By analogy with experi-
ments performed in the 1960s on germanates as ana-
logues of HP behavior of silicates, the input of 
polymorphic transition observed in Ca‐walstromite sug-
gested to expand the investigation at nonambient 
behavior of tetrahedrally coordinated carbonates.

In addition, the study of iron‐bearing carbonates (e.g. 
[Mg,Fe]CO3) at lower‐mantle conditions has helped the 
scientific community to better understand the deep mantle 
cycle and the different redox states. With these experiments, 
it was observed that the spin transition, from high‐ to low‐
state, was not only occurring in candidate mantle minerals 
(perovskite, [Mg,Fe]SiO3, and ferropericlase, [Mg,Fe]O) 

but also in iron‐bearing carbonates (e.g. Liu et al., 2015). 
The effect of the high‐ to low‐spin transition on the (Mg,Fe)
CO3 structure was that the rhomboedral phase (Phase I) 
was transforming to an orthorombic one (Phase II) at much 
lower pressure with respect to the Mg‐rich analogue.

The preferential incorporation of iron in low‐spin‐state 
Fe‐bearing mantle phases could support the idea that Fe 
partitioning is favored in Fe‐bearing carbonates, because 
of the shallower depth at which the Fe2+ high‐spin low‐
spin transition happens, with respect to other mantle 
minerals (Kantor et  al., 2006; Kupenko et  al., 2015). 
Recently, experiments performed on pure synthetic single 
crystals of FeCO3 to ~ 100 GPa and 2500 K brought evi-
dence that even iron carbonates change their structure to 
CO4‐based carbonates at ~ 70 GPa, proving that the CO4‐
based carbonates are the most favourable C‐carrier in the 
lower mantle (Cerantola et al., 2017; Merlini et al., 2015).

Moreover, carbonates of other elements, in particular 
alkali elements, could play an important role in the deep 
carbon cycle and the injection of alkali elements at extreme 
mantle conditions, as suggested by the finding of nyerere-
ite, (Na,K)2(Ca,Sr,Ba)(CO3)2, and nahcolite, NaHCO3 as 
diamond inclusions (Kaminsky et al., 2009). However, a 
detailed study of different structures adopted by these car-
bonates at mantle conditions is still unknown. Recent pub-
lished data on shortite (Na2Ca2[CO3]3) (Vennari et  al., 
2018) show how at pressures above 15–17 GPa the struc-
ture of shortite I transforms to shortite II, with a substan-
tial density increase of about 2.5%. But the more relevant 
result is the evidence of the progressive displacement of the 
C atom from a trigonal planar geometry to a 3+1 
coordination, resulting in a dimerization of carbonate ions 
units. This effect is visible on half of the carbonate groups 
in the shortite II phase (Vennari et al., 2018).

Given the fundamental role played by stagnant slabs in 
paramount petrological and geochemical processes 
(Rohrbach & Schmidt, 2011; Thomson et al. 2016; Walter 
et al., 2011), understanding the different possible struc-
tures adopted by carbonates during their polymorphic 
phase transitions will be of fundamental importance to 
reveal the past, present, and future evolution of the deep 
carbon cycle. In the following paragraphs, we present a 
synthetic overview of recent selected experimental inves-
tigations of carbonates at mantle conditions. We focus 
our review on in‐situ single crystal X‐ray diffraction 
experiments, because it is the most reliable technique for 
structural determination.

9.2. EXPERIMENTAL STRUCTURAL 
INVESTIGATION ON CARBONATES: METHODS

In‐situ X‐ray diffraction using diamond anvil cells 
(DACs) is the primary tool for structural determination 
of crystals at nonambient conditions. In the last 15 years, 
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an upgrade in synchrotron diffraction protocols for single 
crystal diffraction at extreme conditions has allowed 
experimental ab‐initio determination of structures after 
multiple phase transitions (Dera et al., 2005; Dubrovinsky 
et al., 2010; Merlini & Hanfland, 2013). The possibility to 
perform accurate structural refinements on tiny crystals, 
and especially on a small single crystal domain from a 
multidomain sample (e.g. original single crystal samples 
stabilized at HP‐HT conditions), has opened a new 
window on Earth’s material structural behavior. The 
experimental data, in fact, may validate computational 
structure prediction, as well as reveal new unpredicted 
structural types or crystal chemistry features, which in 
turn may drive novel computational works.

Historically, it is noticeable that miniaturized DAC for 
single‐crystal X‐ray diffraction purposes (i.e. the Merrill‐
Bassett DAC; Merrill & Bassett, 1974) was developed specif-
ically to solve the structure of the CaCO3‐II polymorph 
(Bassett, 2009). Calcite is an interesting mineral for high‐
pressure crystallography. It undergoes multiple phase transi-
tions in a relatively moderate pressure range (Bridgman, 
1939). Calcite‐II is a distortion of the calcite structure 
(Merrill & Bassett, 1975), and it is described in a symmetry 
group‐subgroup relationship. The higher pressure poly-
morphs are more complex; the CaCO3‐III polymorph forms 
after a first‐order phase transition from an original calcite 
single crystal that often promotes the formation of multiple 
domain grain. Several models were proposed based on 
powder‐like data (Davis, 1964; Hagiya et al., 2005), but any 
attempt to correctly index the diffraction pattern failed. 
Recently, the use of new detectors for synchrotron X‐ray 
diffraction with zero point spread functions allowed the 
correct determination of unit cell, diffraction intensities, 
and finally structure solution (Merlini et  al., 2013). 
Nowadays, the use of single‐crystal diffraction for structural 
determination after multiple phase transition has become a 
routine methodology in most synchrotron beamlines.

9.3. EXPERIMENTAL DETERMINATION 
OF CARBONATE STRUCTURES: CASE STUDIES

Experimental investigations on carbonates at nonambi-
ent conditions have revealed an unexpected complexity in 
structural behavior, with several phase transitions identi-
fied and new structural types determined. In the following 
sections, three case studies are summarized to demonstrate 
carbonates’ rich polymorphism and implications these 
structures have on high‐pressure carbonate mineralogy.

9.3.1. Calcium Carbonates With CO3 Units

Calcite, CaCO3, represents the most relevant carbonate 
at Earth’s surface. Fifteen years ago, only two polymorphs 
were considered relevant for the Earth’s mantle mineralogy 

of carbonates, calcite, and aragonite. CaCO3‐II structure 
was considered a metastable structure and CaCO3‐III poly-
morph an unresolved crystallographic problem. The suc-
cessful structural solution of CaCO3‐III polymorph and 
the identification of higher pressure modifications, how-
ever, have suggested a more complex crystal chemistry of 
these phases. The calcite to CaCO3‐II phase involves a rota-
tion of carbonate groups, with consequent loss in three‐fold 
symmetry and description of the structure in a symmetry 
subgroub of calcite (Merrill & Bassett, 1975). CaCO3‐III, 
on the contrary, presents a structure based on the same 
topology as calcite, considering the arrangement of Ca 
atoms; however, the trigonal carbonate units are no longer 
parallel to each other but tilted. This structure can generate 
multiple superstructures, with variable coordination sites 
for Ca atoms, with an average increase in coordination 
numbers, [7–8], compared to calcite, [6]. This arrangement 
explains the sensible density increase of CaCO3‐III com-
pared to extrapolated volume of calcite. Experimentally, in 
the pressure range 3–15 GPa, two structures were encoun-
tered experimentally. Both polymorphs are very likely 
metastable structures compared to aragonite. They confirm 
the theoretical prediction of multiple metastable structures 
of CaCO3 polymorphs at high pressure with competitive 
energy compared to aragonite (Oganov et  al., 2006). 
Further compression of CaCO3‐III phase induces a phase 
transition at 15 GPa towards the CaCO3‐VI structure. The 
interest of CaCO3‐VI, triclinic, with 10 atoms in the unit 
cell, arises since it has a higher density compared to arago-
nite (Merlini, Hanfland, et al., 2012). These results there-
fore indicate that dense structures of carbonates at mantle 
pressures based on calcite topology and different from ara-
gonite are possible. The successful identification of the 
thermodynamic stable polymorphs will allow a precise 
phase equilibrium modeling in carbonate‐bearing systems. 
Recently, computational works and X‐ray powder 
diffraction experiments have provided new important 
information about the stable structures of CaCO3 at mantle 
conditions, with the identification of aragonite‐II and 
CaCO3‐VII polymorphs, which is potentially the predomi-
nant form in the lower mantle (Gavryuskin et al., 2017; Li 
et al., 2018; Pickard & Needs, 2015). For the sake of com-
pleteness, we also mention the single crystal determination 
of CaCO3‐V structure, which represents a disordered cal-
cite structure in terms of carbonate unit position, which in 
turn rotates and librates around carbon position (Ishizawa 
et al., 2013). CaCO3‐V polymorph is stable at high‐temper-
ature conditions (e.g. Zhao et al., 2019).

9.3.2. Carbonates with [4]‐Coordination Carbon

In the past years, the experimental studies on carbon-
ates at lower mantle conditions were mainly focused on 
magnesite, which is considered an important carbonate 
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end‐member for lower mantle mineralogy. The pressure‐
induced sp2 to sp3 orbital hybridization of the carbon‐
oxygen bond is expected to promote new structures, 
based on tetrahedrally coordinated CO4 carbonate units 
(Arapan et  al., 2007). High‐pressure phase transitions 
were observed in magnesite and Fe‐magnesite (Boulard 
et al., 2011; Isshiki et al., 2004). The quality of experi-
mental X‐ray powder diffraction patterns is not suitable 
for ab‐initio structure determinations, and the exact 
structure of the observed phases is still an open question, 
but a similarity to predicted structures based on tetrahe-
drally coordinated carbon is apparent in X‐ray powder 
diffraction patterns. A fundamental discovery in these 
high‐pressure studies of carbonates is the identification 
of a new class of carbonates, featuring oxidized trivalent 
iron (Boulard et  al., 2012). An unexpected phase with 
chemical formula Fe3C4O12 was clearly identified on 
quenched product from synthesis above 80 GPa. The 
implications for this discovery are far reaching. At 
ambient conditions, no anhydrous carbonate salts of tri-
valent common cations, such as iron and aluminum, exist 
among carbonate minerals. The Fe3+ carbonate in experi-
ments of Boulard et  al. (2012) originates from a redox 
reaction in the close chemical system constituted by Mg‐
siderite. The Fe3+ carbonate coexists with the high‐
pressure form of magnetite, hp‐Fe3O4, and reduced 
carbon (diamond). The possibility to laser heat single 
crystals with sensible iron content for IR laser absorption 
has successively allowed the stabilization of single crys-
tals suitable for ab‐initio experimental phase determina-
tion of Mg2Fe2(C4O13) carbonate (Merlini et al., 2015). It 
belongs to a new structural class of carbonates, and it is 
based on truncated chains constituted by four tetrahedral 
groups, described by the crystal‐chemical formula 
[C4O13]

10‐. The unique structural analogue is the rare 
Earth element (REE) silicate Ba2Gd2[Si4O13] (Wierzibcka‐
Wieczorec et  al., 2010). Following this single crystal 
determination, other high‐pressure carbonates with tet-
rahedral carbonate units have been determined 
(Table  9.1), which are Fe4(CO3)4, Fe4(C4O13), and 
(Ca,Mg,Fe)3(C3O9) (Cerantola et al., 2017; Merlini et al., 
2017). These are carbonates based on tetrahedrally coor-
dinated carbonate anionic groups. The interatomic bond 
lengths in [CO4]

4‐ units agree with predicted bond lengths, 
and the C‐O‐C bond angles in polymerized units are in 
the predicted ranges (Oganov et al., 2013). This confirms 
the prediction of a possible limited flexibility in polymer-
ized CO4 units if  compared to silicates. Yet the four differ-
ent experimental structures available so far indicate an 
interesting richness. By analogy with silicates, HP car-
bonate forms nesocarbonates, cyclocarbonates, and ino-
carbonates (Figure 9.1). The different structures are also 
based on variable cationic coordination polyhedra, which 
can accommodate elements with variable interatomic 

sizes and valences. The inocarbonate Fe4(CO4)3 incorporates 
trivalent iron. The coexistence of this phase with ele-
mental carbon and HP‐magnetite (Boulard et al., 2012; 
Cerantola et al., 2017) indicates that it can be stable over 
a variable oxidation environment. The possible presence 
of iron in low‐spin state (Cerantola et al., 2017) and the 
reduced size of low‐spin iron suggests that other trivalent 
cation carbonates may form. There is no evidence at 
ambient conditions of anhydrous aluminum carbonates, 
but HP carbonates based on tetrahedral CO4 groups 
could likely incorporate aluminum (Al being the fourth 
element by abundance in Earth and the planets). Cyclo‐
carbonates, such as dolomite‐IV, are based on three‐fold 
C3O9 tetrahedral ring units. There is no exact structural 
analogue for these carbonates, but the same topology is 
observed in silicates and borates. The silicate walstromite, 
Ba2CaSi3O9, or the pure CaSiO3 cyclosilicate end‐member 
have a closely related structure. The experimental dolo-
mite‐IV is orthorhombic and feature two different cation 
sites with [8] and [10] coordination, suggesting the pos-
sible existence of a wide solid solution between cations 
with variable sizes, Ca, Mg, and Fe in particular.

The observed polymerization of carbonate units in 
crystalline carbonate is also relevant for the under-
standing of carbonate melt structures in the lower mantle. 
It is a known fact that carbonatite melts in the upper 
mantle have a sensible low viscosity (e.g. Dobson et al., 
1996; Jones et al., 2013) because of the ionic nature of 
these melts and the impossibility of having polymers 
based on trigonal carbonate units. This scenario signifi-
cantly changes at lower mantle conditions, when poly-
merization of carbonate is possible. The observation of 
structural variability of carbonates as a function of Fe3+/
Fe2+ ratio, with isolated carbonate units observed only in 
fully oxidized Fe‐carbonate, could suggest that oxygen 
fugacity may also have an important role in determining 
the viscosity and the mobility of ultradeep carbonate 
melts.

9.3.3. Alkali and Mixed‐Alkali Carbonates

Pure alkali carbonates and carbonates containing 
alkali elements constitute an interesting group of carbon-
ates and are found at variable crustal settings (Hazen, 
Downs, et al., 2013). Their interest in Earth’s mantle min-
eralogy arises by the identification of alkali carbonates in 
diamond inclusions (Kaminsky et  al., 2009), revealing 
that these minerals exists in the Earth’s mantle and are 
present as chemical components in mantle fluids or melts.

Mixed‐alkali carbonates, i.e. carbonates of alkali 
metals and other cations, represent very interesting can-
didate accessory minerals of the Earth’s mantle 
(Table 9.2). They can originate from the crystallization of 
carbonatite melts. Among these mixed‐alkali carbonates, 



STRUCTURES AND CRYSTAL CHEMISTRY OF CARBONATE AT EARTH’S MANTLE CONDITIONS 91

Table 9.1 Crystallographic information on high‐pressure determination of carbonates in the Ca‐Mg‐Fe‐C‐O system based 
on single crystal X‐ray diffraction structure solution and refinement.

Carbonate Experimental P,T Unit Cell Space Group Reference

CaCO3‐II P = 1.5 GPa a = 6.334(20) Å
b = 4.948(15) Å
c = 8.033(25) Å
α = γ = 90°
β = 107.9°
Vol = 239.57 Å3

P21/c Merrill and 
Bassett, 1975

CaCO3‐III P = 2.8 GPa a = 6.2811(13) Å
b = 7.5073(13) Å
c = 12.516(3) Å
α = 93.76(2)°
β = 98.95(2)°
γ = 106.49(2)°
Vol = 555.26(20) Å3

P‐1 Merlini, Hanfland, 
et al., 2012

CaCO3‐IIIb P = 3.1 GPa a = 6.144(3) Å
b = 6.3715(14) Å
c = 6.3759(15) Å
α = 93.84(2)°
β = 107.34(3)°
γ = 107.16(3)°
Vol = 224.33(13) Å3

P‐1 Merlini, Hanfland, 
et al., 2012

CaCO3‐VI P = 30.4 GPa a = 3.319(2) Å
b = 4.883(3) Å
c = 5.590(2) Å
α = 103.30(5)°
β = 94.73(5)°
γ = 89.21(6)°
Vol = 87.86 Å3

P‐1 Merlini, Hanfland, 
et al., 2012

Ca(Mg,Fe)(CO3)2‐II P = 34.4 GPa a = 4.7407(10) Å
b = 5.3885(10) Å
c = 6.7430(10) Å
α = 101.42(1)°
β = 89.27(1)°
γ = 95.72(1)°
Vol = 168.01(5) Å3

P‐1 Merlini, Crichton, 
et al., 2012

Ca(Mg,Fe)(CO3)2‐III P = 50.6 GPa a = 6.2346(9) Å
b = 9.3025(11) Å
c = 10.9893(12) Å
α = 75.89(1)°
β = 81.05(1)°
γ = 89.48(1)°
Vol = 610.32(14) Å3

P‐1 Merlini, Crichton, 
et al., 2012

Ca(Mg,Fe)(CO3)2‐IIIb P = 36.8 GPa a = b = 12.010(3) Å
c = 13.700(5) Å
α = β = 90° γ = 120°
Vol = 1711.34(5) Å

R3 Merlini et al., 2017

(Ca,Mg,Fe)3(C3O9) P = 115 GPa
(quenched from 2500 K)

a = 10.091(3) Å
b = 8.090(7) Å
c = 4.533(3) Å
α = β = γ = 90 90 90
Vol = 370.1(4) Å3

Pnma Merlini et al., 2017

Mg2Fe2C4O13 P = 135 GPa
(quenched from 2650 K)

a = 9.822(3) Å
b = 3.9023(13) Å
c = 13.154(5) Å,
α = γ = 90° β = 108.02(3)°
Vol = 479.4(3) Å3

C2/c Merlini et al., 2015

(Continued)
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it is worth mentioning the recent discovery of new high‐
pressure phases in the Na2CO3‐CaCO3 systems, in 
particular Na2Ca3(CO3)4 and Na2Ca4(CO3)5 (Gavryushkin 
et al., 2014; Shatskiy et al., 2013). Na2Ca3(CO3)4 is a liq-
uidus phase in Na‐bearing and Ca‐bearing carbonatitic 
melt. Its structure is based on trigonal CO3 units and 
large cation sites with variable coordination. We synthe-
sized these phases in K2CO3‐Na2CO3‐CaCO3 systems at 
5 GPa and 900 °C (Figure 9.2). The results indicate the 
possible existence of solid solution between K and Na 
end‐member. Chemical analyses indicate the presence of 

vacancies in these structures. A slight excess of Ca and 
depletion of alkali achieve the electrostatic balance. This 
aspect is very important if  we consider the negligible 
vacancies that are possible in the calcite or aragonite 
structures. The possible existence of vacancies in 
(Na,K)2Ca3(CO3)4 indicates also the possible incorpora-
tion of trivalent cations in these structures, like REEs. A 
stoichiometric REE‐bearing carbonate with formula 
Na3Ca2La(CO3)5 was synthesized in the system Na‐La‐
Ca‐C‐O at 5 GPa and 900 °C (Table 9.2 and Figure 9.2). 
It is isostructural with the mineral burbankite 

Table 9.1 (Continued)

Carbonate Experimental P,T Unit Cell Space Group Reference

Fe4C4O13 P = 97 GPa
(quenched from 3088 K)

a = 10.261(3) Å
b = 3.985(3) Å
c = 13.455(5) Å
α = γ = 90° β = 

107.85(4)°
Vol = 523.76(28) Å3

C2/c Cerantola et al., 
2017

Fe4C3O12 P = 74 GPa
(quenched from 1750 K)

a = b = 12.762(2) Å
c = 5.332(1) Å
α = γ = 90° β = 120°
Vol = 752.0(3) Å3

R3c Cerantola et al., 
2017

(a)

(c)

b

a

b

c

a

a

(b)

Figure 9.1 Crystal structure of (a) Fe4C3O12, (b) (Ca,Mg,Fe)3[C3O9], and (c) Fe4C4O13 as examples of nesocarbon-
ate, cyclocarbonate, and inocarbonate stabilized at deep mantle conditions. C tetrahedra are cyan, other cations 
are in green (Ca, Mg, Fe), and oxygen atoms are in blue. See electronic version for color representation of the 
figures in this book.



STRUCTURES AND CRYSTAL CHEMISTRY OF CARBONATE AT EARTH’S MANTLE CONDITIONS 93

(Effenberger et  al., 1985) and with the synthetic 
Na2Ca4(CO3)5 (Rashchenko et  al., 2017) and demon-
strates the potential chemical variation of these minerals 
at upper mantle pressures. The experimental evidence 
(i.e. Poli, 2015) of mobilization of carbon through carbon-
atitic melts in the upper mantle as well the natural findings 
of alkali carbonates in deep processes recorded by dia-
monds (e.g. Kaminsky et al., 2009) shows that mixed alkali 
carbonates are indeed important in deep processes. Their 
crystallographic features account for the possibility of geo-

chemical fractionation of minor and trace elements with 
large size and valence state, different from other carbonates, 
such as calcite, aragonite, magnesite and dolomite.

9.4. CONCLUDING REMARKS

The occurrence of carbonates in kimberlites and as 
diamond inclusions (Berg, 1986; Kaminsky et al., 2009) 
and experimental studies (e.g. Poli, 2015) demonstrates 
the stability of carbonates in the upper mantle. Currently, 

Table 9.2 Single crystal structure determination of alkali carbonate high‐pressure polymorphs.

Carbonate Experimental P,T Unit cell Space group Reference

Na2Ca3(CO3)4 6 GPa, 1000 °C, 
quenched

a = 31.4421(8) Å
b = 8.1960(2)Å
c = 7.4360(2) Å
α = γ = 90° β = 89.923(2)°

Pn Gavryushkin et al., 2014

Ca3Na1,4K0,6(CO3)4 5 GPa, 800 °C, 
quenched

a = 7.3877 Å
b = 8.4967 Å
c = 15.8228 Å
α = β = γ = 90°
V = 993.22 Å3

Pnma This work

Ca3Na0,6K1,4(CO3)4 5 GPa, 800 °C, 
quenched

a = 7.4086 Å
b = 8.6407 Å
c = 15.9271 Å
α = β = γ = 90°
V = 1019.59 Å3

Pnma This work

Na2Ca4(CO3)5 6 GPa, 1050 °C, 
quenched

a = b = 10.37402(14) Å
c = 6.25935(9) Å
α = β = 90° γ = 120°
V = 583.38(1) Å3

P63mc Rashchenko et al., 2017

Na3Ca2La(CO3)5 5 GPa, 900 °C, 
quenched

a = b = 10.443(3) Å
c = 6.3044(10) Å
α = β = 90° γ = 120°
V = 595.44(18) Å3

P63mc This work

(a) (b)

Figure 9.2 Crystal structure of (a) Ca3Na0,6K1,4(CO3)4 and (b) Na3Ca2La(CO3)5, synthesized at 5 GPa. See electronic 
version for color representation of the figures in this book.
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there is still no direct evidence of carbonate minerals 
from the lower mantle. The experimental results on the 
structural transformation of carbonates at ultra‐high 
pressures have, however, revealed a potential richness of 
new deep carbonate minerals with novel crystal chemical 
features, which may match the complex redox environ-
ments (Cerantola et al., 2017) and thermodynamic condi-
tions existing in the planetary interiors.
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Nitrogen Diffusion in Calcite

Daniele Cherniak, Morgan Schaller, and Bruce Watson

ABSTRACT

Diffusion of N has been measured in natural calcite. For diffusion normal to the {10Ī4} cleavage surface, an 
activation energy for diffusion of 222 ± 17 kJ mol‐1 and pre‐exponential factor of 1.92 × 10‐9 m2sec‐1 are obtained. 
Diffusion parallel to c is slightly faster than diffusion normal to {10Ī4}. These data indicate that N contained in 
inclusions in calcite will diffuse through the calcite lattice at Earth’s upper crustal and surface conditions slowly 
enough so that calcite may faithfully retain a passive signature of its formation environment for billions of years, 
providing much needed insight into the cycling of nitrogen between atmosphere, crust, and mantle.

10

10.1. INTRODUCTION

Nano to microscale mineral inclusions offer a wealth of 
potential information about the environments of precipi-
tation, and in many cases can be extrapolated broadly to 
further our understanding large‐scale Earth processes 
such as elemental fluxes and the history of volatile degas-
sing (e.g., see Marty, 2012, for a review). The shallow 
crustal and atmospheric component of deep nitrogen and 
carbon cycles is surprisingly not well determined, due in 
large part to the paucity of minerals that serve as high‐
fidelity passive recorders of these reservoirs. Calcite‐
hosted inclusions can contain all of the major atmospheric 
gases (e.g., Blamey, 2012; Newman et al., 1996; Parry & 
Blamey, 2010), and are thus a potentially promising source 
for information on ancient atmospheres. However, the 
extent to which these records can be quantitatively inter-
preted depends on the capacity of the host mineral to 
retain these signatures over geologically relevant time-
scales. Unlike carbon and oxygen, nitrogen is not an 
essential constituent of calcite, nor is it a favorable ionic 
substitution upon crystallization. As such, it is unlikely to 
be partitioned into the calcite crystal lattice during growth. 

However, this incompatibility in regular lattice sites does 
not preclude trapping of N from the aqueous phase  during 
precipitation and subsequent residence within inclusions 
or occupation of defect sites or interstices of the crystal 
lattice. Regardless of the mode of incorporation, if  the 
nitrogen in calcite can be extracted and measured, it is 
vital to understand how retentive the calcite crystal lattice 
is to nitrogen. This chapter evaluates the kinetics of 
nitrogen retention by the calcite crystal lattice.

10.2. METHODS

10.2.1. Experimental Procedure

The experiments were performed on natural calcite 
from Mexico. This material has been used in our previous 
studies of Sr, Pb, REE, and He diffusion (Cherniak, 1997, 
1998; Cherniak et al., 2015). Natural {10Ī4} cleavage faces 
were used in the majority of experiments. To evaluate the 
potential for diffusional anisotropy, samples were also ori-
ented to investigate diffusion normal and parallel to c.

Specimens were cut into slabs measuring ~2–3 mm on a 
side and 0.5–1 mm thick for use in individual experi-
ments. The slabs were hand polished to a smooth finish 
using standard SiC polishing paper, followed by polishing 
with an automated system in a slurry of 1 μm alumina 
powder in water, with a final chemical polish using a 0.06 
μm colloidal silica suspension.

Department of Earth and Environmental Sciences, 
Rensselaer Polytechnic Institute, Troy, New York, USA
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Nitrogen was introduced into the prepared calcite sam-
ples by ion implantation. This approach has been used 
previously in diffusion studies, including the noble gases 
He (Cherniak et  al., 2009, 2015; Cherniak & Watson, 
2011, 2012) and Ne (Cherniak et  al., 2014), as well as 
studies of nitrogen diffusion in other minerals (Watson 
et al., 2019).

The cut and polished samples were mounted on an 
aluminum plate with carbon paint and implanted with 
100 keV 15N, produced in the Extrion ion implanter at 
the Ion Beam Laboratory at the University at Albany. 
Implant doses were 1 × 1015 15N/cm2. 15N was chosen for 
the ion implants over the more naturally abundant 14N to 
facilitate analyses with nuclear reaction analysis. The 
15N(p, α γ)12C reaction used in these analyses permits 
greater sensitivity because of  the comparatively large 
cross‐section of  the reaction. The gamma rays produced 
in the reaction are also relatively energetic, resulting in 
fewer interferences with gamma rays that may result 
from nuclear reactions with other light elements in the 
samples, as well as those from natural background radi-
ation. After implantation, samples were removed from 
the aluminum plate and cleaned with ethanol in an ultra-
sonic bath.

Diffusion anneals of the implanted calcite samples 
were conducted at near‐atmospheric pressure in sealed 
silica glass ampoules. The implanted samples were placed 
in silica glass ampoules with a small amount of CaCO3 
powder to ensure calcite stability during the diffusion 
anneals, with silica glass chips to physically separate the 
samples from the powder; the ampoules were then sealed 
under vacuum. All experiments were run in Kanthal‐
wound 1‐atm furnaces for times ranging from 2 hours 
to  7 weeks at temperatures between 600 and 800  °C. 
Temperatures in furnaces were monitored with chromel‐
alumel (type K) thermocouples, with temperature uncer-
tainties ~±2 °C.

10.2.2. Nuclear Reaction Analysis (NRA) of Nitrogen

Nitrogen distributions in samples were profiled with 
NRA using the reaction 15N(p, α γ)12C. The strong reso-
nance at 897 keV proton energy was used (e.g. Hirvonen 

& Lappalainen, 1995; Kumar et  al., 2005). The 4.43 
MeV gamma rays from the reaction were detected with 
a high‐efficiency bismuth germanate detector. Gamma 
yield as a function of  energy was collected in a multi-
channel analyzer. Spectra were calibrated using an 15N 
implanted olivine as a reference sample. Analytical spot 
sizes for incident proton beams used to induce the 
reactions are typically 1 mm2. Beam energies were 
increased above the resonance energy of  the reaction in 
energy steps of  1 keV in the first few hundred nanome-
ters of  depth in the sample, with steps of  5–10 keV at 
greater depth, to probe 15N distributions at increasing 
depth in the samples. Depth scales for 15N distributions 
were determined by the difference between the reso-
nance energy and the incident beam energies, and the 
energy loss rates for protons in calcite. Energy loss rates 
were determined through calculations using the SRIM 
(Stopping and Range of  Ions in Matter) software 
(Ziegler & Biersack, 2006) and standard stoichiometry 
and density for calcite. During each analytical session, 
background gamma yields in the energy region of 
interest were determined by analyzing unimplanted 
specimens of  calcite.

The resultant 15N profiles were fit with a model to 
determine the diffusion coefficient D. Uncertainties in 
concentration are primarily a function of  counting 
statistics and backgrounds in the NRA spectra. 
Uncertainties in depth determination are dominantly a 
function of  the statistical energy spread of  individual 
ions comprising the beam as they travel through the 
sample (straggle) and the width of  the resonance used 
for the NRA depth profiling, with the former mak-
ing  the largest contribution. Typical depth resolu-
tions  are ~10 nm near surface, to a few tens of 
nanometers  several hundred nanometers into the 
sample (e.g.,  Cherniak & Lanford, 2001; Hirvonen & 
Lappalainen, 1995).

Diffusivities were determined using a model with an 
initial gaussian distribution of diffusant. For a semi‐ 
infinite medium with the concentration of diffusant equal 
to zero at x = 0, the distribution of the implanted species 
can be described as a function of depth x and time t as 
(Ryssel & Ruge, 1986):
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where D is the diffusion coefficient, Nm is the maximum 
concentration of the implanted species (in an unannealed 
sample), R is the range (depth in the material) of the 
implanted species, and ΔR is the range straggle of the 
initial implanted distribution, which describes the width 
of the gaussian. Values of R and ΔR for 15N from the 
Monte‐Carlo simulation program SRIM 2006 (Ziegler & 
Biersack, 2006) are 2370 and 640 Å, and the 15N 
concentration at the maximum height of the implanted 
distribution is ~850 ppm for the implant dose of 1 × 1015/
cm2 for 100 keV 15N in calcite.

Diffusivities were obtained with this model through 
nonlinear fitting routines to Eq. (10.1) using an approach 
similar to that outlined in previous work (e.g. Cherniak, 
1991; Cherniak et al., 2014; Watson & Dohmen, 2010). 
Fitting was also done on spectra of implanted, unan-
nealed samples to obtain values for R, ΔR, and Nimp, with 
D determined by fitting the profiles from annealed, 
implanted samples. The values for R obtained through 
the fitting procedure of the implanted, unannealed sam-
ples were found to agree well with those calculated by the 
ion implantation simulation program SRIM (Ziegler & 
Biersack, 2006). The values of ΔR were also found to be 
consistent with the range straggle predicted by SRIM. In 
addition to these fitting approaches, simple fits were per-
formed using a gaussian functional form (a broadened 
gaussian would be the solution to the diffusion equation 
if  the implants were sufficiently deep and/or broadening 
of the implanted distribution was sufficiently small such 
that the effects of the surface boundary condition has 
little influence on N profiles); this approach yielded diffu-
sivities that agreed within uncertainties with those 
obtained from the other fits. Typical 15N profiles are 
shown in Figure 10.1.

10.3. RESULTS

The results from N diffusion experiments on calcite are 
plotted in Figure 10.2 and presented in Table 10.1. For 
diffusion normal to {10Ī4}, an activation energy of 222 ± 
17 kJ/mol and pre‐exponential factor of 1.92 × 10‐9 m2/s 
(log Do = –8.717 ± 0.915) are obtained. There is slight 
diffusional anisotropy, with diffusion parallel to c faster 
than diffusion normal to {10Ī4}. For this orientation, an 
activation energy of 218 ± 31 kJ/mol and pre‐exponential 
factor of 4.75 × 10‐9 m2/s (log Do = –8.323 ± 1.634) are 
obtained. Diffusivities obtained for samples cut parallel 
to c (for diffusion normal to c) agree within uncertainty 
with those for diffusion parallel to c.

Results for a time series at 700 °C for diffusion normal 
to the {10Ī4} cleavage surface are plotted in Figure 10.3, 
illustrating the similarities in diffusivities for anneal times 
differing by more than a factor of 4, suggesting that what 
is being measured is volume diffusion of N. The time 
 evolution and conformity of the profiles to the model 
(Eq. [1]) fit with concentration‐independent diffusion 
coefficients indicate little evidence of concentration‐
dependence of N diffusion down to concentrations on 
order of the detection limit for 15N.

10.3.1. O, C, and Noble Gas Diffusion in Carbonates

Diffusivities of other elements in calcite, including C, O, 
and the noble gases He and Ar, are plotted along with our 
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activation energy of 222 ± 17 kJ/mol and pre‐exponential 
factor of 1.92 × 10‐9 m2/s (log Do = –8.717 ± 0.915) are 
obtained from a fit to the data for diffusion normal to {10Ī4}. 
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(log Do = –8.323 ± 1.634). Diffusion normal to c agrees within 
uncertainty with values for diffusion parallel to c. See electronic 
version for color representation of the figures in this book.
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N diffusion data in Figure 10.4. The Arrhenius relation 
for N diffusion is bracketed by the C diffusion results for 
1 atm and 100 MPa (Labotka et al., 2000; Labotka et al., 
2004), with the activation energy for N diffusion falling 
between the values for C diffusion (291 and 166 kJ/mol 
for 1 atm and 100 MPa, respectively). Diffusion of N is 
considerably slower than oxygen diffusion, with N diffus-
ing about two orders of magnitude slower than oxygen in 
a CO2 atmosphere (Labotka et al., 2000) and three orders 
of magnitude slower than oxygen in the presence of H2O 
(Farver, 1994). We can draw no clear conclusions 
regarding the mechanism of nitrogen diffusion in the 
 calcite lattice, but recent studies of nitrogen diffusion in 
silicates (Watson et al., 2019) suggest it may be present in 
these structures as N2.

In comparison to the noble gases, N diffuses much 
more slowly than He and has a much higher activation 
energy for diffusion (compared with 55 kJ/mol for He in 
calcite; Cherniak et al., 2015). For example, N will diffuse 
more than 10 orders of magnitude slower than He at 

Table 10.1 N diffusion in calcite.

T(°C) time(sec) D(m2sec‐1) log D +/–

Diffusion normal to {10Ī4}
NimpCC‐12 600 3.79 × 106 1.10 × 10‐22 –21.96 0.18
NimpCC‐6 650 7.52 × 105 7.18 × 10‐22 –21.14 0.10
NimpCC‐11 650 1.24 × 106 3.82 × 10‐22 –21.42 0.16
NimpCC‐2 700 2.63 × 105 2.21 × 10‐21 –20.66 0.12
NimpCC‐7 700 4.21 × 105 2.19 × 10‐21 –20.66 0.11
NimpCC‐8 700 6.73 × 105 1.64 × 10‐21 –20.79 0.10
NimpCC‐13 704 1.21 × 106 1.44 × 10‐21 –20.84 0.28
NimpCC‐9 750 8.64 × 104 9.38 × 10‐21 –20.03 0.11
NimpCC‐10 800 7.20 × 103 4.96 × 10‐20 –19.30 0.19

Diffusion parallel to c
NimpCC‐19 800 1.08 × 104 1.18 × 10‐19 –18.93 0.15
NimpCC‐17 700 3.46 × 105 5.41 × 10‐21 –20.27 0.25
NimpCC‐15 650 7.70 × 105 2.56 × 10‐21 –20.59 0.21

Diffusion normal to c
NimpCC‐18 800 1.08 × 104 2.64 × 10‐19 –18.58 0.17
NimpCC‐16 700 3.46 × 105 5.47 × 10‐21 –20.26 0.22
NimpCC‐14 650 7.70 × 105 2.43 × 10‐21 –20.61 0.27
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Figure 10.3 Time series for N diffusion in calcite at 700 °C. 
Similar diffusivities are measured over anneal times differing 
by up to a factor of 4.6. See electronic version for color 
 representation of the figures in this book.

lo
g 

D
 (

m
2 s

ec
–1

)

–12
700 400 200 100

–14

–16

N

O (H2O)

C - 1 atm
C - 100 MPa

O (CO2)

Ar
He

–18

–20

10 12 14 16

1/T (×104/K)

18 20 22 24 26 28

–22

T(°C)

Figure 10.4 Comparison of N diffusion results with C, O, and 
noble gas diffusion data for calcite. Sources of data: 
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400 °C, with this variance increasing with decreasing tem-
perature due to the differences in activation energies for 
diffusion. Ar has a much higher activation energy for dif-
fusion (~420 kJ/mol; Cassata & Renne, 2013) than N, but 
diffusivities are relatively rapid at higher temperatures; 
for example, at 400 °C, Ar would diffuse about four orders 
of magnitude faster than N (with values for Ar diffusiv-
ities estimated using the values of Do/a

2 reported by 
Cassata and Renne (2013) and an estimated effective dif-
fusion radius a of  50 μm). Because of the differences in 
activation energies for diffusion of N and Ar, their diffu-
sivities will converge at ~250 °C, and Ar will diffuse more 
slowly at low temperatures. However, diffusivities at this 
crossover point are slow (~1 × 10‐30 m2/sec), which would 
yield diffusion distances of less than 400 nm over times 
on order of the age of the earth.

10.4. GEOLOGICAL IMPLICATIONS

The results we present here are most relevant to the 
retention of volatile signatures by calcite over long time-
scales, regardless of the original mode of incorporation. 
The fidelity of nitrogen hosted in the interstitial spaces 
within the crystal lattice (at the molecular scale) or within 
lattice defects and inclusions (at the nano to micro scale), 
is important for our interpretation of both low and high 
temperature calcite fluid inclusion data. The aggregate 
Arrhenius behavior shown in Figure 10.3 indicates that 
diffusion of all species (excluding He) from inclusions in 
calcite is slow enough at Earth’s upper crustal and surface 
conditions that the calcite lattice may be expected to 
faithfully retain a passive signature of its formation envi-
ronment for billions of years. This makes calcite a consid-
erable and relatively underexploited source of information 
on Earth’s atmospheric chemistry and volatile degassing 
history, and may provide much needed information on 
the cycling of nitrogen between atmosphere, crust, and 
mantle.

The few tie points we have to constrain the degassing 
history of the mantle come from N, δ15N, and Ar isotope 
measurements from chalcedony, chert, and other crypto-
crystalline phases (Cadogan, 1977; Marty et  al., 2013; 
Pujol et al., 2013; Sano & Pillinger, 1990). These data are 
relatively sparse because this information must be gleaned 
from rare low temperature, upper crustal phases that 
were originally equilibrated with the atmosphere and 
have survived the rock cycle at shallow depths of burial. 
However, fluid inclusions in calcite contain N and Ar 
(e.g., Newman et al., 1996; Norman et al., 2002; Norman 
et al., 1996) but have as yet only been treated as a record 
of local surface or shallow crustal processes, in part due 
to concerns over the fidelity of calcite as an archive. Our 
results, when compared to the Ar data of Renne et  al. 
(2009), indicate that if  a given sample remains below 
250  °C (nominally 8 km of burial) and remains 

 undeformed (Goldstein, 1986, 2001), the diffusive length 
scale of these species in the lattice will be less than 0.5 μm 
and the original signature is likely to be retained.

Calcite is omnipresent in surface environments as a pri-
mary biogenic and abiogenic precipitate (e.g., skeletal 
hard parts, speleothems, and soil carbonates, etc.), open-
ing up a new realm of low‐temperature archives with a 
passive record of changes in the concentration of the 
major atmospheric gases (and their isotope ratios). For 
example, the ancient atmospheric O2 and N2 content may 
be determined from fluid inclusions in soil carbonates 
(Schaller et al., 2017; Schaller et al., 2018), and interpre-
tation of these data from ancient samples relies critically 
on the retention of N by the calcite lattice. Speleothems 
(Blamey et al., 2016) and biogenic carbonates like brachi-
pod shells (Brand et  al., 2016) promise a wealth of 
information on past gas concentrations, but these results 
have been treated with a healthy dose of skepticism in 
part due to doubts about the long‐term stability of inclu-
sions in calcite. The evidence presented and compiled 
here showing the slow diffusion of major atmospheric 
volatiles in calcite should assuage these concerns.

The calcite archive is potentially very useful in closing 
the crustal nitrogen cycle. The nitrogen solubility of deep 
crust and upper mantle minerals has been evaluated (Li & 
Keppler, 2014; Li et al., 2013), and are important steps in 
closing the deep crustal nitrogen cycle (Busigny & Bebout, 
2013), but we still lack information on N cycling in the 
shallow crust. Calcite is a common vein‐forming mineral 
from hydrothermal fluids; if  volatiles are incorporated 
into calcite at depth, in the form of veins and other hydro-
thermal precipitates, will these signatures be retained 
upon exhumation? To answer this question, we examined 
several temperature‐time path scenarios incorporating 
the kinetics of N diffusion in calcite. Using a finite‐
difference computational approach, we allowed nitrogen‐
bearing calcite crystals of 1 mm radius to cool 
exponentially from 700 °, 600 °, and 500 °C at three dif-
ferent initial cooling rates (500 °, 100 °, and 10 °C/MYr) 
and evaluated the fractional loss of nitrogen (F) for each 
of the nine scenarios. The results of these calculations are 
shown in Figure  10.5, from which is clear that for any 
initial temperature below ~500  °C, the loss of nitrogen 
during exhumation is minimal. For initial temperatures 
above ~500 °C, N loss can be significant, rising to ~100% 
for slow cooling at 10 °C/MYr from 700 °C. We empha-
size that the curves in Figure 10.4b are not intended to be 
accurate representations of any natural system but depic-
tions of the general effectiveness of N diffusion in calcite 
for a range of cooling scenarios. The main shortcomings 
are the implicit assumptions that (1) N is initially distrib-
uted uniformly throughout the calcite crystal and (2) that 
the crystal remains intact, with no growth, dissolution, or 
fracturing, during exhumation. These are not realistic 
assumptions, but the qualitative implications of the 
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models in terms of calcite retentiveness are nevertheless 
valid. It should also be borne in mind that the model 
results apply not only to diffusive loss of N, but also dif-
fusive gain or isotopic exchange. Interestingly, there are 
some data to suggest a shallow crustal component is 
retained by calcite following exhumation along faults 
(Parry & Blamey, 2010), in which case the N2/CO2 ratio 
of calcite inclusions can be used as an indicator of the 
thermal histories of fluids and to track boiling/con-
densing processes before inclusion closure (e.g., Norman 
et al., 2002; Norman et al., 1996).

Busigny et  al. (2003) showed that the N flux to the 
mantle by cool subduction zone processes is highly posi-
tively correlated with K content. However, the subducted 
marine sediments carry with them a substantial load of 
carbonate minerals, with a potential N content of ~10 
ppm. Our results imply that nitrogen incorporated into 
calcite at the surface or near surface (e.g. from the organic 
components of marine calcifiers) will be retained long 
enough to reach a depth where it could become a non-

trivial source of N to the lower crust and mantle. Indeed, 
calcite will survive to a much greater depth in a subduc-
tion zone before some amount of it is volatilized and 
returned to the atmosphere (Kerrick & Connolly, 2001; 
Tera et  al., 1986), compared to sedimentary organic 
matter that is volatilized at a very shallow depth (see 
Fischer, 2008, for a review). The volume of this flux is not 
the focus of the current chapter, but the isotope ratio of 
this N would be almost certainly atmospheric or biogenic 
and thus different than the nominal upper mantle or 
crustal value (see Bebout et  al., 2013 for a primer). 
Though the N in calcite is likely at very low absolute con-
centrations, the flux of marine biogenic calcite to the 
mantle is significant over geologic timescales. For a linear 
heating scenario of 100  °C/MYr, the diffusive opening 
equations of Watson and Cherniak (2013) reveal that a 
2 mm diameter calcite crystal would retain 90% of hosted 
nitrogen at ~563 °C, 50% at 662 °C, and 10% at 723 °C, 
i.e., well into the mantle in the cool environment of a sub-
duction zone.
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Figure 10.5 (a) Schematic diagram depicting the cooling paths and governing equation used in finite‐difference 
simulations of nitrogen loss from calcite during exhumation and cooling. (b) Model results expressed as fractional 
N loss (F) vs. temperature for a spherical calcite grain (1 mm radius) cooling from three different initial tempera-
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High‐Pressure Transformations and Stability of Ferromagnesite 
in the Earth’s Mantle

Eglantine Boulard, François Guyot, and Guillaume Fiquet

ABSTRACT

Ferromagnesite (Mg,Fe)CO3 plays a key role in the transport and storage of carbon in the deep Earth. Experimental 
and theoretical studies demonstrated its high stability at high pressure and temperature against melting or decom-
position. Several pressure‐induced transformations of ferromagnesite have been reported at conditions 
corresponding to depths greater than ~1030 km in the Earth’s lower mantle. Although there is still no consensus on 
their exact crystallographic structures, evidence is strong for a change in carbon environment from the low‐pressure 
planar CO3

2‐ ion into carbon atoms tetrahedrally coordinated by four oxygens. High‐pressure iron‐bearing phases 
concentrate a large amount of Fe3+ as a result of intra‐crystalline self‐redox reactions. These crystallographic par-
ticularities may have significant implications on carbon reservoirs and fluxes in the deep Earth.

11

11.1. INTRODUCTION

Carbon exchange between the Earth’s interior and its 
surface occurs over time scales of hundreds millions of 
years, constituting the geodynamical carbon cycle. 
Superficial carbon is recycled into the deep earth by 
means of subduction. Estimations of this carbon influx 
ranges from 0.0001 to 52 megatons of carbon annually 
(Kelemen & Manning, 2015). This huge uncertainty 
hinges on poor constraints on the amount of carbon 
retained by subducting slabs. Carbonate inclusions in 
diamonds suggest that carbon is transported down to the 
transition zone depths (Brenker et al., 2007; Kaminsky, 
2012; Wang et  al., 1996); however, whether any carbon 
reaches the lower mantle is still controversial. Most sub-
ducted carbon is expected to melt and/or break down and 
return to the Earth’s surface via volcanism (Kelemen & 
Manning, 2015; Thomson et  al., 2016). However, 
relatively oxidizing conditions and low slab temperatures 

may result in the transportation of carbon to greater 
depths that could feed the core‐mantle boundary (CMB) 
(Martirosyan et al., 2015). Yet, a quantitative estimation 
of carbon or CO2 released at the CMB remains uncon-
strained, as are precise mechanisms for transportation of 
volatiles to the very deep mantle. In particular, the behav-
iors of such phases in the presence of deep mantle min-
erals such as silicates, iron oxides, or metallic iron remain 
to be evaluated.

Carbon is recycled into the deep mantle chiefly as car-
bonates, which mainly occur as calcite CaCO3, dolomite 
CaMg(CO3)2, and magnesite MgCO3 at the Earth’s sur-
face. Due to chemical reactions with silicates such as 
pyroxenes and bridgmanite, ferromagnesite (Mg‐Fe)CO3 
is considered the dominant carbonate phase in the deep 
mantle (e.g. Biellmann et al., 1993; Kushiro et al., 1975; 
Wood et  al., 1996). The behavior of ferromagnesite at 
depth is therefore critical for evaluating the storage 
capacity and fluxes of carbon. Because of the scarcity of 
natural samples coming from the lower mantle (e.g. 
Brenker et al., 2007; Kaminsky, 2012), knowledge of fer-
romagnesite’s stability and behavior at depth mainly 
results from theoretical and experimental studies. The 
 latter requires the ability to reach high pressure and 
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 temperature (P‐T) conditions of the Earth’s mantle and 
to use microscale and nanoscale probes to characterize 
samples. Laser‐heated diamond anvil cell is the main 
static pressure device for studying carbon‐bearing phases 
at the Earth’s mantle and core conditions. This technique 
permits the attainment of pressures above 300 GPa and 
temperatures up to 5000 K (Tateno et al., 2010) by heating 
with double‐sided high‐powered infrared lasers available 
in house and at synchrotron X‐ray beamlines. The excel-
lent transparency of single‐crystal diamond to a wide 
range of electromagnetic radiation is compatible with 
numerous analytical probes for more comprehensive in 
situ characterization of high P‐T behavior. This is critical 
in the case of nonquenchable phases or dynamic studies 
where “squeeze, cook, and look” experiments are not 
sufficient. A detailed review of the different techniques 
can be found in Mao and Boulard (2013).

In this chapter, we present a review of recent studies 
dealing with the high‐pressure behavior of carbonates on 
the solid solution joining magnesite and siderite (FeCO3). 
We first present ferromagnesite high‐pressure behaviors 

and structures. We then discuss evidence of particular 
processes such as the self‐redox reactions of Fe‐bearing 
carbonates. Finally, we discuss potential implications for 
the Earth’s system.

11.2. COMPRESSION OF MG‐FE  
RHOMBOHEDRAL CARBONATE

Siderite and magnesite are isomorphous with calcite 
and crystallize in rhombohedral symmetry with the R‐3c 
space group (Graf, 1961) (Figure  11.1a). Represented 
with a hexagonal unit cell, these carbonates contain six 
formula units per unit cell. They consist of an alternation 
of layers along the c‐axis of cations (Fe2+, Mg2+) in six‐
fold oxygen coordination and carbon in trigonal planar 
(CO3)

2‐ groups. The orientations of two consecutive car-
bonate ions are staggered relative to each other with the 
cation at the center of symmetry.

In situ X‐ray diffraction (XRD) studies at high pressure 
show a high stability of  rhombohedral MgCO3 up to 
~80 GPa–2500 K (Fiquet et  al., 2002). No evidence of 
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Figure 11.1 Crystallographic structures of Mg‐Fe carbonates as reported in the literature. (a) The calcite‐type 
rhombohedral structure in which Mg‐Fe carbonates crystallize at ambient conditions, (b) high‐pressure structure 
of magnesite and ferromagnesite (MgCO3 and Mg0.25Fe0.3[C3O9]0.233) (Boulard et al., 2011), (c) high‐pressure phase 
of siderite: Fe4C3O12 (Boulard et al., 2012), (d) Fe4C3O12 (Cerantola et al., 2017), (e) Fe4C4O13, and Mg2Fe2(C4O13) 
(Cerantola et al., 2017; Merlini et al., 2015). White and grey spheres are oxygens and Fe/Mg cations respectively, 
and black triangle or black tetrahedra are carbon polyhedrals. See electronic version for color representation of 
the figures in this book.
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decomposition or melting under P‐T conditions down to 
the CMB is observed (Dorogokupets, 2007; Fiquet et al., 
2002; Gillet, 1993; Solopova et  al., 2015). MgCO3 can 
also be synthesized from the recombination of oxides 
MgO and CO2 at mantle P‐T conditions (Boulard et al., 
2012; Scott et al., 2013). The c‐axis is significantly more 
compressible than the a‐axis, attributable to the tight 
bonding of C‐O in CO3 groups (Katsura et  al., 1991). 
However, in situ XRD refinements and infrared (IR) 
spectroscopic analyses showed that from 20 to 50 GPa, 
C‐O bonds lengthen before contracting (Fiquet et  al., 
2002; Santillán et  al., 2005). This particular behavior, 
produced by the rotation of MgO6 octahedra, likely con-
tributes to the remarkable stability of the R‐3c structure 
in carbonates at high pressure (Fiquet et  al., 2002; 
Santillán et al., 2005).

The substitution of Fe2+ for Mg2+ increases the com-
pressibility of ferromagnesite due to the Fe‐O bond’s 
length (2.141 Å) being longer than that of Mg‐O (2.097 
Å) (Liang et al., 2018). FeCO3 and MgCO3 present bulk 
moduli of 97 GPa and 103 GPa, respectively (Liang et al., 
2018; J. Zhang et al., 1998). C‐O bond length monotoni-
cally decreases upon compression up to ~40–45 GPa 
(Lavina et  al., 2010; Santillán & Williams, 2004), the 
pressure at which Fe in ferromagnesite undergoes a spin 
transition (Liu et al., 2014; Mattila et al., 2007). It results 
in a lengthening of C‐O bonds due to the shrinkage of 
Fe‐O bonds, and an increase in density and incompress-
ibility (Cerantola et  al., 2015; Lavina et  al., 2010; Lin 
et al., 2012). The Fe spin transition is expected to affect 
the partition coefficient of Fe between (Mg,Fe)CO3 and 
(Mg,Fe)SiO3 (Lobanov et  al., 2015; Weis et  al., 2017), 
leading to carbonate composition in equilibrium with 
Mg‐Fe bridgmanite closer to siderite above 40–45 GPa.

Compared to magnesite, siderite decomposes at lower 
temperatures (~500°lower at 2 GPa) (Tao et  al., 2013). 
Although the decarbonation boundary of siderite is very 
close to the average mantle geotherm at about 3 GPa 
(Tao et al., 2013), typical cold and hot subduction paths 
are well within the stability fields of both siderite and 
magnesite (Syracuse et al., 2010).

11.3. HIGH‐PRESSURE POLYMORPHISM 
OF FERROMAGNESITE

High P‐T phase transition in MgCO3 was first demon-
strated experimentally by Isshiki et  al. (2004) who 
observed diffraction peaks at 115 GPa–2200 K that could 
not be assigned to any decomposition products (MgO or 
CO2). Transmission electron microscopy analyses on the 
recovered sample showed a homogeneous amorphous 
sample area rich in Mg, C, and O (Irifune et al., 2005). 
This discovery inspired significant interest in both experi-
mental and theoretical mineral physics. Systematic 
searches through databases of known crystal structures 

combined with energy minimization first indicated 
that  a pyroxene structure (space group C2/c) becomes 
 energetically more favorable than magnesite above 
~100  GPa (Skorodumova, 2005). Later, Oganov et  al. 
(2006) reported that a C2221 pyroxene‐type structure, also 
predicted in CaCO3, was even more stable. Both structures 
contain zigzag chains of corner‐sharing CO4

4‐ tetrahedra.
Pressure‐temperature conditions at which experimental 

studies reported phase transitions of ferromagnesite are 
reported in Figure 11.2. There is no consensus about those 
high‐pressure crystallographic structures (Figure 11.1 and 
Table 11.1) (Boulard et al., 2011, 2012; Cerantola et al., 
2017; Isshiki et al., 2004; Liu et al., 2015; Merlini et al., 
2015). Those differences might be due to the existence of 
multiple low‐enthalpy structures (metastable) that are 
competitive over a wide pressure range (Oganov et  al., 
2008) and/or to differences in compositions of the starting 
material.

Concerning the magnesian end‐member, Isshiki et al. 
(2004) proposed an orthorhombic structure above 115 
GPa–2200 K (noted Mag‐II in Figure  11.2). No atom 
positions were proposed because no structural refine-
ment could be performed. In 2011, Boulard et al. reported 
a transition of magnesite into a monoclinic structure 
above 80 GPa at 2300 K. Rietveld refinement was not 
possible, but through comparison with theoretical studies 
(Oganov et al., 2008), a crystalline structure with a P21/c 
space group made of groups of three (CO4)

4− tetrahedra 
sharing one corner that constitute (C3O9)

6− rings, was 
proposed (Figure 11.1b). Mg‐Fe composition was refined 
with the same structure (Fe‐Mag‐II). Nonhydrostatic 
conditions might have favored metastable phases in those 
experiments as no pressure medium was used. However, 
reversal reactions using oxides as starting materials (e.g. 
MgO + CO2) to maximize synthesis of thermodynami-
cally stable phases yielded same structure.

From recombination of FeO and CO2 oxides, Boulard 
et  al. (2012) show that rhombohedral siderite coexists 
with a new structure (Sid‐II) from ~40 GPa–1400 K 
(Figure 11.1c) to ~70 GPa–2200 K, above which siderite 
fully disappears. The chemical composition, Fe4C3O12, 
was deduced from electron energy‐loss spectroscopy 
(EELS) analyses on the recovered samples following the 
method developed by Egerton (1996). Due to the simi-
larity in chemical composition and unit cell parameters 
with the olivine‐structured Laihunite silicate 
(Fe3+,Fe2+)2SiO4, Boulard et  al. (2012) proposed a 
monoclinic structure (P21/b space‐group) based on iso-
lated (CO4)

4‐ groups.
A single high‐pressure phase, Sid‐II/Fe‐Mag‐II, with 

an orthorhombic unit cell was proposed by Liu et  al. 
(2015). It is still unclear whether this structure is based 
on CO4 groups. More recently, single crystal XRD 
studies were performed on (Mg,Fe)CO3 (Merlini et al., 
2015) and FeCO3 (Cerantola et  al., 2017), allowing 
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structural refinements of  crystallographic structures 
with atom position determinations. At pressure above 
74 GPa and temperature between 1400 K and 1650 K, 
Cerantola et  al. (2017) observed transformation of 
FeCO3 into an Fe4C3O12 high‐pressure phase (Sid‐II), an 
hexagonal structure with R‐3c space group formed by 
isolated CO4 groups. They used the same hexagonal cell 
to fit the diffraction pattern from Liu et al. (2015). Up 
to 2500 K, Fe4C3O12 coexists with a second high‐pressure 
phase, Fe4C4O13 (Sid‐III), a monoclinic structure with 
zigzag‐shaped (C4O13)

10‐ chains formed by four corner‐
shared CO4 groups, a phase previously described by 
Merlini et al. (2015) for ferromagnesite at 135 GPa–2600 
K (2900 km).

11.3.1. Evidence for Tetrahedrally Coordinated Carbon

Identification of CO4 groups in high‐pressure struc-
tures based solely on XRD is difficult as it requires pre-
cise structural refinements. Moreover, localizing light 
elements such as carbon is not easy. Only Merlini et al. 
(2015) and Cerantola et al. (2017) could demonstrate tet-
rahedrally coordinated carbon from direct single‐crystal‐
XRD measurements in the stoichiometries: Mg2Fe2C4O13, 
Fe4C4O13, and Fe4C3O12.

Vibrational spectroscopies, Raman and IR, are also 
particularly sensitive to carbon chemical environment 
and directly probe C‐O bonds. Boulard et  al. (2015) 
reported the first in situ characterization of C‐O bonds in 
Fe‐Mag‐II. They found that its IR spectrum exhibits 
unique features not present in the low‐pressure spectrum. 
The band assignment relied on first‐principles calcula-
tions of the IR spectrum of tetrahedrally coordinated 
carbon in MgCO3 (P21/a space group). A mode at ~1,304 
cm‐1 at ~80 GPa, characteristic of the C‐O asymmetric 
stretching vibration in CO4 groups, could be used as a fin-
gerprint of CO4 groups in high‐pressure mineral phases. 
An intense Raman band at ∼1,025cm‐1 (at 105 GPa) with 
a pressure dependence of ∼1.8cm‐1/GPa in P21/c CaCO3 
was recently proposed as characteristic of the symmet-
rical stretching vibration in its CO4 groups (Lobanov 
et al., 2017).

While the high‐pressure structures amorphized upon 
decompression, electron and X‐ray spectroscopies at the 
carbon K‐edge performed on recovered samples show 
that they preserved spectroscopic signatures in the amor-
phous phase, which could be associated to carbon‐oxygen 
tetrahedral polyhedral. Analyses were either collected by 
EELS using transmission electron microscopy or by syn-
chrotron radiation–based scanning transmission X‐ray 
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Table 11.1 Crystallographic structures of high‐pressure Mg‐Fe carbonate polymorphs from experimental studies.

Composition Theoretical Calculations P Range (GPa) Space Group a b c β

MgCO3 Skorodumova et al., 2005 >113 C2/c
Oganov et al., 2006 >107 C2221 5.552 7.201 2.880
Oganov et al., 2008 82–138 C2/m 8.094 6.488 6.879 103.98

138–160 P21 4.534 7.792 5.086 104.54
Experimental Studies
Starting Material

MgCO3 Isshiki et al., 2004
Mg0.994Ca0.006CO3

>115 Ortho. 7.18 5.03 4.47

Boulard et al., 2011
Mg0.997Fe0.003CO3

>80 P21/c 8.37 6.37 6.80 104.57

Mg2Fe2(C4O13) Merlini et al., 2015
Mg0.26Fe0.7Mn0.025Ca0.015CO3

135 Mono. 9.822 3.902 13.154 108.02

Mg0.25Fe0.3(C3O9)0.233 Boulard et al., 2011
Mg0.249Fe0.748Mn0.005Ca0.006CO3

>80 P21/c 7.83 6.37 6.73 101.97

Fe4C4O13 Cerantola et al., 2017
FeCO3

>74 C12/c1 10.261 3.985 13.455 107.85

Fe4C3O12 Cerantola et al., 2017
FeCO3

>74 R3c 12.762 12.762 5.332

Fe4C3O12 Boulard et al., 2012 FeO+CO2 >50 Mono. 10.16 6.66 6.15 93.04
FeCO3 Liu et al., 2015

Fe0.998Mn0.002CO3

Mg0.33Fe0.65Mn0.2CO3

>50 Pmm2 10.99 6.34 5.27

0004507383.INDD   109 17-12-2019   08:57:29
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microscopy coupled to the acquisition of X‐ray 
absorption spectra. C K‐edge on an ambient pressure 
rhombohedral (R‐3c) carbonate sample display peaks at 
290.3 and 298.3 eV assigned to 1s → p* electronic 
transition and one peak at 300.5 eV assigned to 1s → s*, 
within carbonate CO3 groups (Hofer & Golob, 1987; 
Zhou et al., 2008). Spectra collected on recovered sam-
ples transformed into the high‐pressure phases of the two 
compositions FeCO3 and (Mg,Fe)CO3 show different 
spectroscopic signatures. The main peak is broader and 
slightly shifted to higher energy (290.47 eV in Fe‐Mag‐II 
and 290.67 eV in Sid‐II), and a second peak is observed at 
287.35 eV in both compositions (Boulard et  al., 2012). 
These spectroscopic signatures are interpreted as a finger-
print of CO4 groups, and the slight energy shift of the 
main peak between the two compositions may reflect dif-
ferent degrees of polymerization of CO4 groups. Fe 
content in the (Mg,Fe)CO3 solid solution likely affects 
polymerization of CO4 groups. While isolated (CO4)

4‐ tet-
rahedra are reported in pure Fe composition, high‐
pressure polymorphs of Mg‐rich carbonates are based on 
polymerized CO4 groups, i.e. (C3O9)

6‐ or (C4O13)
10‐ chains 

(Arapan et  al., 2007; Boulard et  al., 2011; Cerantola 
et  al., 2017; Isshiki et  al., 2004; Merlini et  al., 2015; 
Oganov et al., 2008; Panero & Kabbes, 2008).

11.3.2. Self‐Redox Reactions in Fe2+‐Bearing 
Carbonates

Another particularity of the crystal chemistry of Fe‐
bearing high‐pressure structures is the preferential 
association of the CO4 tetrahedral groups with trivalent 
iron. Incorporation of trivalent iron or of mixed 3+/2+ 
valences with high Fe3+ contents in these phases was 
inferred from the stoichiometries (Boulard et  al. 2011, 
2012; Cerantola et al., 2017; Merlini et al., 2015). Fe L2,3‐
edges spectra collected ex situ by EELS or scanning 
transmission X‐ray microscopy on the recovered samples 
from Sid‐II or Fe‐Mag‐II confirmed high Fe3+ contents in 
the products of transformation at high pressure (Boulard 
et  al. 2011, 2012). The redox counterpart for Fe3+ 
formation could eventually be the stabilization of Fe0 as 

observed in the disproportionation reaction of bridg-
manite (Frost & McCammon, 2008). However, Fe0 has 
never been identified in transformation products of fer-
romagnesite. Starting from exclusively Fe2+‐bearing car-
bonates, formation of Fe3+ is instead balanced by partial 
reduction of carbon‐bearing molecular groups (CO3

2− or 
CO2) (Table 11.2). We call this a self‐redox process, since 
Fe2+ and CO3

2− initially present in the low‐pressure 
compound react with each other to yield Fe3+ and reduced 
carbon species (C or CO). Diamond coexisting with high‐
pressure transformation products of Fe2+‐bearing car-
bonates or Fe2+‐bearing oxides in presence of CO2 was 
reported by Boulard et al. (2011, 2012). Coexisting Fe3+‐
bearing iron oxides have also been reported, such as mag-
netite or hematite and their associated high‐pressure 
structures (Boulard et  al., 2011, 2012; Cerantola et  al., 
2017), as well as newly described iron oxides Fe5O7 
(Cerantola et al., 2017) and Fe13O19 (Merlini et al., 2015). 
Decomposition of FeCO3 into Fe3O4 + C was also 
reported in the stability field of classical CO3

2‐‐bearing 
carbonates (<50 GPa) (Boulard et  al., 2012; Cerantola 
et  al., 2017). In these low‐pressure experiments, only 
partial decomposition took place, as carbonate remained 
present even after heating up to one hour. The possible 
existence of a thermodynamic boundary of siderite 
decomposition remains to be further investigated. 
Overall, current available data suggest that the stability 
of high‐pressure phases containing CO4 groups enhances 
the disproportionation of Fe2+‐bearing carbonates into 
Fe3+‐bearing phases and reduced carbon species such as 
diamond.

11.4. CONCLUSIONS AND OUTLOOKS

Ferromagnesite (Mg,Fe)CO3, or close stoichiometries 
containing oxidized carbon species, are very stable under 
extreme P‐T conditions. The phase diagram of the Mg‐
Fe‐C‐O system is very rich and yields several compounds 
containing CO4 groups.

Transformation from CO3 to CO4 groups may take 
place at pressure as low as 40 GPa for Fe‐rich composi-
tions, and 80 GPa for Mg‐rich compositions. As SiO4 

Table 11.2 Self‐oxidation reactions experimentally observed.

Reaction # Reference Chemical Reaction

R1 Merlini et al., 2015 93Fe0.7Mg0.3CO3 = 20Mg1.395Fe2.605(C4O13) + Fe13O19 + 13C
R2 Boulard et al., 2011 20Mg0.25Fe0.75CO3 = 20Mg0.25Fe0.3(C3O9)0.233 + 3Fe3O4 + 6CO (or 3C + CO2)
R3 Boulard et al., 2012 4FeO + 4CO2 → Fe4C3O12 + C
R4 Boulard et al., 2012 4FeO + 5CO2 = Fe4C3O12 + 2CO
R5 Boulard et al., 2012 2Fe2O3 + 3CO2 = Fe4C3O12

R6 Cerantola et al., 2017 4FeCO3 = Fe4C3O12 + C
R7 Cerantola et al., 2017 7Fe4C3O12 + 3C = 6Fe4C4O13 + 2Fe2O3

R8 Cerantola et al., 2017 8Fe4C3O12 = 6Fe4C4O13 + 4Fe2O3 + 3O2
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groups in silicates, CO4 groups may be isolated or poly-
merized. Impacting the thermodynamic and physical 
properties of carbonates and associated melts, this new 
carbon environment may have significant implications on 
carbon reservoirs and fluxes.

Fe‐rich compositions of carbonate are favored at 
pressure above 40 GPa due to the Fe2+ spin transition. 
The observed systematic presence of trivalent iron in the 
Fe‐rich CO4‐bearing high‐pressure structures suggests 
that other compositions could be stabilized, such as 
aluminum‐rich compositions that do not exist at ambient 
conditions (Merlini et al., 2015).

These newly described high‐pressure structures repre-
sent potential oxidized carbon carriers into the lower-
most mantle. Whether these phases remain stable in 
subducting slabs or in regular mantle lithologies is still 
uncertain. In a recent study, Boulard et al. (2018) reported 
that the deep carbon and hydrogen cycles may be more 
interconnected than previously thought, as Fe4C3O12 
replaces pyrite‐structured FeO2Hx in presence of CO2, 
providing a new mechanism for hydrogen release as H2O 
within the deep mantle. However, ferromagnesite and the 
associated high‐pressure structures are sensitive to redox 
breakdown (Dorfman et al., 2018; Rohrbach & Schmidt, 
2011; Stagno et  al., 2011). Ferromagnesite reacts with 
metallic iron and nickel in the mantle to form either dia-
mond or carbide, depending on the availability of metal. 
If  this is the case, calcite, which is less sensitive to redox 
breakdown, could be revived as an interesting oxidized 
carbon carrier in the deep mantle. More oxidizing condi-
tions like those prevailing in subducting slabs may still 
stabilize ferromagnesite and related stoichiometries. The 
redox stabilities of calcite, ferromagnesite, and of their 
high‐pressure transformation products remain to be 
extensively tested as a function of T, P, and fO2.

A next step will be to consider the Fe‐Mg‐C‐O high‐
pressure phase diagram in the context of a silicate‐rich 
lithology. Recent studies on CaCO3 and MgCO3 in the 
presence of an excess of SiO2 or MgSiO3 show that 
CaCO3 is likely to undergo decomposition into CO2 and 
Ca‐perovskite under any slab P‐T conditions, while 
MgCO3 may be preserved under very cold slab P‐T condi-
tions (Kakizawa et  al., 2015; Maeda et  al., 2017; Seto 
et al., 2008; Takafuji et al., 2006; Z. Zhang et al., 2018). 
However, none of these studies have considered iron‐rich 
compositions, which deserve special attention due to the 
effect of the iron spin transition and of self‐redox 
processes with oxidized carbon species. There is increasing 
evidence that such self‐redox processes might be 
significant. For example, self‐redox reaction of ferromag-
nesite was recently observed in a natural sample of 
shocked carbonate at the Xiuyan impact crater (Chen 
et  al., 2018). Whether it is related to impact‐induced 
formation of CO4 groups or not will deserve further 

studies. Self‐redox processes might also provide relevant 
explanation for some of the carbonate inclusions in deep 
diamonds (e.g. Boulard et al., 2011; Brenker et al., 2007; 
Kaminsky et al., 2012).
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12.1. INTRODUCTION

Carbonates are believed to be major deep‐mantle 
carbon carriers that transport carbon stored in deep‐sea 
sediments and oceanic mantle lithosphere (serpentinized 
and carbonated depleted peridotite) to the Earth’s deep 
interior through subduction. The subduction of  slabs 
with carbon‐rich materials thus serves as a major influx 
source for the deep‐Earth carbon cycle (e.g. Dasgupta & 
Hirschmann, 2010; Kelemen & Manning, 2015). At the 
same time, reduced carbon species such as  diamond, 
Fe‐C alloys, and carbon‐bearing melts can return back 
to shallower depths along mantle upwellings and be oxi-

dized to carbonates or carbonatite melts (Rohrbach & 
Schmidt, 2011). The presence of  carbonates in subduct-
ing slabs may trigger deep‐focus earthquakes and could 
be manifested in strong VS radial anisotropy (ξ= [VSH/
VSV]2, where VSH and VSV are horizontally and vertically 
polarized shear waves, respectively) (J. Li et  al., 2018). 
Therefore, studying the physical and chemical properties 
of  carbonates under mantle pressure‐temperature (P‐T) 
conditions is critical for a better understanding of  the 
deep carbon storage and cycling as well as its role in 
mantle geophysics and geochemistry.

Carbonates in the magnesite‐siderite‐calcite (MgCO3‐
FeCO3‐CaCO3) ternary system are the major forms of 
crustal and mantle carbonates. In most parts of the 
mantle, magnesite (MgCO3) is the most abundant 
 carbonate among these end members because of its 

Spin Transition of Iron in Deep‐Mantle Ferromagnesite
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ABSTRACT

Iron‐bearing magnesite, or ferromagnesite ([Mg,Fe]CO3), is an abundant component of Earth’s deep‐mantle 
carbonates. Under Earth’s lower mantle pressure‐temperature conditions, Fe2+ in (Mg,Fe)CO3 undergoes an 
electronic high‐spin (HS) to low‐spin (LS) transition, which has been reported to influence a broad spectrum of 
the physical, chemical, and transport properties of the host ferromagnesite. These observations in turn help us 
better understand the effects of the Fe spin transition on other lower‐mantle minerals. In this chapter, we review 
recent high‐pressure experimental and theoretical results in the magnesite (MgCO3) and siderite (FeCO3) solid 
solution system. We first introduce the thermodynamic background of the Fe2+ spin transition in (Mg,Fe)CO3 
and summarize the characterizations of this transition using various high‐pressure techniques. Using literature 
results, we focus on elucidating the effects of the Fe2+ spin transition on the equation of state, sound velocities, 
elastic moduli, and seismic radial anisotropies of (Mg,Fe)CO3 in the Earth’s mantle. Along an expected lower 
mantle geotherm, the Fe2+ spin crossover in (Mg,Fe)CO3 occurs at ~ 50–80 GPa. Within this pressure range, the 
mixed‐spin state of ferromagnesite exhibits significant increase in density but softening in VP. Most significantly, 
(Mg,Fe)CO3 exhibits a much higher VS splitting anisotropy of ~45%–65% at lower mantle pressures compared 
with major candidate lower mantle minerals (e.g. ferropericlase: 3%–24%, bridgmanite: 11%–12% at 24–60 
GPa). The strong anisotropy in textured (Mg,Fe)CO3 developed due to its low strength could be used to explain 
high seismic Vs anisotropy observed in mantle subducting slabs at depths greater than 300 km. These observa-
tions suggest that (Mg,Fe)CO3 as a deep‐mantle carbon carrier can display unique physical and chemical 
properties.
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extensive P‐T stability (Fiquet et al., 2002; Isshiki et al., 
2004; Katsura & Ito, 1990; Z. Li et al., 2017; Tao et al., 
2013). MgCO3 and FeCO3 form a complete solid solution 
series (Shatskiy et al., 2014), with the Mg‐rich (Mg,Fe)
CO3 named as ferromagnesite and the Fe‐rich (Mg,Fe)
CO3 named as magnesiosiderite. Previous experimental 
studies show that the coexisting ferromagnesite and 
olivine have comparable Fe/Mg ratios at 2.0‐3.5 GPa and 
1273–1373 K (Dalton & Wood, 1993), while Fe/Mg ratios 
in ferropericlase are 9–19 times higher than that of coex-
isting ferromagnesite at 6.5–7.5 GPa, 1273–1873 K 
(Palyanov et al., 2013). These partitioning data indicate 
that ferromagensite would be one of the most abundant 
and stable form of carbonates in the Earth’s deep mantle. 
Siderite, on the other hand, may be unstable under most 
mantle P‐T conditions (Cerantola et al., 2017; Tao et al., 
2013). Subducted CaCO3 and CaMg(CO3)2, on the other 
hand, could react with surrounding (Mg,Fe)SiO3 and 
(Mg,Fe)2SiO4 to form MgCO3 and CaMg(SiO3)2 
(e.g. Biellmann et al., 1993; Kushiro, 1975; Jie Li et al., 
this monograph). Such chemical reactions would shift 
the compositions of deep mantle carbonates toward the 
(Mg,Fe)CO3 compositional joint.

Fe is the most abundant 3d transition element in mantle 
minerals, and the variations in Fe electronic spin and valence 
states at mantle P‐T conditions have been documented to 
play a significant role in controlling the geophysical and geo-

chemical properties of the lower mantle ferropericlase (Fp) 
and bridgmanite (Bdg) (reviewed by Badro, 2014; Lin et al., 
2013). This chapter focuses on the Fe2+ spin transition in 
(Mg,Fe)CO3 and the corresponding effects on its physical 
and chemical properties, which include the density, sound 
velocity, elastic moduli, and VS splitting anisotropy and 
their associated physical relevance to the spin transitions of 
Fp and Bdg in the lower mantle.

12.2. FE2+ SPIN TRANSITION IN (MG,FE)CO3

12.2.1. Crystal Field Theory and Parameters of the Spin 
Transition in Ferromagnesite

Ferromagnesite is stable with a rhombohedral struc-
ture in the R c3  space group (Figure  12.1a). Mg2+ and 
Fe2+ occupy the octahedral sites composed of  O2‐ atoms, 
while the planar CO3

2‐ units are perpendicular to the 
c‐axis and the C‐O bonds are parallel to the a‐axis 
(Figure  12.1a). High‐pressure single‐crystal X‐ray 
diffraction (XRD) measurements show that the octa-
hedra are fairly isometric (Lavina, Dera, Downs, Yang, 
et al., 2010), which makes ferromagnesite an ideal case 
study for the spin transition behavior of  Fe2+ in six‐fold 
coordinated octahedral sites under high pressures. 
According to the symmetry of  the charge density distri-
bution and crystal field theory (Burns, 1993), the five 3d 
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Figure 12.1 The crystal structure of rhombohedral (Mg,Fe)CO3 and electronic structure of Fe2+ in (Mg,Fe)CO3. 
(a) Rhombohedral (Mg,Fe)CO3 is in R c3  space group (Lavina et al., 2009). Mg2+ and Fe2+ occupy the octahedral 
sites shown as orange boxes. (b) Crystal field splitting diagrams of Fe2+ in the high‐spin and low‐spin states in the 
octahedral site. Δc is the crystal field splitting parameter; t2g orbitals localize charge density between the 
 coordinate axes; eg orbitals localize charge density along the coordinate axes. See electronic version for color 
representation of the figures in this book.
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orbitals of  Fe2+ in the octahedral site of  ferromagnesite 
are divided into two groups in a Cartesian coordination 
system: a set of  three orbitals (dxy, dxz, dyz) localize charge 
density between the coordinate axes, named as t2g 
orbitals; the other two orbitals (dx y2 2 , dz2 ) with charge 
density concentrating along the coordinate axes are 
termed eg orbitals. With the presence of  oxygen ligands 
in the crystal structure, the degeneracy of  the five d‐
orbitals of  Fe2+ is lifted because of  the different extent of 
the interaction between 3d electrons and ligands’ elec-
trons. As Fe2+ in (Mg,Fe)CO3 occupies the six‐fold coor-
dinated octahedral site, eg orbitals have higher energy 
than t2g orbitals because of  the proximity of  eg orbitals to 
the ligands (Burns, 1993). This results in an energy 
difference between eg and t2g orbitals, which is termed 
crystal‐field splitting energy (Δc). The competition bet-
ween Δc and the spin‐paring energy Λ determines the 
electronic spin configuration of  Fe2+ in (Mg,Fe)CO3 
(Figure 12.1). At ambient conditions where Δc < Λ, the 
number of  paired electrons is minimized; therefore, Fe2+ 
in (Mg,Fe)CO3 adopts a high‐spin configuration with 
two paired electrons in one t2g orbital, and the other four 
electrons are unpaired (Figure  12.1b). At higher pres-
sures, the Fe‐O bonds in (Mg,Fe)CO3 are shortened 
(Lavina et  al., 2009; Lavina, Dera, Downs, Tschauner, 
et  al., 2010; Lavina, Dera, Downs, Yang, et  al., 2010), 
resulting in a significant increase of  Δc from ~14238 cm‐1 
(1.765 eV) to ~17517 cm‐1 (2.172 eV) across the Fe2+ spin 
transition at 45.5 GPa and 300 K (Lobanov et al., 2015). 
In contrast, Λ is not sensitive to pressure increase as it is 
an intraionic quantity (Ohnishi, 1978), which is ~14193 
cm‐1 (1.760 eV) for siderite (Lobanov et  al., 2015). 
Considering that the Fe‐O length in FeCO3 changes from 
1.971 Å to 1.892 Å across the Fe2+ spin transition at ~45 
GPa and 300 K (Lavina et  al., 2010b), ΔcLS/ΔcHS is 
comparable to (rLS/rHS)‐5

Fe‐O, consistent with theoretical 
prediction by Burns (1993). Once Δc > Λ at ~ 45 GPa for 
(Mg,Fe)CO3, all 3d electrons pair up in t2g orbitals to 
form the LS state (Figure  12.1b). Optical absorption 
measurements have also been conducted for Fp and Bdg 
samples (e.g. Goncharov et al., 2006; Goncharov et al., 
2008; Keppler et al., 2007, 2008), but the experimental 
results are still controversial due to Fe2+‐Fe3+ interaction 
and the complexity of  crystal chemistry. Therefore, the 
change of  Δc measured across the Fe2+ spin transition in 
FeCO3 (Lobanov et  al., 2015) provides the most solid 
experimental basis for understanding how the Fe2+ spin 
transition influences the thermal transport properties of 
lower-mantle minerals.

The change of Gibbs free energy ΔGLS‐HS across the 
Fe2+ spin transition can be expressed as follows (Sherman, 
1988):

 G U P V T SLS HS LS HS LS HS LS HS, (12.1)

where ΔULS‐HS, ΔVLS‐HS, and ΔSLS‐HS are the differences 
in internal energy, volume, and entropy between LS and 
HS states, respectively; P is pressure; and T is tempera-
ture. Based on the crystal field theory (Burns, 1993), 
ΔULS‐HS depends on the magnitudes of Δc and Λ. ΔVLS‐HS 
is negative because of the volume collapse across the spin 
transition (Lavina et  al., 2009; Lavina, Dera, Downs, 
Tschauner, et  al., 2010; Lavina, Dera, Downs, Yang, 
et al., 2010). Increasing pressure would promote the spin 
transition by lowering ΔGLS‐HS from a combined contri-
bution of Δc and ΔVLS‐HS. Increasing temperature, on the 
other hand, increases ΔGLS‐HS through the –TΔSLS‐HS term 
in equation (12.1) and stabilizes the HS state with respect 
to the LS state. Two major components of ΔSLS‐HS are 
magnetic and configuration terms (Tsuchiya et al., 2006): 
The magnetic entropy for each spin state is expressed as 
Smag = kB ln[n•(2S+1)] (Burns, 1993), where kB is the 
Boltzmann constant, S is the total spin momentum of the 
3d electrons in iron ion, and n is the electronic configura-
tion degeneracy. Across the Fe2+ spin transition, Smag 
decreases from kB ln(15) to 0 (S = 2 and n = 3 for HS Fe2+; 
S = 0, n = 1 for LS Fe2+ in [Mg,Fe]CO3, respectively). 
Compared with spin transition pressure at 300 K, higher 
pressure is therefore needed to compensate the increases 
of ΔGLS‐HS from the –TΔSLS‐HS term in equation (12.1) at 
high temperature condition. This is consistent with liter-
ature findings that pressures of the spin transition in 
(Mg0.35Fe0.65)CO3 increasing at a rate of ~10 MPa/K (Liu 
et  al., 2014), indicating a generally positive Clapeyron 
slope. In addition, the configuration entropy of the coex-
isting HS and LS Fe2+ is defined as Sconf = –kB[nlnn + 
(1  –  n) ln(1  –  n)], where n is the LS fraction (Tsuchiya 
et al., 2006). High temperature condition would favor the 
mixed‐spin state by decreasing ΔGmix through the –TΔSconf 
term, which broadens the pressure range of the mixed‐
spin state. For example, the pressure interval of the 
mixed‐spin state is ~4 GPa for (Mg,Fe)CO3 at 300 K, but 
it broadens to ~10 GPa at 1200 K (Liu et al., 2014).

12.2.2. Characterizations of the Fe2+ Spin Transition 
in (Mg,Fe)CO3 at High Pressure

The spin transition of Fe2+ in (Mg,Fe)CO3 has been 
well constrained to occur at 40–50 GPa and 300 K using 
synchrotron X‐ray and laser spectroscopies coupled with 
high‐pressure diamond anvil cells (DAC) (Figure  12.2). 
The Fe2+ spin transition can cause significant changes in 
a range of physical properties of (Mg,Fe)CO3, which in 
turn have been used to determine the occurrence of the 
Fe2+ spin transition. Specifically, the Fe2+ spin transition 
induces shortening of Fe‐O bonds and lengthening of 
C‐O bonds in (Mg,Fe)CO3 (e.g. Lavina et al., 2010; Liu 
et al., 2019), which results in a reduction in the unit‐cell 
volume and significant changes in vibrational properties 
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(Cerantola et  al., 2015; Lin et  al., 2012; Spivak et  al., 
2014; Weis et al., 2017). Thus far, the Fe2+ spin transition 
in (Mg,Fe)CO3 has been diagnosed based on the abrupt 
reduction of the unit‐cell volume in XRD measurements 
(Farfan et  al., 2012; Lavina et  al., 2009; Lavina et  al., 
2010; Lavina et al., 2010; Lin et al., 2012; Liu et al., 2014, 
2015; Nagai et al., 2010) and significant changes in the 
Raman shifts of vibrational modes in both optical and 
X‐ray Raman spectroscopic studies (Cerantola et  al., 
2015; Fu et al., 2017; Lin et al., 2012; Spivak et al., 2014; 
Weis et  al., 2017). Across the Fe2+ spin transition, the 
reduction of total spin momentum in Fe2+ can be cap-
tured by X‐ray emission spectroscopy (Mattila et  al., 
2007). Conventional and synchrotron Mössbauer spec-
troscopies have also been used to study the Fe2+ spin 
transition in (Mg,Fe)CO3 (Cerantola et  al., 2015; Liu 
et  al., 2019). Both of the fitted hyperfine parameters, 
center shift (CS) and quadrupole splitting (QS), show 
significant changes across the Fe spin transition, which 
have been used to determine spin transition  pressures for 

not only (Mg,Fe)CO3 (Cerantola et al., 2015) but also Fp 
and Bdg (e.g. Lin et al., 2013; Liu et al., 2018). In addition, 
the optical and near IR absorption spectra of (Mg,Fe)
CO3 also change significantly across the Fe2+ spin 
transition due to the dramatic increase in Δc (Lobanov 
et  al., 2015, 2016; Taran et  al., 2017). Theoretically, 
density function theory calculations predict the transition 
pressures that are in agreement with aforementioned 
experimental results (Hsu & Huang, 2016) (Figure 12.2). 
However, an early density function theory study underes-
timates the spin transition by ~15–30 GPa (Shi et  al., 
2008).

The starting pressure and pressure ranges of  the Fe2+ 
spin transition in (Mg,Fe)CO3 are sensitive to the hydro-
static condition in high‐pressure DAC experiments: 
When relatively hydrostatic helium pressure medium is 
used in DAC experiments, the spin transition in FeCO3 
occurs at 40.4 ± 0.1 GPa with a transition width of  0.7 
GPa at 300 K (Weis et al., 2017). In contrast, the spin 
transition pressure changes to 44.3 ± 0.4 GPa and the 
transition width broadens to 4.4 GPa when argon is used 
as the pressure medium (Weis et al., 2017). The Earth’s 
mantle is mostly under relatively hydrostatic compres-
sion condition, except regions near subducting slabs 
where stress could be ~100–300 MPa (e.g. Houseman & 
Gubbins, 1997; Běhounková & Čížková, 2008). Therefore, 
hydrostatic results on the spin transition and its associ-
ated effects are certainly more applicable to the deep 
mantle. Specifically, it now becomes clearer that much of 
the inconsistencies in the study of  the Fe spin transition 
in the lower mantle Fp is likely due to experimental con-
ditions, together with possible iron clustering in the 
lattice (Kantor et  al., 2009). Therefore, the broad spin 
transition pressures of  MgCO3‐FeCO3 observed in some 
DAC studies may be caused by artifacts from nonhydro-
static conditions. In addition, negligible compositional 
dependence of  the spin transition pressures is found in 
(Mg,Fe)CO3 (Figure  12.2). This is explained by weak 
Fe2+‐Fe2+ exchange interactions in (Mg,Fe)CO3 due to 
the long distance between neighboring Fe2+ ions (3.458 Å 
at 1 bar, Lavina et  al., 2010), which are separated by 
(CO3)

2‐ units along the c‐axis (Figure  12.1a). In 
comparison, spin transition pressures of  Fe2+ in Fp 
strongly depend on Fe content (Lin et al., 2006) because 
of  the strong Fe2+‐Fe2+ exchange interactions, especially 
for FeO‐rich magnesiowüstite.

12.2.3. The Effects of the Fe2+ Spin Transition 
on Physical Properties of (Mg,Fe)CO3

12.2.3.1. Equation of State Anomaly Across the 
Fe2+ Spin Transition

The spin transition in (Mg,Fe)CO3 is associated with a 
volume collapse due to the reconfiguration of  the 
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electronic orbitals and thus shortening of  the Fe‐O 
bonds (e.g. Lavina et al., 2009; Lavina et al., 2010; Lavina 
et al., 2010; Lin et al., 2012; Liu et al., 2014). The rela-
tionship of  pressure‐volume‐temperature, called the 
equation of  state (EOS), is derived from high P‐T XRD 
experiments in DACs and therefore can be used to infer 
the spin transition as well as the fraction of  low spin Fe2+ 
(nLS) at given P‐T conditions. These XRD results have 
been used to model the EOS parameters across the spin 
transition and to construct the spin‐crossover diagram at 
lower‐mantle P‐T conditions (e.g. Lavina et  al., 2009; 
Lavina et al., 2010; Lavina et al., 2010; Lin et al., 2012; 
Liu et al., 2014).

A summary of the 300‐K pressure‐volume relationship 
for a range of compositions is shown in Figure 12.3a. The 
1‐bar unit cell volume of (Mg,Fe)CO3 increases with Fe2+ 
content, consistent with the larger radius of HS Fe2+ (r ~ 
0.92 Å; Shannon, 1976) than Mg2+ (r ~ 0.86 Å; Shannon, 
1976) in the octahedral site (Figure 12.3b). In contrast, 
the fitted 1‐bar unit cell volume of LS (Mg,Fe)CO3 
decreases with increasing Fe content (Figure  12.3b), 
which can be explained by the smaller radius of LS‐Fe2+ 
(r ~ 0.75 Å; Shannon, 1976) in comparison with Mg2+. 
These represent 8%–10% collapse of the 1‐bar unit cell 
volume for Fe2+ ion from the HS to LS state in (Mg,Fe)
CO3 (Figure  12.3b). Further analysis of these results 
shows that the Fe2+ spin transition in (Mg,Fe)CO3 induces 
a significant reduction in the unit‐cell volume. For 
example, the unit‐cell volumes of (Mg0.35Fe0.65)CO3 (Lin 
et al., 2012; Liu et al., 2014) and FeCO3 (Lavina, Dera, 
Downs, Yang, et al., 2010) shrink by 6% and 10%, respec-
tively, at around 45 GPa and 300 K (Figure 12.3a). The 
significant volume reduction caused by the Fe2+ spin 
transition makes the unit‐cell volume of LS (Mg,Fe)CO3 
smaller than that of MgCO3 (Figure  12.3a). The inter-
atomic distances in (Mg,Fe)CO3 are also significantly 
influenced by the Fe2+ spin transition: The shorter radius 
of LS Fe2+ decreases the Fe‐O bond length by 0.078 Å at 
45 GPa and 300 K for FeCO3 (Lavina et al., 2010). The 
O‐O bond lengths also shrink by 0.135–0.074 Å (Lavina 
et al., 2010). In contrast, the C‐O bond exhibits length-
ening across the Fe2+ spin transition, which may reflect a 
stress release of the C‐O bond due to the shrinkage of the 
Fe‐O bond (Lavina et  al., 2010; Liu et  al., 2019). The 
corresponding a and c axes shrink by 3% and 4%, respec-
tively, for FeCO3 (Lavina, Dera, Downs, Yang, et  al., 
2010) and 2% and 3%, respectively, for (Mg0.35Fe0.65)CO3 
(Lin et al., 2012), which results in ~1% decrease in the c/a 
ratio (Lin et al., 2012). The higher compressibility of the 
c‐axis compared with the a‐axis can be explained by the 
rigidity of planar (CO3)

2‐ units (Lin et al., 2012), which 
are along the a‐axis but perpendicular to the c‐axis 
(Figure  12.1a). Based on the EOS modeling, the iso-
thermal bulk moduli (KT) of both HS and LS (Mg,Fe)

CO3 are not sensitive to its Fe content (Figure  12.3c), 
which can also be explained by the weak Fe2+‐Fe2+ 
exchange interactions (Lin et  al., 2012). On the other 
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hand, the Fe2+ spin transition significantly influences the 
isothermal bulk modulus KT (Figure 12.3c): KT of LS 
(Mg,Fe)CO3 is ~10%–19% larger than that of HS (Mg,Fe)
CO3 at 45 GPa and 300 K (Lavina et al., 2009; Lin et al., 
2012; Liu et al., 2014). Within the pressure range of the 
mixed‐spin state, the reduction of KT is as high as ~86% 
for (Mg0.35Fe0.65)CO3 at 300 K (Liu et al., 2014), which is 
also associated with a significant decrease in elasticity 
and VP (discussed in section  12.2.3.2). Such significant 
reduction in KT results from the significant change in 
unit‐cell volume (ΔVLS‐HS), as dictated by the following 
equation from Wentzcovitch et  al. (2009) based on an 
ideal mixing model:

 

V
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V
K

n
V
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V V
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P T

1 LS
HS

HS
LS

LS

LS
LS HS

LS  

(12.2)

The thermal EOS results can be used to model the rele-
vant thermoelastic parameters of (Mg,Fe)CO3 along an 
expected mantle geotherm (Brown & Shankland, 1981). 
By using resistive and laser‐heated DACs coupled with 
synchrotron XRD techniques, Liu et al. (2014) reported 
the P‐T dependence of isothermal bulk modulus and 
thermal expansion coefficient. In addition, Liu et  al. 
(2014, 2015) found that increasing temperature broadens 
the spin transition pressures of (Mg,Fe)CO3 and the 
mixed‐spin state would exist between ~53 and ~80 GPa 
along an expected geotherm (Brown & Shankland, 1981). 
Within the spin crossover, the magnitude of the unit‐cell 
volume reduction relative to HS (Mg0.35Fe0.65)CO3 
decreases from 6.0% at 300 K to 5.5% at 1200 K (Liu 
et  al., 2014). Such P‐T effects on the unit‐cell volume 
translate into strong anomaly in the thermal expansion 
coefficient across the spin crossover (Liu et  al., 2014). 
Compared with the HS counterpart, LS (Mg0.35Fe0.65)CO3 
has ~10% higher bulk modulus and ~ 20% lower thermal 
expansion coefficient, making it 5%–7% denser than the 
HS phase at lower mantle P‐T conditions. Therefore, 
dense LS ferromagnesite becomes thermodynamically 
more stable than its HS counterpart because of the nega-
tive PΔVLS‐HS term in calculating ΔGLS‐HS (eq. [1]).

12.2.3.2. Anomalous Elastic Properties Across the 
Spin Transition

The concentration, valence, and spin states of Fe in 
mantle minerals could significantly influence the mantle 
seismic velocities, which could help explain some seismi-
cally observed heterogeneities (Fu et al., 2017; Liu et al., 
2018; Wu & Wentzcovitch, 2014). The definitions of VP 
and VS splitting anisotropies are as follows:

 AP 2 100V V V VP P P P,max ,min ,max ,min/ % 

(12.3)

 AS 2 1001 2 1 2V V V VS S S S/ %, (12.4)

where VP,max and VP,min are the azimuthal maximum and 
minimum VP, respectively, and VS1 and VS2 are two 
orthogonally polarized VS velocities for a given propaga-
tion direction (Mainprice, 2015). Under the P‐T condi-
tions of the Earth’s upper mantle, MgCO3 exhibits 
37%–41% VP splitting anisotropy and 37%–41% VS 
splitting anisotropy (Yang et al., 2014). The presence of 
Fe in (Mg,Fe)CO3 together with its spin transition–
induced elastic anomaly could further enhance the signa-
tures of seismic velocity anisotropies.

The effect of the Fe2+ spin transition on the single-crystal 
elasticity of (Mg,Fe)CO3 can be modeled using the follow-
ing equation:
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where Sij is the elastic compliance; σ i and σ j are the ith and 
jth stress components, respectively, in the Voigt notation; 
and GHS, GLS are the Gibbs free energies of the HS and LS 
states, respectively (Wu et al., 2013; Fu et al., 2017). The 
corresponding elastic constants Cij can be calculated 
based on the relationship between Cij and Sij (Fu et al., 
2017). The third term on the right‐hand side of equation 
(12.5) determines the Cij anomalies across the spin 

transition: 
n

iLS

i

0 1 2 3for , ,  and 
n

iLS

i

0 4 5 6for , , . 

This is because nLS is an even function of the shear stress 
components (Fu et al., 2017). As a result, drastic softening 
occurs on C11, C12, C13 and C33, which are the elastic constants 
related to the compressional stress component. On the other 
hand, slight stiffening occurs on C14 and C44, which are the 
elastic constants related to the shear stress component. 
Furthermore, calculating the aggregate elastic moduli (KS 
and G) of ferromagnesite using Voigt‐Reuss‐Hill averages 
(Hill, 1952) shows that the calculation of KS would involve 
all the softened elastic constants, C11, C12, C13, and C33, 
whereas the softening parts cancel out for the calculation of 
G (Fu et al., 2017). As a result, drastic softening in KS and VP 
and slight stiffening in G and VS would be expected across 
the Fe2+ spin transition in (Mg,Fe)CO3. Notably, equation 
(12.5) is also applicable to Fp and Bdg (Fu et al., 2018; Yang 
et al., 2015), both of which show significant softening in KS 
and VP but almost smooth profiles for G and VS across the 
spin transition pressures of Fe2+ and Fe3+ in the octahedral 
sites of Fp and Bdg, respectively.

A recent experimental study using Brillouin light 
scattering (BLS) and impulsive stimulated light scattering 
(ISS) techniques has determined the effects of the Fe2+ 



SPIN TRANSITION OF IRON IN DEEP‐MANTLE FERROMAGNESITE  121

spin transition on the single‐crystal elastic constants (Cij) 
of (Mg0.35Fe0.65)CO3 (Fu et al., 2017). Within the pressure 
range of the Fe2+ spin transition, VP and VS of  (Mg0.35Fe0.65)
CO3 are reduced by as much as ~40% and ~21%, respec-
tively, at 300 K (Figure 12.4), which are consistent with 
the thermodynamic predictions discussed above. 
However, the elastic moduli of FeCO3 derived from 
the phonon dispersion frequency probed by the inelastic 
X‐ray scattering technique do not show softening across 
the pressure range of the Fe2+ spin transition (Stekiel 
et al., 2017). Such an inconsistence has also been seen in 
sound velocity measurements of Fp samples (Antonangeli 
et  al., 2011; Crowhurst et  al., 2008; Yang et  al., 2015), 
which could be explained by the different frequencies and 
scattering vectors used in inelastic X‐ray scattering com-
pared with BLS and ISS (Lin et al., 2013). Because BLS 
and ISS directly measure the acoustic wave velocities of 
samples, the effects of Fe2+ spin transition on the sound 
velocity of (Mg,Fe)CO3 determined by these techniques 
are more applicable to seismic implications.

To quantitatively understand the effects of Fe on the 
elasticity of (Mg,Fe)CO3, the velocities of (Mg,Fe)CO3 at 
high pressures are compared with those of end‐member 
MgCO3 (Figure 12.4). At 1 bar to ~ 40 GPa, VP and VS of  
HS (Mg0.35Fe0.65)CO3 are ~17% and 22% lower than that of 
MgCO3, respectively (Figure 12.4 b, c). Within the pressure 
range of the Fe2+ spin transition, VP of (Mg0.35Fe0.65)CO3 is 
reduced by as much as 56% with respect to MgCO3 
(Figure  12.4 b, c). At higher pressures, there is ~9% 
reduction in both VP and VS for LS (Mg0.35Fe0.65)CO3, up to 
70 GPa with respect to MgCO3 (Figure 12.4 b, c). Assuming 
a linear relationship between velocities and Fe content, VP 
would decrease with an average dVP/dFe of about –0.026 
km/s/mol.% for the HS state at 0–40 GPa and dVP/dFe of 
about –0.0016 km/s/mol.% for the LS state at 40–60 GPa. 
VS decreases with dVS/dFe of about –0.019 km/s/mol.% for 
the HS state and dVS/dFe of about –0.007 km/s/mol.% for 
the LS state. Compared with MgCO3, the shear‐wave 
splitting anisotropy factor AS of (Mg,Fe)CO3 increases, 
particularly across the pressure range of the Fe2+ spin 
transition (Figure  12.5). For MgCO3, AS increases from 
~37% to ~48% with pressure increasing from 0 to 60 GPa 
(Yang et a., 2014; Stekiel et al., 2017). In comparison, AS 
of (Mg0.35Fe0.65)CO3 increases from ~37% to ~58% between 
1 bar and 40 GPa and reaches a peak at ~64% across the 
spin transition, but it decreases to ~53% for LS state at 47 
GPa and 300 K (Figure 12.5). The VS anisotropy factor of 
ferromagnesite across the spin transition is much higher 
than that of major lower‐mantle minerals, such as Bdg 
with ~10%–20% AS (Karki et al., 1997) and Fp with ~20% 
AS under lower‐mantle pressures (Marquardt et al., 2009; 
Yang et al., 2015). Here we interpolated the seismic prop-
erties of (Mg0.90Fe0.10)CO3 from those of MgCO3 and mag-
nesiosiderite compositions (Figures  12.4 and 12.5). The 
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modeled results show ~5% decrease in VP and ~2% increase 
in VS would occur in (Mg0.90Fe0.10)CO3 across the spin 
transition region. AS of (Mg0.90Fe0.10)CO3 is comparable 
with that of MgCO3 in the upper mantle, but 5% and 13% 
higher at the bottom of the transition zone and the middle 
mantle, respectively (Figure 12.5). At deeper depths, AS of 
LS (Mg0.90Fe0.10)CO3 becomes comparable with that of 
MgCO3 again (Figure 12.5). In addition, AS of HS 
(Mg0.90Fe0.10)CO3 is about 4–13 times higher than those of 
the two major lower‐mantle minerals, Bdg and Fp, at the 
uppermost lower mantle depths; in the middle mantle 
depths, AS of LS (Mg0.90Fe0.10)CO3 is about 2–4 times 
higher than those of Bdg and Fp (Figure 12.5).

In the mantle, especially near the subduction regions, 
deformation‐induced lattice‐preferred orientations of 
minerals together with their AS could generate seismic VS 
radial anisotropy (e.g. Panning & Romanowicz, 2004; 
Wookey and Kendall, 2004). Previous deformation exper-
iments show that the strength of MgCO3 is several orders 
of magnitude lower than peridotite at mantle P‐T condi-
tions (Holyoke et al., 2014). By analyzing the micro‐struc-
tures and lattice orientations of recovered MgCO3 
samples from deformation experiments, Ulrich (2015) 
found that the c‐axis tends to parallel to the maximum 
compressive stress under high P‐T conditions. These 
experimental results indicate that ferromagnesite con-
veyed by subducting slabs would localize strain and 
develop a lattice‐preferred orientation with the c‐axis 
parallel to the maximum compressive stress. Together 
with its strong anisotropy, ferromagenesite would be a 

leading candidate for explaining the strong seismic anisot-
ropy. A recent seismic study observed strong seismic 
anisotropy of ~25% below ~300 km (J. Li et al., 2018), 
which is attributed to the presence of either magnesite or 
carbonatite melt. The addition of Fe2+ into magnesite 
and the associated increase of AS due to Fe2+ spin 
transition from the bottom of the transition zone to the 
middle lower mantle (Figure 12.5) would further promote 
ferromagnesite as a leading candidate to explain seismic 
anisotropy near the subduction regions (J. Li et al., 2018).

12.3. CONCLUSIONS

The pressure‐temperature conditions of the Fe2+ spin 
transition in ferromagnesite (Mg,Fe)CO3 and its influence 
on the geophysical properties of this mantle major car-
bonate have been extensively studied by both experimental 
and theoretical methods. Along an expected mantle geo-
therm, the Fe2+ spin transition in ferromagnesite is 
expected to occur at ~50–80 GPa. Within this pressure 
range, significant density increase, VP softening and slight 
VS stiffening are expected. At deeper depths, ferromagne-
site with low‐spin Fe2+ would have higher density, incom-
pressibility, and sound velocities than its high‐spin Fe2+ 
counterpart. The strong anisotropy and low strength of 
ferromagnesite make it a potential candidate to explain 
the strong seismic radial anisotropy in the subduction 
regions beneath 300 km. Moreover, the robust results on 
the Fe2+ spin transition and its associated changes in the 
physical properties of ferromagnesite would provide 
the baseline for understanding the iron spin transition in 
the lower‐mantle ferropericlase and bridgmanite.

Future work could focus on determining how spin 
states of Fe2+ influence iron partitioning, especially across 
melting temperature, as well as the rheological and trans-
port properties of (Mg,Fe)CO3 at lower‐mantle P‐T con-
ditions. For example, based on the change of the 
crystal‐field splitting energy across the spin transition in 
(Mg,Fe)CO3, Lobanov et al. (2015) infer that Fe would 
strongly partition into low‐spin (Mg,Fe)CO3 compared 
with coexisting bridgmanite. Upon melting, Fe2+ in car-
bonated melt can also experience a spin transition, which 
may also significantly influence Fe partitioning (Fu et al., 
2018). In addition, the relationship between the spin 
states of Fe2+ and the crystal structures/chemical compo-
sitions of carbonates under the lower‐mantle conditions 
would shed light on the fate of these oxidized compo-
nents in the reduced lower mantle.
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High‐Pressure Na‐Ca Carbonates in the Deep Carbon Cycle

Sergey Rashchenko1,2, Anton Shatskiy1,2,3, and Konstantin Litasov1,2,3

ABSTRACT

Carbonates play a central role in the subduction transport of oxidized carbon from Earth’s surface to the deep 
mantle. The melting of carbonated rocks also leads to the release of carbonate melts, regarded as important 
oxidizing and metasomatizing agents, from the subducting slab. Although at upper mantle conditions the 
 chemistry of carbonates within the subducting slab is restricted to the thoroughly studied ternary CaCO3‐
MgCO3‐FeCO3 system, recent experimental and natural evidences strongly suggest that at conditions of the 
mantle transition zone, Na‐Ca carbonates become the main host of oxidized carbon and define solidus 
 temperatures and chemistry of deep melts. In this chapter, we discuss transport of carbonates to the mantle 
transition zone within the subducting slab, evidences of sodium migration from silicates into carbonates under 
high pressure, and crystal chemistry of currently known high‐pressure Na‐Ca carbonates.

13

13.1. CARBONATES IN SUBDUCTION 
INFLUX OF CARBON

Although deep reservoirs can host carbon in both 
reduced (diamond, carbides, reduced C‐O‐H fluid) and 
oxidized (carbonates, CO2) forms, the transport of carbon 
from Earth’s surface to mantle depths is indeed domi-
nated by its oxidized form: carbonates.

According to data from the Ocean Drilling Program 
(ODP), the most carbon‐rich part of the subducting litho-
sphere is its sedimentary layer, which hosts 2–3 wt.% of 
CO2, predominantly in the form of carbonates (Plank & 
Langmuir, 1998; Staudigel, 2014). The latter corresponds to 
the subduction influx of 8.9 × 1011 mol C/year. Hydrothermal 
alteration also leads to the accumulation of carbon in 
basaltic oceanic crusts, up to the average CO2 content 
established by the ocean drilling program of 0.2 wt.% 
(Shilobreeva et  al., 2011). Of these, ~80% correspond to 

carbonates, while the remaining 20% represent hydrocar-
bons and other organic carbon species. The smaller CO2 
content compared to overlying sedimentary layer is com-
pensated by the ~7 km thickness of basaltic oceanic crust, 
which provides a carbon flux of 2.9 × 1012 mol C/year (i.e. 
more than three times higher than that from sediments).

The most controversial reservoir of subducting carbon 
is serpentinized peridotites localized in the lower part of 
the oceanic lithosphere. The results of ODP demonstrate 
that significant amounts of carbonates may appear dur-
ing hydrothermal serpentinization of peridotite, so that 
up to 13 vol.% of the resulting serpentinite may be repre-
sented by carbonate veins (Kodolányi et  al., 2011). An 
estimated degree of serpentinization of lithospheric peri-
dotites entering the subduction zone, however, varies 
from ~10% in models considering bending faults‐related 
serpentinization (Faccenda, 2014) to the order of magni-
tude lower in models that reject the latter phenomenon 
(Korenaga, 2017). An average carbonate content of 
related serpentinites also remains unclear. Moreover, a 
well‐known process of CO2 and carbonate reduction into 
abiogenic methane and graphite during serpentinization 
of peridotite (Brovarone et  al., 2017, and references 
therein) raises additional question about the abundance 
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of  carbonates in serpentinized peridotites. On the other 
hand, Debret et  al. (2015) recently pointed out that 
inevitable deserpentinization of  subducted peridotites 
enriched in Fe3+, will lead to the release of  oxidizing 
fluids (between FMQ + 1 and FMQ + 4), definitely 
incompatible with any hosts of  reduced carbon in the 
subducting slab.

Even if  abiogenic methane from the serpentinized peri-
dotites and organic compounds from the overlying 
basaltic oceanic crust and sedimentary layer represent a 
significant part of subduction carbon influx, they readily 
leave the slab during devolatilization. In contrast, stabili-
zation of aragonite, dolomite, and magnesite inhibits the 
carbon escape (Kerrick & Connolly, 2001; Litasov, 2011), 
making carbonates the main reservoir transporting 
carbon from Earth’s surface to mantle depth.

13.2. SUBDUCTED CARBONATES IN THE 
UPPER MANTLE

The mineralogy of carbonates entering subduction 
zones within subducting slabs is represented by calcite, 
biogenic aragonite, dolomite, magnesite (occurring in 
serpentinites), and sedimentary Mg‐calcite, often with 
admixture of Fe2+. During subduction‐related high‐
pressure metamorphism, calcite transforms into arago-
nite, and dolomite decomposes into aragonite + magnesite 
(Luth, 2001; Sato & Katsura, 2001), so the latter two 
become the main carbon reservoir in the slab sinking 
through the upper mantle. The fate of carbon in the slab 
depends on the position of subduction geotherm in rela-
tion to the solidus of carbonated pelite (for carbonates 
delivered within sedimentary layer) or eclogite (for those 
from basaltic oceanic crust).

The exact composition of subducting eclogite and 
pelite, however, is poorly constrained, and a range of 
solidi is reported for corresponding systems depending 
on composition and H2O content (see reviews: 
Hammouda & Keshav, 2015; Litasov & Shatskiy, 2018; 
Stagno, 2019, and references therein). According to 
Grassi and Schmidt (2011), warm subduction geotherms 
cross the solidus of  carbonated pelite between 6 and 
9 GPa depending on H2O content (~190–270 km), where 
decarbonation melting produces potassium‐rich car-
bonate melts (Table 13.1). In the case of colder geotherms 
(especially in dry conditions), aragonite and magnesite 
can escape melting, being transported further to the 
mantle transition zone (Grassi & Schmidt, 2011). The 
solidus of carbonated eclogite is a few hundred degrees 
higher, so the hot subduction geotherm crosses it only 
near 13 GPa (~390 km) with production of calcium‐rich 
carbonate melts (Table 13.1), whereas average and cold 
geotherms allow the transport of magnesite directly to 
the mantle transition zone (Thomson et al., 2016).

13.3. SUBDUCTED CARBONATES 
IN THE MANTLE TRANSITION ZONE

As we mentioned above, subducted carbonates in the 
form of aragonite and magnesite can be transported to 
the mantle transition zone within carbonated pelites along 
the cold subduction geotherm, and within carbonated 
eclogites along average and cold ones. The latter agrees with 
the data of Kiseeva et al. (2018), who observed an  anomalous 
Fe3+ enrichment in garnets originated from the mantle 
transition zone, and suggested that corresponding oxidizing 
agents are carbonates delivered to the mantle transition 
zone by subduction. The oxidizing nature of subducted 
carbonates results from the fact that carbonate ↔ carbon 
equilibria buffer oxygen fugacity several log units higher 
than typical for deep mantle values close to iron ↔ wustite 
buffer (Stagno, 2019; Stagno et al., 2015).

Although CaCO3 and MgCO3 polymorphs stable at 
lower mantle pressures were extensively studied in the last 
decade (Gavryushkin et  al., 2017; Merlini et  al., 2017; 
Oganov et al., 2008; Pickard & Needs, 2015; etc.), a wide-
spread treatment of such phases as lower mantle carbon 
hosts should be justified by investigation of whether the 
transport of carbonates to the lower mantle via mantle 
transition zone is possible in real lithologies. Related data 
were reported by Grassi and Schmidt (2011) for carbon-
ated pelite, Litasov et  al. (2013) for alkali‐bearing car-
bonatite compositions, and Thomson et  al. (2016) for 
carbonated eclogite, who observed two important phe-
nomena: (1) at pressures of the mantle transition zone, 
the solidus of carbonated rocks dramatically drops over a 
narrow pressure interval by 100–200  °C, and (2) at the 
same pressures, new Na‐Ca‐carbonate substitute arago-
nite and magnesite in the subsolidus assemblage.

According to Grassi and Schmidt (2011), carbonated 
pelite, delivered to the mantle transition zone along colder 
subduction geotherms, will melt near 20 GPa (~570 km) 
during the heating of deflected slab towards mantle adia-
bat. The resulting carbonatite melt, however, drastically 
differs from that produced during the melting of carbon-
ated pelite along warm subduction geotherms in the upper 
mantle (Table  13.1). Whereas potassium behaves as an 
incompatible element during melting at upper mantle 
pressures, giving 24 wt.% K2O in the K‐Ca carbonate 
melt, it completely switches behavior in the mantle 
transition zone, so that corresponding carbonate melt 
possesses 3 wt.% of K2O and is not significantly enriched 
in potassium compared with the bulk rock (Table 13.1). In 
contrast, sodium, being perfectly compatible during 
melting at upper mantle pressure (just 1 wt.% Na2O in the 
melt, Table 13.1), becomes highly incompatible as soon as 
melting occurs in the mantle transition zone, so that the 
Na2O content of the corresponding Na‐Ca carbonate 
melt reaches 23 wt.%. (Table 13.1). A similar phenomenon 



Table 13.1 Compositions of near‐solidus carbonate melts derived from dry carbonated pelite (Grassi & Schmidt, 2011) and eclogite (Thomson et al., 2016) 
in the upper mantle (UM) and mantle transition zone (MTZ), and subsolidus Na‐Ca‐carbonates stable in the MTZ.

Carbonated Pelite Carbonated Eclogite

Starting  
Material

UM  
Melt

MTZ  
Melt

Subsolidus  
Carbonate*

Starting  
Material

UM  
Melt

MTZ  
Melt

Subsolidus 
Carbonate*

wt. %
8 GPa  
1100 °C

22 GPa  
1500 °C

22 GPa  
1400 °C

13.1 GPa  
1450 °C

20.7 GPa  
1200 °C

20.7 GPa  
1100 °C

CO2 4.5 43.67 43.12 41.91 2.52 41.88 45.78 43.55
SiO2 54.63 0.26 0.05 – 50.35 0.36 1.10 –
CaO 5.88 16.3 15.3 34.84 10.80 33.61 26.03 38.39
MgO 2.92 2.95 7.36  5.72 7.15 6.67 6.66  3.54
FeO 4.86 7.55 7.32  6.15 11.35 9.50 8.25  1.61
Na2O 3.20 0.95 22.7 11.04 2.48 4.63 10.04 12.10
K2O 2.21 24.4 3.27  0.33 0.06 0.76 0.39  0.56
CaO/Na2O 1.84 17.16 0.67  3.16 4.35 7.26 2.59  3.17
K2O/Na2O 0.69 25.68 0.14  0.03 0.02 0.16 0.04  0.05

* Coexisting with magnesite.
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was reported by Thomson et  al. (2016) for carbonated 
eclogite that also melts near 20 GPa (~570 km) being sub-
ducted along an average subduction geotherm: the Na2O 
content of the mantle transition zone Ca‐Na carbonate 
melt (10 wt.%) is twice than that of the melt produced in 
the upper mantle.

The reason for the change in alkali speciation is the 
appearance of a new Na‐Ca carbonate mineral that is 
stable in the subsolidus assemblages (Table 13.1), which 
(1) effectively extracts Na2O from silicates into fusible 
carbonate phase, (2) drastically lowers the solidus tem-
peratures, and (3) provides specific Ca‐Na carbonate 
melts when the solidus is crossed by a geotherm. The ide-
alized formula of this Na‐Ca carbonate is (Na,K)2(Ca, 
Mg,Fe)4(CO3)5, with pronounced dominance of Na and 
Ca cations (Table  13.1). The recent findings of Na‐Ca 
carbonates in inclusions in “superdeep” Juina diamonds 
(Kaminsky, 2017) that allowed to distinguish “deep 
natrocarbonatite association” strongly support the exper-
imental data on the existence of Na‐Ca‐carbonate and 
related melts in the mantle transition zone.

The reported Na‐Ca carbonate formation is closely 
related to the strong enrichment of  subducting pyroxene 
in NaAlSi2O6 end‐member due to preferential dissolu-
tion of  sodium‐poor end‐members into coexisting 
majoritic garnet, so that above 13 GPa, pyroxene in both 
carbonated pelite and eclogite is represented by nearly 
pure jadeite (Grassi & Schmidt, 2011; Thomson et  al., 
2016). In carbonate‐free lithologies, the further pressure 
increase would lead to the dissolution of  jadeite in 
majoritic garnet in the form of Na‐majorite end‐member. 
In contrast, in carbonated lithologies above 13 GPa 
(~390 km), jadeite reacts with Ca‐Mg carbonates, pro-
ducing Na‐Ca carbonate.

The corresponding reaction in carbonated pelite takes 
place between 13 and 16 GPa (Grassi & Schmidt, 2011) 
and may be written for end-members as follows:

 

15 3 2 6

2 5

CaCO aragonite 6NaAlSi O jadeite
3Na Ca CO Ca Al4 3 3 22 12Si O Ca-garnet3  

2Al O corundum 9SiO stishovite2 3 2 . (13.1)

In the case of carbonated eclogite, where magnesite is the 
only carbonate entering the mantle transition zone, the 
corresponding reaction, taking place between 15 and 20 
GPa (Thomson et al., 2016) should be written in a differ-
ent way:

 

15 3 2 6

3

MgCO magnesite 6NaAlSi O jadeite
4Ca Al Si O Ca-gar2 3 12 nnet 3Na Ca CO4 32 5 

 

5Mg Al Si O Mg-garnet 2Al O corundum
9SiO stishovite

2 33 12 2 3

2 .  

(13.2)

The latter reaction demonstrates an interesting 
ability of  carbonates to extract not only sodium but 
also calcium from coexisting silicates at pressures of 
the mantle transition zone. Partitioning of  calcium 
into Na‐Ca carbonate also leads to the disappearance 
of  aragonite from the subsolidus assemblage of  car-
bonated pelite (and, in general, any Na‐containing sil-
icate lithology). The latter suggests that the only 
reliable solid‐state hosts of  oxidized carbon in the 
lower part of  the mantle transition zone are Na‐Ca 
carbonate and/or magnesite. Although the data of 
Grassi and Schmidt (2011) and Thomson et al. (2016) 
suggest that cold subduction geotherms pass well 
below the solidi of  carbonated pelite and eclogite down 
to 660 km discontinuity, the possibility of  carbonates 
transport from the mantle transition zone to the lower 
mantle requires additional studies.

13.4. CRYSTAL CHEMISTRY OF HIGH‐PRESSURE 
NA‐CA CARBONATES

In contrast to carbonates of calcium, magnesium, and 
iron, extensively studied during the last decade up to 
megabar pressures both theoretically and experimentally, 
the high‐pressure chemistry of Na‐Ca carbonates that 
hosts oxidized carbon in the mantle transition zone 
remains terra incognita.

The first systematic study of the Na2CO3‐CaCO3 system 
was done by Cooper et al. (1975) who reported its phase 
diagram at 1 kbar with two orthorhombic intermediate 
compounds: Na2Ca(CO3)2 and Na2Ca2(CO3)3. Both of 
these compounds exist in natural forms, known as nyerere-
ite and shortite minerals, respectively, although natural 
nyerereite always contains certain admixture of potassium, 
causing incommensurate modulation of its structure 
(Bolotina et al., 2017). Recently Song et al. (2017) reported 
hydrothermal synthesis at 220 °C of another intermediate 
compound, Na6Ca5(CO3)8, probably stable in the low‐tem-
perature field of Na2CO3‐CaCO3 phase diagram.

Room-temperature high‐pressure behavior of nyerere-
ite and shortite was recently studied by in situ Raman 
spectroscopy and X‐ray diffraction (Borodina et  al., 
2018; Rashchenko, Goryainov, et al., 2017; Vennari et al., 
2018). The equilibrium high‐pressure investigation of the 
Na2CO3‐CaCO3 system was initiated by studies of  its 
phase diagram at 3 and 6 GPa (Podborodnikov et al., 
2018; Shatskiy et  al., 2013, 2015; Litasov et  al., this 
volume). The chemistry of  intermediate Na‐Ca car-
bonates turned out to be very sensitive to pressure 
(Figure 13.1): upon pressure increase from 0.1 to 3 GPa, 
the Na2Ca2(CO3)3 phase becomes unstable, while a new 
high‐pressure Na2Ca3(CO3)4 phase appears on the phase 
diagram. A further pressure increase to 6 GPa leads to 
even more drastic changes: disappearance of Na2Ca(CO3)2 
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and emergence of  two new high‐pressure phases, 
Na4Ca(CO3)3 and Na2Ca4(CO3)5 on the phase diagram.

Na2Ca3(CO3)4. The crystal structure of Na2Ca3(CO3)4, 
stable at least between 3 and 6 GPa, was reported by 

Gavryushkin et al. (2014). The low symmetry (monoclinic) 
and long unit cell (a = 31.4421 Å, Table  13.2) of the 
compound are compensated by its strong pseudosymmetry, 
which allows reliable description of  the structure using 
an orthorhombic cell with halved a parameter. Since the 
common approach of using cation‐centered anion poly-
hedra could not provide a reliable structure description, 
Gavryushkin et  al. proposed an alternative description 
based on stacking of cationic nets perpendicular to the a 
axis, with (CO3)

2– anions filling large cationic voids between 
adjacent nets. In the structure of Na2Ca3(CO3)4, cationic 
nets form two types of anion‐filled layers, denoted A and B 
in Figure  13.2. In the A‐type layers, (CO3)

2– anions are 
parallel to the a axis, whereas in the B‐type layers they are 
oblique. The cationic voids hosting (CO3)

2– anions have the 
same geometry in both types of layers, namely a two‐capped 
trigonal prism (Figure 13.3a). The Raman spectrum of the 
Na2Ca3(CO3)4 (Figures  13.4, 13.5c) is characterized by 
splitting of ν4, ν1, and 2ν2 (CO3)

2– bands into up to three 
components due to the presence of several symmetrically 
independent carbonate anions in the structure.

Na4Ca(CO3)3. The crystal structure of Na4Ca(CO3)3, 
stable at least at 6 GPa, was reported by Rashchenko et al. 
(2018). Rather unusual for carbonates, it has a cubic Ia–3d 
space group and can be described in a very elegant way 
using the same approach of cationic sublattice with anion‐
filled cavities. The cationic sublattice is represented by 
primitive cubic lattice with period of 0.25·a, where 25% of 
cubic voids are centered by Na+ anions, and the remaining 
75% are filled by (CO3)

2– anions (Figure 13.2). The result-
ing coordination of (CO3)

2– anion is a two‐capped cube 
(Figure 13.3b). Although there is only one (CO3)

2– site in 
the structure, the Raman spectrum of the Na4Ca(CO3)3 
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Figure 13.1 Variety of Na‐Ca double carbonates established 
in the system Na2CO3–CaCO3 at 0.1 GPa (Cooper et al., 1975), 
at 3 GPa (Podborodnikov et al., 2018), and at 6 GPa (Shatskiy 
et al., 2013). Na2 = Na2CO3, Na4Ca = Na4Ca(CO3)3, Na2Ca = 
Na2Ca(CO3)2, Na2Ca2 = Na2Ca2(CO3)3, Na2Ca3 = Na2Ca3(CO3)4, 
Na2Ca4 = Na2Ca4(CO3)5, Arg = aragonite, Cal = calcite, L = 
carbonate melt. See electronic version for color representation 
of the figures in this book.

Table 13.2 Known Na‐Ca carbonates (high‐pressure phases are given in bold).

Formula and Synthesis 
Conditions Space Group Unit Cell, Å Natural Analogue Reference

Na2Ca(CO3)2

0.1 GPa/450 °C
P21ca
Z = 8

a = 10.0713(5)
b = 8.7220(2)
c = 12.2460(4)

nyerereite
(Na,K)2Ca(CO3)2

(Gavryushkin et al., 2016)

Na2Ca2(CO3)3

220 °C (hydrothermal)
Amm2
Z = 2

a = 4.9720(9)
b = 11.068(3)
c = 7.1271(14)

shortite
Na2Ca2(CO3)3

(Song et al., 2017)

Na6Ca5(CO3)8

220 °C (hydrothermal)
P63mc
Z = 2

a = 10.0708(19)
c = 12.604(4)

– (Song et al., 2017)

Na2Ca3(CO3)4

6 GPa/1400 °C
P1n1
Z = 8

a = 31.4421(8)
b = 8.1960(2)
c = 7.4360(2)
β = 89.923(2)

– (Gavryushkin et al., 2014)

Na4Ca(CO3)3

6 GPa/1200 °C
Ia–3d
Z = 16

a = 14.5770(5) – (Rashchenko et al., 2018)

Na2Ca4(CO3)5

6 GPa/1050 °C
P63mc
Z = 2

a = 10.37402(14)
c = 6.25935(9)

calcioburbankite
(Na,Ca,REE)3(Ca,  

REE,Sr)3(CO3)5

(Rashchenko, Bakakin, 
et al., 2017)
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exhibits clear splitting of ν4, ν1, and 2ν2 (CO3)
2– bands 

(Figures 13.4, 13.5b), which can be explained by the lower 
(C2v) local symmetry of the (CO3)

2– site.
Na2Ca4(CO3)5. The most interesting high‐pressure  

Na‐Ca carbonate is hexagonal (P63mc) Na2Ca4(CO3)5, syn-
thesized at 6 GPa and strongly resembling the (Na,K)2(Ca
,Mg,Fe)4(CO3)5 stoichiometry stable in carbonated pelite 
and eclogite under mantle transition zone conditions 
(Litasov et al., 2013; Thomson et al., 2016) (Table 13.1). Its 
crystal structure, reported by Rashchenko, Bakakin, et al., 
(2017), is also based on cationic nets perpendicular to the c 
axis (Figure 13.2), and contains three types of voids: two‐
capped trigonal prisms, also typical for Na2Ca3(CO3)4 
(Figure 13.3a), octahedra (Figure 13.3c), and three‐capped 
trigonal prisms (Figure 13.3d). The abundance of differently 

coordinated carbonate anions in the structure leads to the 
pronounced splitting of ν4, ν1, and 2ν2 (CO3)

2– Raman 
bands into up to four components (Figures 13.4, 13.5a).

Importantly, among all reported high‐pressure  
Na‐Ca carbonates, the Na2Ca4(CO3)5 is the only one that 
has a natural analogue, calcioburbankite mineral, 
(Na,Ca,REE)3(Ca,REE,Sr)3(CO3)5 (Belovitskaya & 
Pekov, 2004). The apparent difference in formulae disap-
pears if  one rewrites the chemical Na2Ca4(CO3)5 formula 
into a structural M1(Na2Ca)M2Ca3(CO3)5 one, considering 
that the M1 cation site is occupied by ⅔Na+ and ⅓Ca2+, 
whereas M2 one is occupied solely by Ca2+ (Figure 13.2). 
A heterovalent 2Ca2+ ↔ Na+ + REE3+ substitution here-
with leads to REE‐rich compositions, corresponding to 
natural calcioburbankites. Such a substitution (as well as 
incorporation of  large Sr2+ and Ba2+ cations) very effi-
ciently stabilizes the resulting structures at moderate 
pressures, so that natural calcioburbankites occur in car-
bonatites and alkali‐rich pegmatites far from gigapascal 
pressures. A possibility of  Na2Ca4(CO3)5 structure to 
incorporate large cations may have very important geo-
chemical implications in the case of  existence of  this 
phase in the mantle transition zone. In contrast to CaCO3 
and MgCO3 with limited capability to host REE and 
LILE, the appearance of  the Na‐Ca carbonate in equi-
libria with silicates will strongly deplete them in REE 
and LILE, leading to new patterns of  trace element par-
titioning in the Earth’s mantle.

An important crystal‐chemical feature that unites all 
these high‐pressure Na‐Ca carbonates is their  relation to 

(b) (d)(a) (c)

Figure 13.3 (CO3)
2– filled voids in cationic sublattice of high‐

pressure Na‐Ca carbonates: (a) two‐capped trigonal prism 
(Na2Ca3(CO3)4 and Na2Ca4(CO3)5), (b) two‐capped cube 
(Na4Ca(CO3)5), (c) octahedron (Na2Ca4(CO3)5), (d) three‐capped 
trigonal prism (Na2Ca4(CO3)5). Na+ and Ca2+ cations are shown 
as yellow and blue, respectively; combined colors correspond 
to mixed sites. See electronic version for color representation 
of the figures in this book.
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isostructural borates. Although crystal structures of 
ambient pressure Na‐Ca carbonates have  nothing in 
common with the latter class of  compounds, their high‐
pressure counterparts adopt exactly the same crystal 
structures that were described years ago for borate mate-
rials (Table  13.3). Another crystal‐chemical feature of 
high‐pressure Na‐Ca carbonates is a presence of mixed 
Na‐Ca sites in their crystal structures (Figure  13.2), 
unusual for nyerereite and shortite.

Besides the high‐pressure Na‐Ca carbonates discussed 
above, we should mention the following:

1. In two subsolidus experiments (at 22 GPa/1350  °C 
and 23.5 GPa/1400 °C) Grassi and Schmidt (2011) also 
reported the existence of nearly pure Na2Ca2(CO3)3 phase 
together with (Na,K)2(Ca,Mg,Fe)4(CO3)5 discussed 
above, in the carbonated pelite.

2. In a subsolidus experiment at 21 GPa/1200  °C, 
Kiseeva et al. (2013) reported (Na,K)2(Ca,Mg,Fe)(CO3)2 
phase coexisting with “Na‐aragonite” (Na‐Ca carbonate 
with Na2O up to 8 wt.%) in a carbonated eclogite. A sim-
ilar assemblage was reported by Litasov et al. (2013) for 
subsolidus conditions of Na‐bearing carbonatite compo-
sition at 15.5 GPa and 1100 °C. Unfortunately, only the 
chemical composition was reported for Na‐Ca carbon-
ates in all listed studies.

Although at ambient pressure Na2Ca2(CO3)3 and 
Na2Ca(CO3)2 stoichiometries correspond to shortite 
and nyerereite, which decompose below 3 and 6 GPa, 
respectively, one cannot exclude that high‐pressure poly-
morphs of  these minerals may exist at pressures of  the 
mantle transition zone. “Na-aragonite” may represent 

an unknown Ca‐rich high‐pressure Na‐Ca carbonate, 
because no evidence of  sodium incorporation into ara-
gonite was reported by Shatskiy et  al. (2013) or 
Podborodnikov et al. (2018), at least up to 6 GPa. On 
the other hand, taking into account a known problem 
of  Na2O underestimation in carbonates by WDS and 
EDS (Shatskiy et  al., 2013), one can suggest that real 
Na2O content of  “Na-aragonite” may exceed 10 wt.%, 
actually corresponding to the discussed (Na,K)2(Ca,Mg
,Fe)4(CO3)5 phase.

13.5. CONCLUSIONS

High‐pressure experiments in the carbonate‐silicate 
systems replicating eclogite (Kiseeva et  al., 2013; 
Thomson et al., 2016), pelite (Grassi & Schmidt, 2011), 
and model carbonatite (Litasov et  al., 2013) revealed a 
number of Na‐Ca carbonates resembling stoichiometries 
of Na2Ca(CO3)2 nyerereite, Na2Ca2(CO3)3 shortite, and 
Na2Ca4(CO3)5 burbankite. Stabilization of these carbon-
ates within oceanic crust subducted to the mantle 
transition zone can decrease drastically the solidus tem-
peratures and cause formation of sodic dolomitic car-
bonatite melts.

Considering the phase relations in the Na2CO3–
CaCO3 system (Cooper et  al., 1975; Podborodnikov 
et al., 2018; Shatskiy et al., 2013, 2015), a range of  Na‐
Ca double carbonates changes in the following 
sequence upon pressure and temperature increase: 
Na2Ca(CO3)2, Na2Ca2(CO3)3, (0.1 GPa) → Na2Ca(CO3)2, 
Na2Ca3(CO3)4 (3 GPa) → Na4Ca(CO3)3, Na2Ca3(CO3)4, 
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Figure 13.4 Raman spectra of high‐pressure Na‐Ca carbonates (deconvolutions of the main ν1 (CO3)
2– band into 

individual  components are shown in Figure 13.5). See electronic version for color representation of the figures in 
this book.
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Na2Ca4(CO3)5 (6 GPa). The Na‐Ca carbonates recov-
ered from experiments at 0.1, 3, and 6 GPa were 
 characterized by Raman spectroscopy and their 
crystal  structures were solved: Na4Ca(CO3)3 (Ia−3d) 
(Rashchenko et al., 2018), Na2Ca(CO3)2 (P21ca) nyere-
reite (Gavryushkin et al., 2016), Na2Ca3(CO3)4 (P1n1) 

(Gavryushkin et  al., 2014; Shatskiy et  al., 2015), 
Na2Ca4(CO3)5 (P63mc) burbankite (Rashchenko, Bakakin, 
et al., 2017).

Although in situ high‐pressure studies of  Na‐Ca 
carbonates have just begun (Borodina et  al., 2018; 
Vennari et al., 2018), they already suggest an existence of 
unquenchable high‐pressure polymorphs of Na2Ca2(CO3)3 
and probably Na2Ca(CO3)2 at pressures exceeding 15 
GPa. The compounds with similar stoichiometries were 
also observed in quench experiments. Grassi and Schmidt 
(2011) detected carbonate resembling shortite composi-
tion at 22 and 23.5 GPa in  carbonated pelite, whereas 
Kiseeva et al. (2013) found carbonate resembling nyerere-
ite stoichiometry at 21 GPa in carbonated eclogite. Both 
compounds were observed in subsolidus assemblages of 
model Na‐bearing carbonatite (Litasov et al., 2013).
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14.1. INTRODUCTION

Carbonates and carbonatite melt can play a key role in 
the dynamics of the upper mantle and transition zone 
and may be more important than water or reduced C‐O‐H 
compounds (Dasgupta, 2013; Litasov & Shatskiy, 2018). 
Although total carbon content in the deep Earth is 
expected to be very low, in the range of hundreds of parts 
per million, it can be concentrated locally, for example, by 
the melting of subducted carbonates in the transition 
zone to produce a significant amount of melt, which can 
migrate through the mantle towards the lithosphere‐
asthenosphere boundary. Then, carbonate can segregate 
below this boundary to form the source region for car-
bonatite‐kimberlite and other alkaline magmas. Even the 
generation of mid‐ocean ridge basalt can be enhanced by 
carbonate activity at greater depths below ridge axes 

(Stagno et al., 2013). However, the role of carbonates in 
the lower mantle is difficult to constrain due to presum-
ably reduced conditions corresponding to iron‐wüstite 
equilibria or even lower fO2 (Frost & McCammon, 2008) 
and variable degree of oxidation by subducted slabs pen-
etrating into the lower mantle over time. Overall, carbon-
ates can be involved in all notable mantle processes, 
including (a) subduction (Dasgupta & Hirschmann, 
2010; Plank & Langmuir, 1998; Staudigel, 2014), (b) 
melting and material transport (Litasov, 2011; Wyllie & 
Huang, 1976), (c) generation of deep‐seated magma 
(Sharygin et al., 2015; Shatskiy, Litasov, et al., 2017), (d) 
mantle metasomatism (Agashev et al., 2013; Shu & Brey, 
2015; Yaxley & Green, 1996), and (e) diamond formation 
(Kopylova et al., 2010; Navon et al., 1988).

The origin of carbonates in the deep mantle is difficult 
to constrain. Subduction of carbonated materials is one 
of the efficient ways to deliver carbonates as deep as the 
core‐mantle boundary (CMB). However, for Archean‐
Proterozoic time, the volumes of this delivery could be 
limited. An important issue is a survival of carbonates in 
subducted crust and lithosphere through the hydrous 
melting in the devolatilization region beneath the island 
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ABSTRACT

In this chapter, we review phase diagrams of alkali and alkaline earth carbonates at high pressures, particularly 
simple, binary, and ternary systems, which were recently constrained at pressures of 3 and 6 GPa. These studies 
revealed a number of new alkali‐alkaline earth double carbonates. Major transformations of high‐pressure 
 carbonates, including changes in carbon coordination, spin transition, and valence state in Fe‐bearing  carbonates 
up to the lower mantle levels, were also discussed. We emphasize the importance of carbonate systems for 
 understanding the low‐degree partial melting of carbonated mantle rocks and explaining carbonate inclusions 
in diamond and other deep‐seated minerals. The question of carbonate stability versus the presumably reduced 
nature of the deep Earth’s mantle provides significant impact on the further study of material transport and 
deep volatile cycle through the history of our planet.

14

1 Sobolev Institute of Geology and Mineralogy, Novosibirsk, 
Russia

2 Vereshchagin Institute for High Pressure Physics, Moscow, 
Russia

3 Novosibirsk State University, Novosibirsk,, Russia



138 CARBON IN EARTH’S INTERIOR

arcs. The existing data indicate almost entire removal 
of  carbonates in the presence of  hydrous melt/fluid 
(Foley et al., 2009; Kelemen & Manning, 2015; Litasov 
et al., 2011). On the other hand, there are other experi-
mental observations, as well as petrological and 
numerical  modeling data, showing that 20%–80% of 
subducted  carbonates can penetrate beneath the arc 
devolatilization depths and can be transported to the 
transition zone or even to the lower mantle (Johnston 
et al., 2011; Kerrick & Connolly, 2001; Litasov, 2011; 
Molina & Poli, 2000). Furthermore, the evidences for 
the deep subduction of  carbonates are abundant from 
the recovered ultra‐high‐pressure metamorphic rocks 
worldwide containing diamond and Ca‐Mg carbonates 
(Dobrzhinetskaya et al., 2006).

Carbonates are rare in mantle igneous rocks, xenoliths, 
and diamonds due to poor solubility of CO2 in basaltic 
and alkaline magmas, significant degassing and decar-
bonation at the subsurface conditions, and postmagmatic 
alteration. This is particularly applicable for the alkali‐
bearing carbonates and carbonatites. An example of 
ultrafast alteration of sodium carbonatites at Oldoinyo 
Lengai with formation of calcium carbonatites in a 
matter of days to months (Zaitsev & Keller, 2006) indi-
cates that some of the calcitic and dolomitic carbonatites 
found in different geological sequences could be initially 
enriched in Na and K. The scale of carbonate activity in 
the mantle can be indirectly estimated from the inclusions 
in diamond and other mantle minerals. Currently, we 
have various new information about the presence of car-
bonates in the upper mantle, transition zone, and even 
the lower mantle. Primary Ca‐Mg‐carbonates appear in 
melt pockets in spinel peridotite and eclogite xenoliths 
(Rudnick et al., 1993; Yaxley et al., 1998) and also in the 
inclusions in garnet and diamonds (Brenker et al., 2007; 
Stachel et al., 1998; Zedgenizov et al., 2014).

Recently, various alkali‐bearing carbonates were 
established as inclusions in kimberlite groundmass min-
erals from Siberia (Golovin et  al., 2017). Canada, and 
Greenland (Kamenetsky et al., 2009, 2013). as well as in 
minerals from sheared peridotites originated from 180–
230 km depths (Golovin et al., 2018; Sharygin et al., 2013). 
The findings of eitelite‐ and nyerereite‐bearing assem-
blages in carbonatitic inclusions in diamonds from the 
Juina (Mato Grosso state, Brazil) (Kaminsky et al., 2016) 
indicate the possible presence of Na‐Ca‐Mg carbonatite 
melts at depths corresponding to the lower mantle. Alkali‐
bearing fluid and carbonatite melts coexist with peridotite 
and eclogite minerals in microinclusions in fibrous dia-
monds, which crystallize prior to the kimberlite eruption 
(Klein‐BenDavid et  al., 2009; Logvinova et  al., 2011; 
Navon et al., 1988; Weiss et al., 2009; Zedgenizov et al., 
2007, 2011). Similar microinclusions were found along the 
twinning plane in ancient gem‐quality diamonds (Jablon 

& Navon, 2016). This suggests that alkali‐rich carbonate 
melts have been introduced into the reduced lithospheric 
mantle since the Archaean and that these melts are respon-
sible for the formation of most diamonds. The important 
findings of Na‐K‐Ca‐rich carbonatitic inclusions from 
spinel harzburgites originating from 110–115 km depths 
indicate that alkali‐carbonatite melts can appear in the 
shallow lithospheric mantle, above the diamond stability 
field (Giuliani et  al., 2012). This is consistent with the 
interpretation of electrical conductivity anomalies 
observed in the continental lithospheric mantle 80–120 km 
beneath the Slave craton (NE Canada) (Jones et al., 2001, 
2003) and >120 km beneath the São Francisco craton 
(SE  Brazil) (Pinto et  al., 2010) as carbonate‐bearing 
regions based on experimental measurements (Yoshino 
et al., 2018).

Considering the abundance and importance of carbon-
ates in the shallow Earth’s mantle, extensive experimental 
and theoretical studies have been performed on various 
carbonate systems at high P‐T conditions. The major 
effect of carbonate on melting of silicate mantle is drasti-
cally different from that of hydrous or hydrocarbon fluid 
and is manifested by the formation of carbonatite 
magmas, which are stable in equilibrium with peridotite 
and eclogite in a wide temperature range (Falloon & 
Green, 1989; Gudfinnsson & Presnall, 2005; Litasov, 
2011; Litasov & Shatskiy, 2018; Wyllie & Huang, 1975). 
Yet Ca‐Mg carbonates may be too refractory to initiate 
melting at geothermal conditions relevant to the 
continental lithosphere, even in the presence of FeCO3 or 
H2O (Irving & Wyllie, 1975; Müller et al., 2017; Shatskiy 
et al., 2014, 2018). In contrast, minor amounts of alkalis 
can drastically reduce the solidus temperature of carbon-
ated silicate mantle (Brey et  al., 2011; Dasgupta & 
Hirschmann, 2007a; Grassi & Schmidt, 2011b; Kiseeva 
et al., 2013; Litasov, 2011; Litasov, Shatskiy, & Ohtani, 
2013; Shatskiy, Litasov, & Palyanov, 2015). The decrease 
in melting temperatures can exceed 400–500  °C relative 
to alkali‐free systems, resulting in a solidus ~100–200 °C 
below the cratonic geotherm (Litasov, Shatsky, Ohtani, 
et al., 2013).

Low‐degree partial melts in the carbonated peridotite 
and eclogite systems show strong enrichments in Na2O 
and K2O (Dasgupta & Hirschmann, 2007a; Dasgupta 
et al., 2004, 2005; Ghosh et al., 2009; Kiseeva et al., 2013; 
Litasov & Ohtani, 2009, 2010; Sweeney et  al., 1995; 
Wallace & Green, 1988). However, precise determination 
of the composition of this melt in the natural‐like systems 
with realistic bulk compositions, including very small pro-
portions of CO2, is problematic due to their trace amounts 
(Dasgupta & Hirschmann, 2007b; Dasgupta et al., 2004; 
Sweeney, 1994; Sweeney et  al., 1995). In addition, the 
mass balance calculations for the samples obtained below 
the apparent solidi often produce clear deficits of alkalis, 
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suggesting the presence of minor alkali‐bearing liquid or 
solid  carbonate phases. In contrast, the study of carbon-
atite or pure carbonate systems allows careful determina-
tion of subsolidus carbonate phases, minimum melting 
temperatures, and composition of incipient melt, which 
facilitate interpretation of data obtained in the natural‐
like  carbonate‐bearing silicate systems (Litasov, Shatsky, 
& Ohtani, 2013; Shatskiy, Litasov, & Palyanov, 2015).

Recently, we have thoroughly studied the K‐Na‐Ca‐
Mg‐Fe carbonate systems at 3–6 GPa (see references in 
section 14.3) and revealed a number of new alkali‐alkaline 
earth double carbonates (Rashchenko et al., this volume). 
Here, we review available data on the melting, phase tran-
sitions, and phase diagrams of the pure carbonate systems 
and show their importance for understanding the low‐
degree partial melting of carbonated mantle rocks. We 
emphasize the importance of study of pure Na2CO3 and 
K2CO3 carbonates for geological purposes, since these 
endmembers are mandatory for the thermodynamic mod-
eling of alkali‐alkaline earth carbonate melts and solids.

14.2. EXPERIMENTAL METHODS

Here we briefly describe several important experi-
mental techniques developed for the study of carbonate 
and carbonate‐silicate systems including particular 
aspects for sample preparation and electron microprobe 
measurements. Most experiments were carried out using 
the DIA‐type multianvil apparatuses Discoverer‐1500 at 
the Sobolev Institute of Geology and Mineralogy SB 
RAS (Novosibirsk, Russia) and similar configuration 
3000‐ton press at the Department of Earth Sciences 
(Tohoku University, Sendai, Japan).

Fujilloy N‐05 26‐mm tungsten carbide cubes with trun-
cation edge length of 12 mm were employed as anvils for 
Kawai‐type cell. Pressure media were made of semi‐sin-
tered ZrO2 ceramics shaped as a 20.5 mm octahedron 
with ground edges and corners. Pyrophyllite gaskets, 
4.0 mm in both width and thickness were used to seal the 
compressed volume and support the anvil flanks (Shatskiy 
et  al., 2010, 2011). The cell assembly contains four 
graphite cassettes (multiple sample holders), allowing 
simultaneous study of 16 samples in a single run 
(Figure 14.1). The heating was achieved using a tubular 
graphite heater, 4.5/4.0 mm outer/inner diameter and 
11 mm length. The heater and capsules were separated by 
ceramic sleeve made of talc fired at 1000  °C for 1 hour. 
The sample temperature was monitored by a W97Re3‐
W75Re25 thermocouple inserted in the heater center via 
walls and electrically insulated by Al2O3 tubes.

The temperature gradients in the cell were examined 
using thermal modeling software (Hernlund et  al., 
2006) and verified experimentally (Shatskiy, Sharygin, 
Gavryushkin et al., 2013) using a two‐pyroxene equilibrium 

(Brey & Kohler, 1990). The maximum temperature gradi-
ents within individual sample and across the sample 
charge were less than 5° and 30 °C/mm at 1300  °C, respec-
tively. We also found no differences in the phase composi-
tion of identical samples loaded in different cassettes. The 
pressure calibration was reported by Shatskiy et al. (2018). 
Deviation of pressure from the desired value during 
heating from room temperature in the given cell did not 
exceed ±0.2 GPa, as confirmed by comparison of pressure 
calibration at room temperature and 900 °C. In all experi-
ments, no correction for the effect of pressure on the ther-
mocouple electromotive force was applied.

Starting materials were prepared by blending reagent 
grade Na2CO3, K2CO3, CaCO3, natural magnesite (<0.1% 
impurity), dolomite (<0.3% impurity), and siderite (Sd‐1: 
Fe0.95Mn0.05CO3 and Sd‐2: Fe0.87Mn0.06Mg0.07CO3) in an 
agate mortar with acetone and loaded as a powder into 
graphite cassettes. Since Na2CO3 and K2CO3 are highly 
hygroscopic materials, special attention was paid to mini-
mize the amount of moisture in the sample absorbed 
from the atmosphere. For this purpose, the loaded cas-
settes were dried at 300 °C for 1–2 h and then prepared 
assemblies were stored at 200 °C in a vacuum for ≥12 h 
prior to the experiment. In general, experiments were 
conducted at low (<25%) indoor humidity.

After completion of the experiments, the recovered 
graphite cassettes were immediately filled with epoxy in 
vacuum. Then cassettes were cut using a low‐speed dia-
mond saw to get vertical cross‐sections of the samples. 
The obtained specimens were mounted in a Plexiglas 
holder with epoxy and polished in low‐viscosity oil using 

Graphite cassette
 with samples

ZrO2 pressure
medium

AI2O3 tube

ZrO2 plug

TC

Ceramic sleeve

5.0 mm

Mo electrode

Graphite heater

Figure 14.1 High‐pressure cell assembly employed to study 
phase relations in the carbonate systems at 3–6 GPa. The cell 
contains four graphite cassettes. Each cassette contains four 
samples. TC  –  W‐Re3%/25% thermocouple. See electronic 
 version for color representation of the figures in this book.
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a sandpaper. The sample surface was cleaned using an oil 
spray between each step of polishing. The final polishing 
was done on a satin cloth with 3 μm diamond paste and 
oil spray. We used petroleum benzene to remove the oil 
after polishing. The clean samples were stored in petro-
leum benzene prior to carbon coating and loading into a 
scanning electron microscope.

Samples were studied using a MIRA 3 LMU scanning 
electron microscope (Tescan Orsay Holding) coupled 
with an INCA‐450 energy‐dispersive X‐ray microanalysis 
system equipped with the liquid nitrogen‐free Large Area 
EDS X‐Max‐80 Silicon Drift Detector (Oxford 
Instruments Nanoanalysis Ltd) at IGM SB RAS 
(Lavrent’ev et al., 2015). Energy‐dispersive X‐ray spectra 
(EDS) were collected by using an electron beam‐rastering 
method, in which the stage is stationary while the electron 
beam moves over the surface area, with dimensions 5–50 μm 
(for mineral phases) and 50–500 μm (for a quenched melt) 
at 20 kV accelerating voltage and 1.5 nA beam current. 
Live counting time for X‐ray spectra was 20–30 s. Sample 
measurements were always combined with standard 
 carbonate calibrations. This technique allows careful 
determination of the Na2O and K2O contents of carbon-
ates, which can be missing during conventional electron 
microprobe analyses.

Diamond anvil cell (DAC) experiments on the carbon-
ated systems are usually performed using powdered or 
single crystal samples with an addition of the internal 
laser‐absorber for sample heating. The typical loading 
includes carbonate powder mixed with Pt metal and sand-
wiched between the salt (NaCl, KCl) insulators or pressure 
medium. Argon or neon gases can also serve as a pressure 
medium, whereas CO2 may be placed as a reactant to syn-
thesize carbonates from oxide mixtures. In case of Fe‐car-
bonate, an additional absorber is not needed (Cerantola 
et al., 2017). The sample is placed between diamond anvils 
into the hole in the preindented Re gasket. The pressure is 
calibrated using ruby, metal, neon, or diamond equation 
of state. The most powerful tool for measurements is an in 
situ synchrotron X‐ray diffraction (Dorfman et al., 2018; 
Maeda et al., 2017; Martirosyan et al., 2019) with further 
transmission electron microscopy of recovered sample 
films. Reliable data can also be obtained by in situ Raman 
spectroscopy at high temperature or at room temperature 
on the quenched sample (Bayarjargal et  al., 2018). 
However, DAC has serious limitations related to the 
achievement of chemical equilibrium, thermal gradient, 
and temperature measurements in the sample (Dewaele 
et al., 1998; Kavner & Nugent, 2008; Rainey et al., 2013). 
Uncertainties in pressure scales of calibrants are essential 
at pressures above 50–100 GPa. We recommend using 
recent pressure scales from Sokolova et al. (2013, 2016). 
where internally consistent equations of state were calcu-
lated for most of the important pressure calibrants and 

can be used for pressure recalculations. In spite of these 
limitations, the data from DAC experiments are the only 
available source of information for phase relations at pres-
sures exceeding 30–50 GPa.

The common methods of ab initio computations 
include density functional theory approach implemented 
into the VASP or other computer codes using the plane 
wave basis set and the projector augmented wave method. 
Exchange‐correlation effects have been taken into 
account in the generalized gradient or local density 
approximation. Phase diagrams at high temperatures can 
be calculated using modeling of the Helmholtz free 
energy within lattice dynamic and the quasi‐harmonic 
approximation or within molecular dynamic simulations. 
The latter accounts for the effect of anharmonicity at 
high temperatures more precisely (Gavryushkin et  al., 
2017; Zhang et al., 2018).

14.3. PHASE DIAGRAMS OF CARBONATES

14.3.1. Melting and Phase Transitions in Simple 
Carbonate Systems

CaCO3. Recent experimental and theoretical studies 
indicate that CaCO3 has extremely complex phase dia-
gram at high pressure and many phases are still poorly 
characterized (Bayarjargal et  al., 2018; Gavryushkin 
et  al., 2017; X. Li et  al., 2018; Litasov et  al., 2017; 
Lobanov et al., 2017; Ono et al., 2005, 2007; Zhang et al., 
2018). The major sequence of phase transitions 
established from ab initio computations include R 3 c cal-
cite (0–2 GPa), Pmcn aragonite (2–42 GPa), Pmmn post‐
aragonite (42–37 GPa), C2221 pyroxene‐type structure 
(137–240 GPa), and Pmcn‐CaCO3 at higher pressures 
(Arapan et al., 2007; Oganov et al., 2008). However, near 
30 GPa this pattern is complicated by the appearance of 
several candidate structures with close enthalpies. Their 
crystal structures vary in different studies. Pickard and 
Needs (2015) computed the lowest enthalpy for the P21/
c‐l phase at 32–48 GPa and P21c‐h for pressures above 67 
GPa. Gavryushkin et  al. (2017) argued that the most 
stable phase in the pressure range of 32–46 GPa is 
CaCO3‐VII, which is a polymorph with unit cell parame-
ters of P21/c‐h and atomic arrangement of P21/c‐l. In 
their study, P21/c aragonite II and P21c‐l have very close 
enthalpy to CaCO3‐VII. Smith et al. (2018) came to sim-
ilar conclusions but named CaCO3‐VII as P21c‐II. The 
computation of equation of state from quasi‐harmonic 
approximation and molecular dynamics revealed high‐
temperature stability of P21c‐l phase and limited stability 
of CaCO3‐VII (Gavryushkin et  al., 2017; Smith et  al., 
2018; Zhang et al., 2018) (Figures 14.2 and 14.3). which is 
roughly consistent with the experimental data for the 
pressure range of 25–45 GPa.
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Experimental observations of the phase transitions in 
CaCO3 are also highly controversial. At low pressures, 
calcite transforms to disordered R 3 m modifications IV 
and V at 715 and 970  °C, respectively (Ishizawa et  al., 
2013). At low temperatures, several modifications CaCO3‐
II, III, and IIIb were described. The transition bound-
aries at 25 °C correspond to the pressures of 1.7 GPa (I → 
II). 2.0 GPa (II → IIIb). and 3.4 GPa (IIIb → III) 
(Pippinger et al., 2015). The upper temperature limit of 
phase II is not well established (Figure 14.2). Phase III 
transforms to phase VI at about 15 GPa and room tem-
perature (Merlini, Hanfland, et al., 2012). Koch‐Müller 
et al. (2016) observed this transition at higher tempera-
tures with a negative Clapeyron slope (Figure 14.2). The 
temperature stability of phase VI is poorly resolved 
(Bayarjargal et al., 2018). The phases II, III, IIIb, and VI 
were not confirmed by thermodynamic calculations or 
even clearly observed in the multianvil experiments with 

better equilibration of the sample at high temperatures. 
Therefore, these phases can be metastable.

Calcite‐aragonite transition was determined in several 
studies by quench experiments (Irving & Wyllie, 1973), 
differential thermal analysis (DTA) (Mirwald, 1976), 
thermodynamic calculations (Salje & Viswanathan, 1976), 
and electrical impedance measurements (Bagdassarov & 
Slutskii, 2003). All these data are consistent with later in 
situ determinations (Suito et  al., 2001) and revealed 
transition at 2 GPa and 700  °C (Figure 14.2). At pres-
sures of 5–8 GPa and 1200–1300  °C, aragonite trans-
forms to a presumably disordered phase observed by the 
disappearance of most of the diffraction peaks 
(Figure 14.2). It is not clear whether this phase is similar 
to CaCO3‐V or not. Most likely, it is different from calcite 
and corresponds to disordered aragonite based on the 
observation that minor peaks are consistent with arago-
nite structure. In situ X‐ray diffraction in a multianvil 
apparatus indicates that heating of aragonite at 14 and 19 
GPa revealed transition to new phases at temperatures 
near 1400  °C (Figure  14.2). These phases are not yet 
characterized. At 29 GPa and 1100 °C, aragonite is trans-
formed to a new phase that has clear similarities with 
CaCO3‐VII. This is in agreement with the data obtained 
from DAC experiments using both in situ X‐ray 
diffraction (X. Li et al., 2018) and Raman spectroscopy 
(Bayarjargal et al., 2018). The pressure of the transition is 
different for 3–4 GPa (Figure 14.2); however, this may be 
connected with differences in the pressure scales used for 
the experiments. Bayarjargal et  al. (2018) believe that 
CaCO3‐VII and P21c‐l should be the same phase.

Original phase transitions to post‐aragonite and to a 
pyroxene structure were discovered by Ono et al. (2005, 
2007). However, phase boundaries were not clearly iden-
tified. Phase P21c‐h was synthesized and characterized by 
Lobanov et al. (2017). Figure 14.3 shows phase bound-
aries in CaCO3 from ab initio computation (Zhang et al., 
2018). These boundaries are consistent with available 
experimental data except for aragonite to P21c‐l (CaCO3‐
VII) transition, which was placed at lower pressures.

The melting line of CaCO3 (Figure  14.2) was deter-
mined in several works at pressures to 3.5 GPa by quench 
experiments (Irving & Wyllie, 1975), to about 8 GPa by in 
situ multianvil experiments (Suito et  al., 2001) by 
electrical conductivity measurements (ECM) and falling 
sphere method to 21 GPa (Z. Li et al., 2017). DAC exper-
iments at 10–40 GPa (Spivak et al., 2012) and thermody-
namic calculations based on properties of calcite, 
aragonite, and melt (Kerley, 1989). The DAC data are 
scarce and may overestimate melting temperatures of 
CaCO3. The results of our new in situ X‐ray diffraction 
multianvil experiments for melting line of CaCO3 
obtained at pressures up to 30 GPa with press oscillation 
procedure are generally in agreement with the results 
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obtained by Z. Li et al. (2017). We may emphasize uncer-
tain position of temperature minimum at solidus 
connected with phase transition from disordered phase to 
new high‐pressure phase. Z. Li et al. (2017) placed this 
minimum at 14 GPa, whereas we observed minor 
minimum near 17 GPa (Figure 14.2).

At temperatures near 3000 °C, which is about 1000 °C 
above the melting line, CaCO3 melt decomposes to 
CaO, diamond/graphite and O2 fluid (Spivak et  al., 
2012). This temperature is consistent with decomposi-
tion parameters revealed by shock compression experi-
ments (Bobrovsky et al., 1976; Ivanov & Deutsch, 2002; 
Martinez et al., 1995).

MgCO3. Ab initio evolutionary search in the MgCO3 
system revealed stability of magnesite at pressures up to 
82 GPa, where it transforms to C2/m phase II with three‐
membered rings of carbonate tetrahedra. Phase II trans-
forms to P21 phase III with similar structural features. 
Finally, at ~160 GPa phase III transforms to Pna21 phase 
with chains of carbonate tetrahedra (Oganov et  al., 
2008). In the later study, Pickard and Needs (2015) pro-
posed an additional phase with P 1  symmetry, which was 
energetically favorable at 85–101 GPa, and P212121 phase, 
which was marginally stable along with P21 structure 
near 144 GPa. Calculation of high‐temperature equations 
of state indicates limited temperature stability of P 1  
phase (<1000 °C) and location of magnesite to phase II 
transition at 73 GPa with near‐zero Clapeyron slope 
(Zhang et al., 2018). In DAC experiments, transition of 
magnesite to high‐pressure phase was observed at pres-
sures above 100 GPa (Isshiki et al., 2004). In the study of 
the MgCO3+SiO2 reaction at lower mantle pressures, 
magnesite to phase II transition was observed at 76 GPa 
and 1500 °C (Maeda et al., 2017). which is perfectly con-
sistent with theoretical prediction (Zhang et al., 2018).

Dissociation and melting line of magnesite was deter-
mined by quench experiments using piston‐cylinder and 

multianvil technique at pressures to 15 GPa (Byrnes & 
Wyllie, 1981; Harker & Tuttle, 1955a; Irving & Wyllie, 1975; 
Katsura & Ito, 1990; Müller et  al., 2017; Shatskiy et  al., 
2018) and in DAC experiments to 84 GPa (Solopova et al., 
2015). At pressures below 2.6 GPa, magnesite dissociates to 
periclase and CO2 fluid with a narrow pressure range near 3 
GPa; it melts incongruently to produce MgCO3–MgO 
liquid and CO2 fluid (Figure  14.4). At higher pressures, 
magnesite melts congruently and its melting line locates 
slightly above that of CaCO3 (Figure 14.4). The melting line 
from DAC and large‐volume press experiments are consis-
tent with each other. Similar to CaCO3, MgCO3 melt disso-
ciates to MgO, diamond, and O2 at about 500 °C above the 
melting line (at 2500–3000 °C) (Solopova et al., 2015).

FeCO3. Phase transitions in FeCO3 were intensively 
studied using DAC owing to particular interest to spin 
transitions, valence changes in Fe, and coordination 
changes in carbon at high pressures (Boulard et al., 2012; 
Cerantola et  al., 2017; Lavina et  al., 2009; J. Liu et  al., 
2015; Lobanov et  al., 2015; Mattila et  al., 2007). 
Accordingly, a range of novel carbonate‐like phases were 
discovered upon FeCO3 decomposition at lower mantle 
pressures. Thermodynamic stability fields of these phases 
are not yet constrained, just as a detailed ab initio compu-
tation on FeCO3 and related compositions has not yet 
been performed. Figure  14.5 summarizes the schematic 
phase diagram for FeCO3 (Cerantola et  al., 2017). The 
high‐spin to low‐spin transition occurs at about 45 GPa 
(Figure 14.5), whereas two new compounds with tetrahe-
drally coordinated carbon R 3 c Fe3+

4C3O12 and C2/c 
Fe2+

2Fe3+
2C4O13 appear at higher pressures of 75–120 GPa 

and 1000–2200 °C. They coexist with Fe‐oxides. Similarly, 
Fe‐oxides and diamond were observed as quench prod-
ucts of siderite decomposition at pressures of 20–60 GPa 
(Figure 14.5). Mossbauer spectra of the samples quenched 
from the molten state at temperatures above 1800 °C show 
unambiguously the presence of FeCO3 as well as iron 
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oxides: α‐Fe2O3 (hematite) at pressures below ~25 GPa 
and HP‐Fe3O4 (Bykova et  al., 2016) at pressures above 
~31 GPa. Thus, the location of the melting/dissociation 
line at pressures above 25 GPa is not clear.

The melting line of siderite is not well constrained at 
lower pressures either. It may strongly depend on the 
oxidation state during experiment. At pressures below 
1  GPa, dissociation lines FeCO3 = Fe3O4+C+CO2 and 
Fe3O4+C = L+CO2 were determined by Weidner (1972, 
1982). Tao et al. (2013) performed experiments on disso-
ciation and melting of siderite to 10 GPa and determined 
the invariant point of transition from dissociation to 
melting at 7.5 GPa and 1500  °C, whereas Kang et  al. 
(2015) reported the melting line of siderite to 22 GPa. 
The results of these works do not coincide with our 
results for decomposition/melting of siderite at 3 and 6 
GPa. According to our data, the invariant point should 
be located near 5.7 GPa and 1570 °C (Figure 14.6). The 
differences can be explained by peculiarities of experi-
mental technique used, i.e. run duration, details of phase 
identification, and capsule material, which may affect the 
oxidation state of the sample. We performed experiments 
in graphite capsules, which maintain fO2 near the C–CO2 
(CCO) oxygen buffer and prevent sample oxidation due 
to large graphite/sample volume ratio. Tao et al. (2013) 
performed experiments in Pt capsule, which can absorb 
Fe and cause sample oxidation:

 

4
4

3
0

3 4 2

FeCO siderite Fe Fe Ptalloy
Fe O magnetite CO fluidd .  (14.1)

As a result, they observed the FeCO3–Fe3O4 eutectics 
near 1425 °C at 6 GPa, which is 180 °C lower than the 
siderite melting point established in our experiments. In 
this case, oxidation state was likely controlled by the 
FeO–Fe3O4 or Fe3O4–Fe2O3 buffer, which are 1–3 orders 
of  magnitude higher than CCO at 6 GPa and 1400 °C.
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Kang et al. (2015) used a double Pt‐graphite capsule at 
6 GPa and a Au‐Pd capsule at 10–20 GPa. The run dura-
tion was quite short and did not exceed 1.5 hours at 
6 GPa and 20 min at higher pressures. In many subsolidus 
runs at 10–20 GPa, they observed siderite coexisting with 
Fe‐oxide. This indicates oxidation of the sample and, 
therefore, lower melting line for siderite. The oxidation 
can be caused by absorption of Fe by the Au capsule (this 
may be significant for Fe‐rich compositions; Ratajeski & 
Sisson, 1999) or penetration of oxygen or moisture from 
cell assembly parts during experiment or from atmosphere 
prior to loading (this possibility was noticed in the 
original work). We also suggest oxidation of the sample 
in Kang et al. (2015) at 6 GPa. Although they used Pt‐
graphite capsules, their solidus position coincides with 
that by Tao et al. (2013). In the experiments at 6 GPa we 
used Sd‐2 as starting material, which contains a significant 
amount of impurities (Shatskiy et al., 2014). At 3 Gpa, 
we tested both Sd‐1 (nearly pure siderite) and Sd‐2 and 
obtained the same results for dissociation point.

Summarizing the data for dissociation and melting of 
siderite, we can emphasize their dependence on the 
oxidation state. For the fO2‐conditions close to CCO=0 
to CCO–1 (1 log unit below the CCO buffer) at 6 GPa, 
melting line and invariant point may correspond to our 
data (Shatskiy et  al., 2014); however at more oxidized 
conditions, when fO2 is buffered by FeO–Fe3O4 (which 
should be close to quartz–fayalite–magnetite, QFM 

buffer) the melting line of siderite follows that proposed 
by Kang et al. (2015) (Figure 14.6).

Na2CO3. High‐pressure behavior of alkali carbonates is 
complicated due to the ferroelastic phase transition and 
lattice melting (Harris & Dove, 1995; Swainson et  al., 
1995), change of carbon coordination number (CO3

2– to 
CO4

4–) (Al‐Shemali & Boldyrev, 2002; Cancarevic et al., 
2007; Mellot‐Draznieks et al., 2002), and ability to form 
disordered (Depater, 1979) and incommensurate (Dusek 
et al., 2003; Harris & Salje, 1992) phases.

Natrite, γ‐Na2CO3 (C2/m), is stable at ambient condi-
tions (Dusek et al., 2003) and transforms to a monoclinic 
C2/m β‐modification at 330–360  °C, and a hexagonal 
P63/mmc α‐phase at 481  °C (Swainson et  al., 1995). In 
situ X‐ray diffraction experiments (Shatskiy, Gavryushkin, 
et al., 2013) revealed the stability of β‐Na2CO3 at least to 
1200  °C at 15.2 GPa (Figure  14.4). Melting curves of 
Na2CO3 obtained by ECM to 18 GPa and falling sphere 
method at 3 and 6 GPa are marginally consistent with 
each other and indicate that Na2CO3 is the most fusible 
among major carbonate phases under consideration 
(Figure 14.4).

Ab initio evolutionary search for stable crystal struc-
tures of  Na2CO3 showed phase transition from γ‐Na2CO3 
to P63/mcm phase at 5 GPa and to P21/m phase at 35 GPa 
(Gavryushkin et  al., 2016). At the same time, at high 
pressures orthocarbonate phases with tetrahedrally 
coordinated carbon can preferentially be stable instead 
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of carbonates. The phase transition from Na2CO3 to 
Na4CO4 (+CO2) with I 4 2m symmetry was suggested at 
40–60 GPa (Cancarevic et al., 2007).

K2CO3. Potassium carbonate is monoclinic C2/c  
β‐K2CO3 at ambient conditions (Figure 14.7) and trans-
forms to a hexagonal α‐phase (P63/mmc) at 420 °C (Becht 
& Struikmans, 1976; Dinnebier et al., 2005; Schneide & 
Levin, 1973). The α–β transition was observed using DTA 
to 0.5 GPa (Klement & Cohen, 1975). The melting tem-
perature of K2CO3 was determined by DTA at pressures 
to 0.5 GPa (Klement & Cohen, 1975); by falling sphere 
method at 1.8–3.2 GPa (Q. Liu et  al., 2007), at 3 and 
6  GPa (Arefiev et  al., 2018; Shatskiy, Sharygin, 
Gavryushkin, et  al., 2013), and at 4–11.5 GPa; and by 
ECM to 20 GPa (Z. Li, 2015) (Figure 14.7). The resulting 
melting lines vary considerably: The differences between 
three data sets exceeds 250 °C at 6 GPa. This indeed may 
be connected with the highly hygroscopic nature of 
K2CO3 and possible differences in data obtained by ECM 
and falling spheres. ECM data indicate a significant 
positive slope of the K2CO3 melting line, which intersects 
that of CaCO3 at pressures of 10–11 GPa.

In situ X‐ray diffraction experiments (Z. Li, 2015) 
revealed appearance of several new high‐pressure modifi-
cations of K2CO3, which, however, are not characterized 
and for which phase boundaries are not established 
(Figure 14.7). There is a definite phase transition at ~4.5 
GPa with a solid‐solid‐liquid triple point bracketed at 
1150–1300 °C. This phase transition is either from α to β 
phase, or from new‐1 to new‐2.

An ab initio evolutionary search indicates stability of 
C2/c β‐K2CO3 (in some works γ‐K2CO3, as it is isostruc-
tural with γ‐Na2CO3) at pressures to 12 GPa, where it 
transforms to P 1  structure, which is very similar with 
P21/m Na2CO3, and then to C2/c phase at 53.5 GPa 
(Gavryushkin et al., 2016). It should be noted that phases 
predicted by ab initio computations and those observed 
in in situ X‐ray diffraction experiments were not com-
pared with each other. In turn, stability of K4CO4 ortho-
carbonates with I 4  and P42/n symmetry was suggested at 
25–40 GPa and above 40–45 GPa, respectively (Cancarevic 
et al., 2007).

14.3.2. Binary Carbonate Systems at High Pressures

Figures 14.8–14.11 summarize data for the binary car-
bonate systems at pressures of 3 and 6 GPa, which were 
systematically studied by our group in recent years and 
compared with low‐pressure or 1 atm data. Some of the 
phases observed in these systems were studied at higher 
pressures (Golubkova et al., 2015). Crystal structures of 
the novel high‐pressure Na‐Ca carbonates are reviewed by 
Rashchenko et al. (this volume). The studied binary sys-
tems include CaCO3‐MgCO3 (Shatskiy et  al., 2018). 
Na2CO3‐CaCO3 at 3 GPa (Podborodnikov, Shatskiy, 
Arefiev, Rashchenko, et al., 2018) and 6 GPa (Shatskiy, 
Sharygin, Litasov, et al., 2013). Na2CO3–MgCO3 at 3 GPa 
(Podborodnikov, Shatskiy, Arefiev, Chanyshev, et  al., 
2018) and 6 GPa (Shatskiy, Gavryushkin, et  al., 2013) 
K2CO3–CaCO3 at 3 GPa (Arefiev et al., 2019) and 6 GPa 
(Shatskiy, Borzdov, et al., 2015). K2CO3–MgCO3 at 3 GPa 
(Arefiev et  al., 2018) and 6 GPa (Shatskiy et al., 2013), 
and Fe‐bearing systems at 6 GPa: FeCO3–MgCO3 and 
K2CO3–FeCO3 (Shatskiy, Litasov, Ohtani, et  al., 2015). 
FeCO3–CaCO3 (Shatskiy et  al., 2014). and Na2CO3–
FeCO3 (Shatskiy, Rashchenko, et  al., 2015). Previous 
review of the data available before 2015 with a wider 
variety of carbonates (such as Li, Ba, Sr‐carbonates) was 
presented by Shatskiy, Litasov, & Palyanov (2015).

CaCO3–MgCO3. This is one of  the most important 
systems in petrology; along with the carbonate‐silicate 
reaction, it determines major features of  melting and 
phase relations in the carbonated systems. Phase rela-
tions in the CaCO3–MgCO3 system were studied at 
P(CO2) = 0.1 GPa and 625–850 °C (Graf  & Goldsmith, 
1955), P(CO2) < 0.1–0.3 GPa and 500–900 °C (Harker 
& Tuttle, 1955b), P(CO2) < 1.0 GPa and 700–1200 °C 
(Goldsmith & Heard, 1961), P = 1.0 GPa and 900–
1400 °C (Byrnes & Wyllie, 1981), and P = 3.0 GPa and 
1100–1600  °C (Irving & Wyllie, 1975). The studies 
revealed a two‐phase stability field (Mgs + Arg) at low 
temperatures and limited solid‐solutions fields (Mgs + 
Dol and Dol + Cal/Arg) at higher temperatures 
(Figure 14.8a, d). The T‐X diagrams have temperature 
minimums on solidus and liquidus curves that shift from 
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See electronic version for color representation of the figures in this book.
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Ca to Mg side with pressure from Ca# = 58 (Ca# = 100 
Ca/(Ca+Mg+Fe) and 1100 °C at 0.5 GPa to Ca# = 58 
and 1300 °C at 3 GPa (Figure 14.8a). Our new data at 3 
GPa (Shatskiy et  al., 2018) indicate that this join is 
located at slightly lower temperature 1225 °C and Ca# = 
53. More significant shift was detected for temperature 
of  the intersection of  the Dol‐Mgs solvus and the 
melting loop, which is about 1250 °C in Shatskiy et al. 
(2018) and 1385  °C in Irving and Wyllie (1975) 
(Figure 14.8d). The obvious differences are explained by 
very short duration of  the experiments in Irving and 
Wyllie (1975) and poor identification of  chemical com-
positions in their work. At temperatures above 1425 °C 
and Ca# ≤ 30, the liquid quenches to dendritic car-
bonate and periclase and contains rounded voids, indi-
cating an incongruent melting of  magnesite to MgO in 
liquid and CO2 in fluid and/or liquid (Figure 14.8d).

At 6 GPa the phase diagram was studied by Buob et al. 
(2006). Müller et  al. (2017). and Shatskiy et  al. (2018) 
(Figure  14.8g). Arg + Mgs assemblage is stable below 
1000 °C. An appearance of dolomite between 1000 and 
1050 °C splits the system into two partial binaries: Arg + 
Dol and Dol + Mgs. The dolomite‐magnesite solvus 
intersects the melting loop between 1400 and 1450  °C, 
and forms the isothermal three‐phase line, which repre-
sents the peritectic reaction: Dol (Ca# 31) = Mgs (Ca# 
21) + liquid (Ca# 57). The melting loop for the CaCO3–
MgCO3 join has a liquidus minimum at 1400  °C and 
Ca# = 62. The robustness of the obtained data for the 
CaCO3–MgCO3 system is confirmed by the excellent con-
sistency of the geometry of the CaCO3–MgCO3 melting 
loop at 3 and 6 GPa with phase relations in the carbon-
ated eclogite (Yaxley & Brey, 2004) and peridotite (Dalton 
& Presnall, 1998) systems, where Ca‐dolomite melt coex-
ists with Mg‐calcite in eclogite and peridotite at 3 GPa, 
and dolomite melt coexists with magnesite in peridotite at 
6 GPa (Figure 14.8d, g). In Müller et al. (2017). the liqui-
dus minimum and dolomite‐magnesite solvus are located 
at 100–150 °C lower, relative to the data by Shatskiy et al. 
(2018) (Figure 14.8g). It is difficult to explain these uncer-
tainties. They may be related to a limited amount of 
experiments in Müller et  al. (2017), calibration of the 
temperature measurements, and unavoidable hydration 
of the sample by, for example, parts of the cell assembly.

The CaCO3–MgCO3 system contains the important 
intermediate compound dolomite, which was intensively 
studied at high pressures. Original experiments on dolo-
mite stability showed its decomposition to magnesite and 
aragonite at pressures near 5–6 GPa (Figure 14.9). There 
are some uncertainties between the data in different 
works; however, major consistency is observed near 
6 GPa and 1000 °C (Hermann et al., 2016; Luth, 2001; 
Martinez et  al., 1996; Morlidge et  al., 2006; Shirasaka 
et al., 2002; Tao et al., 2014). Later dolomite composition 

was reinvestigated at very high pressures, where it can 
reappear as a stable phase with different crystal struc-
tures if  one adds >10 mol.% FeCO3 to dolomite (see sec-
tion 14.3.3). In pure CaMg(CO3)2 composition, dolomite 
transforms to high‐pressure dolomite‐II with CaCO3‐III‐
like structure upon compression to 20 GPa (Santillán 
et al., 2003). Merlini et al. (2017) showed that dolomite II 
transforms further to dolomite IIIc with P 1  symmetry 
(Z = 8). This crystal structure is different from Fe‐dolo-
mite III and IIIb (see below). Stability of high‐pressure 
polymorphs of dolomite upon heating is not reported.

Na2CO3–CaCO3. The phase relations in the Na2CO3–
CaCO3 reveal several intermediate compounds, which are 
different at 0.1, 3, and 6 GPa (Figure 14.8). At 0.1 GPa, the 
system has one intermediate phase, nyerereite Na2Ca(CO3)2, 
near the solidus at 400–700  °C. It melts congruently at 
817 °C and 0.1 GPa. Na2Ca(CO3)2 is unstable below 300 °C 
and breaks down into calcite and shortite Na2Ca2(CO3)3 
(Cooper et al., 1975) (Figure 14.8b). At 3 GPa, the system 
has two intermediate compounds, Na2Ca(CO3)2 and 
Na2Ca3(CO3)4, at 850  °C. The maximum solubility of 
CaCO3 in Na2CO3 is 20 mol.% at 850  °C. The Na2CO3–
Na2Ca(CO3)2 eutectic locates near 860  °C and 56 mol.% 
Na2CO3. Na2Ca(CO3)2 melts incongruently to Na2Ca3(CO3)4 
and a liquid containing about 51 mol.% Na2CO3 at ~880 °C. 
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Na2Ca3(CO3)4 disappears above 1000  °C via incongruent 
melting to calcite and a liquid containing about 43 mol.% 
Na2CO3 (Figure 14.8e) (Podborodnikov, Shatskiy, Arefiev, 
Rashchenko, et al., 2018).

At 6 GPa, the system has three eutectics at 1200 °C and 
70 mol.% Na2CO3, at 1200 °C and 52 mol.% Na2CO3, and 
at 1300 °C and 21 mol.% Na2CO3, and three intermediate 
compounds. Two of them, Na4Ca(CO3)3 and Na2Ca3(CO3)4, 
melt congruently at 1210 and 1310  °C, respectively, and 
one, Na2Ca4(CO3)5, decomposes to the Na2Ca3(CO3)4 + 
aragonite at 1100  °C (Figure 14.8h) (Shatskiy, Sharygin, 
Litasov, et al., 2013; Shatskiy, Rashchenko, et al., 2015). 
The maximum solubility of CaCO3 in Na2CO3 is 6–8 
mol.% at 1100–1300 °C, whereas Na2CO3 solubility in ara-
gonite does not exceed the detection limit (<0.5 mol.%). 
Thus, a range of the intermediate compounds along the 
CaCO3–Na2CO3 join changes with increasing pressure in 
the following sequence: Na2Ca(CO3)2, Na2Ca2(CO3)3 (0.1 
GPa) → Na2Ca(CO3)2, Na2Ca3(CO3)4 (3 GPa) → 
Na4Ca(CO3)3, Na2Ca3(CO3)4, Na2Ca4(CO3)5 (6 GPa). 
Thus, the nyerereite stability field extends to the shallow 
mantle pressures, whereas the shortite stability field termi-
nates somewhere between 0.1 and 3 GPa. Consequently, 
findings of nyerereite and shortite among daughter phases 
in the melt inclusions in olivine from the sheared garnet 
peridotites are consistent with their mantle origin.

Na2CO3–MgCO3. Phase relations in the system 
Na2CO3–MgCO3 at ambient or low pressures have not 
been studied so far. Schematic diagram is presented in 
Figure  14.8c. The system has likely one intermediate 
compound, Na2Mg(CO3)2 eitelite. It was constrained 
using available data on eitelite melting at 0.12 GPa and 
677 °C (Eitel & Skaliks, 1929) and eitelite stability in the 
related systems K2Ca(CO3)2–Na2Mg(CO3)2 (McKie, 
1990) and Na2CO3–MgF2 at 0.1 GPa (Mitchell & 
Kjarsgaard, 2011). Eitelite is stable in the subsolidus 
assemblages below 550 °C in both systems.

At 3 and 6 GPa, the subsolidus system topology is not 
changed (Figure 14.8f, i). The subsolidus assemblages com-
prise two fields of Na2CO3 + eitelite and eitelite + magne-
site. At 3 GPa, the Na‐carbonate–eitelite eutectic was 
established at 900 °C and 69 mol.% Na2CO3. Eitelite melts 
incongruently to magnesite and a liquid containing about 
55 mol.% Na2CO3 at 925 ± 25 °C. At 6 GPa, the system has 
two eutectics at 1200  °C and 71 mol.% Na2CO3 and at 
1250 °C and 48 mol.% Na2CO3. Eitelite melts congruently 
at 1225 °C. The MgCO3 solubility in Na2CO3 approaches 
9 mol.% at 900 °C and 3 GPa and 10 mol.% at 1200 °C and 
6 GPa, whereas Na2CO3 contents in MgCO3 are below 
detection limit (Podborodnikov, Shatskiy, Arefiev, 
Chanyshev et al., 2018; Shatskiy, Gavryushkin, et al., 2013).

Compression of Na2Mg(CO3)2 at room temperature 
reveals a phase transition to high‐pressure phase at 14 
GPa; however, its crystal structure is not yet character-
ized (Golubkova et al., 2015).

K2CO3–CaCO3. The system K2CO3–CaCO3 was 
studied at ambient pressure within 50–100 mol.% 
K2CO3 (Niggli, 1916) and 0–50 mol.% K2CO3 (Kröger 
et al., 1943). Similar to ambient pressures at 0.1 GPa, 
the system has two intermediate compounds near the 
solidus at 600–700  °C K2Ca(CO3)2 (fairchildite) and 
K2Ca2(CO3)3 (Figure  14.10a) (Cooper et  al., 1975). 
Below 512  °C, K2Ca2(CO3)3 becomes unstable and 
breaks down into calcite and K2Ca(CO3)2 (buetschli-
ite). Fairchildite melts congruently at 809 °C, whereas 
K2Ca2(CO3)3 melts incongruently to calcite + liquid at 
810 °C. Mutual solubility of  the endmembers was not 
well studied. It was suggested that CaCO3 solubility in 
K2CO3 is up to 18 mol.%.

At 3 GPa and 800 °C (Figure 14.10b). the system has 
also two intermediate compounds: K2Ca(CO3)2 
buetschliite, and K2Ca2(CO3)3. However, at 850 °C, a third 
compound, K2Ca3(CO3)4, appears. The K‐carbonate–
K2Ca(CO3)2 eutectic is established near 970  °C and 
56  mol.% K2CO3. K2Ca(CO3)2 melts incongruently at 
990 °C to K2Ca2(CO3)3 and a liquid containing 53 mol.% 
K2CO3. In turn, K2Ca2(CO3)3 melts congruently just 
above 1100 °C. The K2Ca2(CO3)3–K2Ca3(CO3)4 eutectic 
locates near 1085 °C and 29 mol.% K2CO3. K2Ca3(CO3)4 
melts incongruently at 1100  °C to calcite and a liquid 
containing 28 mol.% K2CO3. The maximum solubility 
of  CaCO3 in K2CO3 is 18 mol.% at 950  °C (Arefiev  
et al., 2019).

At 6 GPa, the system has three eutectics at 1180 °C and 
63 mol.% K2CO3, at 1180 °C and 44 mol.% K2CO3, and at 
1300 °C and 23 mol.% K2CO3, as well as three intermediate 
compounds. Two intermediate phases, K8Ca3(CO3)7 and 
K2Ca3(CO3)4, melt congruently at 1225 °C and 1350 °C, 
respectively (Figure 14.10c). The K2Ca(CO3)2 compound 
decomposes to K8Ca3(CO3)7 + K2Ca3(CO3)4 above 950 °C. 
CaCO3 solubility in K2CO3 and K2CO3 solubility in ara-
gonite are below the detection limit (<0.5 mol.%) 
(Shatskiy, Borzdov, et al., 2015). This indicates significant 
differences in crystal structure of K2CO3 at 3 and 6 GPa, 
which is consistent with the phase transition near 4.5 GPa 
(Figure 14.7).

The crystal structures of  different K‐Ca phases 
obtained at 3–6 GPa have not been determined yet. 
Preliminary single crystal X‐ray diffraction data for 
K2Ca3(CO3)4 show an existence of  two quenchable poly-
morphs at 3 and 6 GPa. Both phases are orthorhombic 
and have very similar unit cell parameters: a = 
7.38749(17) Å, b = 8.8128(2) Å, c = 16.4873(4) Å for the 
3 GPa polymorph with space group P212121; and a = 
7.53915(18) Å, b = 8.7799(2) Å, c = 16.1811(4) Å for the 
6 GPa polymorph with space group Pnam. Higher sym-
metry of  the 6 GPa polymorph together with broad-
ening of  its Raman bands suggests that it may be a 
disordered variety of  the ordered 3 GPa counterpart 
(Arefiev et al., 2019).
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Thus, a range of K‐Ca double carbonates changes 
upon pressure and temperature increase in the following 
sequence: K2Ca(CO3)2 (buetschliite), K2Ca2(CO3)3 (≤0.1 
GPa; < 547 °C) → K2Ca(CO3)2 (fairchildite), K2Ca2(CO3)3 
(≤0.1 GPa; 547–835  °C) → K2Ca(CO3)2 (buetschliite), 
K2Ca2(CO3)3, K2Ca3(CO3)4 (ordered) (3 GPa; 800–
1100  °C) → K8Ca3(CO3)7, K2Ca(CO3)2 (buetschliite), 
K2Ca3(CO3)4 (disordered) (6 GPa; 900–1300 °C) (Arefiev 
et al., 2019).

K2CO3–MgCO3. The system K2CO3–MgCO3 at P(CO2) = 
3.4 MPa (Eitel & Skaliks, 1929) and at 0.1 GPa 
(Figure  14.10d) (Ragone et  al., 1966) contains one 
intermediate phase K2Mg(CO3)2 below 300  °C. It has an 
R3m space group at 25 MPa (Hesse & Simons, 1982) and 
breaks down into K2CO3 and MgCO3 at higher tempera-
tures. The eutectic is located at 460 °C and 56 mol.% K2CO3. 
Magnesite melts incongruently at 755  °C to periclase + 
liquid containing 37 mol.% K2CO3.

At 3 GPa, two fields appear at subsolidus condi-
tions: K2CO3 + K2Mg(CO3)2 and K2Mg(CO3)2 + 
MgCO3 with the boundary near 50 mol.% K2CO3. The 
K2CO3–K2Mg(CO3)2 eutectic is located at 840 °C and 
52 mol.% K2CO3. K2Mg(CO3)2 melts incongruently at 
890 °C to magnesite and a liquid containing 51 mol.% 
K2CO3. (Figure  14.10e) (Arefiev et  al., 2018). At 6 
GPa, the system has two eutectics at 1200  °C and 75 
mol.% K2CO3 and at 1300  °C and 48 mol.% K2CO3, 
and the same stable intermediate phase, K2Mg(CO3)2, 
which melts congruently near 1250  °C (Shatskiy, 
Sharygin, Gavryushkin, et al., 2013).

The near‐solidus melt of K‐bearing carbonated perido-
tite at 6 GPa and 1200 °C is dominated by K2CO3 (40.8 
mol.%) and MgCO3 (45.5 mol.%). It also contains 6.0 
mol.% FeCO3 and 5.5 mol.% CaCO3. With increasing 
temperature from 1200 to 1400  °C, the melt evolves 
towards Mg‐Fe‐rich compositions. The SiO2 content of 
the melt in this temperature range increases from 1.1 to 
4.8 mol.% (Brey et al., 2011). The compositions of partial 
melts are broadly consistent with those in the K2CO3–
MgCO3 (Figure  14.10f) and K2CO3–FeCO3 binaries 
(Figure 14.11d). Consequently, the partial melt composi-
tion in K‐rich carbonated lherzolite at 6 GPa and 1200–
1400 °C is determined by melting phase relations along 
the K2CO3–(Mg,Fe)CO3 join. Golubkova et  al. (2015) 
reported a phase transition of K2Mg(CO3)2 to monoclinic 
phase upon compression to 8.1 GPa.

FeCO3–MgCO3. Similar to the FeCO3 phase diagram, 
there are some uncertainties in phase relations in the 
binary FeCO3–MgCO3 systems at 3–6 GPa. At 3 GPa, we 
observed dissociation of siderite at 1100 °C. Accordingly, 
we constrained an approximate phase diagram 
(Figure 14.11a). At 6 GPa, a continuous solid solution 
phase diagram was established with experimental points 

up to 1700 °C (Shatskiy, Litasov, Ohtani, et al., 2015b). 
Alternative phase diagrams with asymmetric melting 
loop were proposed by Kang et  al. (2016). They con-
strained thermodynamic model and calculated phase dia-
grams in the Fe‐rich part of the system with liquidus and 
solidus minimum located at 10 GPa, 18 mol.% MgCO3, 
and 1580  °C; and at 20 GPa, 28 mol.% MgCO3, and 
1830 °C. At present, this model is too speculative and is 
not sufficiently supported by experimental data; there-
fore, we only mention it here.

FeCO3–CaCO3. Subsolidus phase relations in the system 
FeCO3–CaCO3 were investigated at P(CO2) = 0.2–0.4 GPa 
and 300–550 °C (Rosenberg, 1963), 1.5 GPa and 600–800 °C 
(Goldsmith et  al., 1962), 2–3 GPa and 650–800  °C 
(Davidson, 1994), and at 3.5 GPa and 600–900 °C (Franzolin 
et al., 2011). The experiments show a large miscibility gap of 
calcium and iron carbonates at low temperatures, which 
narrows with increasing temperature and terminates near 
1000 °C. Pressure does not affect the topology of diagrams 
within the studied range. Piston‐cylinder experiments in 
double Pt‐graphite capsules (Franzolin et al., 2011) resulted 
in decomposition of Fe0.75Ca0.25CO3 in the Fe‐rich part of 
the system at 1100 °C and 3.5 GPa:
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At 6 GPa, the FeCO3–CaCO3 system shows melting loop 
with a minimum on the liquidus/solidus curves established 
at 1280 °C and 56 mol.% CaCO3 (Figure 14.10b) (Shatskiy 
et al., 2014). At low temperatures, the existence of solid 
solutions is limited by the appearance of siderite + 
ankerite assemblage at about 900 °C and ankerite + ara-
gonite below 1000 °C. Below 880 °C, ankerite is unstable 
and decomposes into siderite and aragonite (Figure 14.9) 
(Morlidge et al., 2006; Tao et al., 2014). Aragonite solid 
solution can be transformed to disordered phase at tem-
peratures above 1200 °C (Figure 14.2). The formation of 
CO2 fluid and presence of iron oxide among quenched 
products of carbonate melt within 0–30 mol.% CaCO3 
and 1500–1700  °C indicate incongruent dissolution of 
siderite in the melt above 1500 °C.

Na2CO3–FeCO3. At 6 GPa, the system Na2CO3–FeCO3 
has eutectic at 1000 °C and 66 mol.% Na2CO3 and one 
intermediate compound Na2Fe(CO3)2, which melts incon-
gruently at 1050 °C to siderite and melt with 55 mol.% 
Na2CO3 (Figure  14.11c) (Shatskiy, Rashchenko, et  al., 
2015).

K2CO3–FeCO3. At 6 GPa, the system K2CO3–FeCO3 has 
two eutectics at 1200  °C and 74 mol.% K2CO3 and at 
1250  °C and 48 mol.% K2CO3, and one intermediate 
compound K2Fe(CO3)2, which melts congruently at 1210 °C 
(Figure 14.11d) (Shatskiy, Litasov, Ohtani, et al., 2015).
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14.3.3. Ternary Carbonate Phase Diagrams

CaCO3–FeCO3–MgCO3. Subsolidus phase relations in 
the ternary system CaCO3–MgCO3–FeCO3 were studied 
under the same conditions as CaCO3–FeCO3 system (see 
references in previous section). The resulting diagrams 
show limited solid solutions of  FeCO3 in CaCO3 and a 
complete series of  FeCO3 and MgCO3 solid solutions at 
3.5 GPa (Figure 14.12) (Franzolin et al., 2011). The sol-
ubility of  siderite in calcite and calcite in ankerite 

increases with temperature. At 6 GPa, incorporation of 
FeCO3 extends the zone of  dolomite–ankerite solid solu-
tions into the low‐temperature portion of  phase diagram 
(Shatskiy et al., 2014). At the same time, obtained data 
suggest a minor decrease in the minimum melting tem-
perature with adding geologically relevant amounts of 
siderite or ankerite in the MgCO3–CaCO3 system, 
because the minimum melting temperature of  the 
FeCO3–CaCO3 system is less than 100 °C lower than that 
of  MgCO3–CaCO3 (Figure  14.12). Indeed, no melting 
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occurs along the FeCO3–Ca0.5Mg0.5CO3 join at 1300 °C 
and 6 GPa.

An addition of Fe‐carbonate to dolomite stabilizes this 
compound at pressures exceeding 20 GPa. Two composi-
tions have been studied. Mao et al. (2011) investigated phase 
transitions in natural Ca0.99Mg0.92Fe0.08Mn0.01(CO3)2 dolo-
mite. They observed transition to dolomite II at 17 GPa. 
Laser heating of the sample in DAC at 27–30 GPa revealed 
stability of dolomite II to 1400 °C and decomposition to 
CaCO3 and magnesite at a higher temperature. Heating of 
the sample at 36–40 GPa indicates appearance of new phase 
dolomite III, which was stable near 1250 °C.

Merlini, Crichton, et al. (2012) refined crystal struc-
tures of  phases synthesized from Ca(Mg0.6Fe0.4)(CO3)2 
composition using DAC. Dolomite II appears at 17 
GPa and crystallizes in triclinic P 1  symmetry with Z = 
4. Dolomite III appears at 36 GPa and has the same 
P 1  space group with Z = 8, but with significantly dif-
ferent structure. Laser heating indicates stability of 
dolomite III to 2300 °C at 43 GPa, i.e. to temperatures 
close to the melting point. X‐ray diffraction of  dolo-
mite III is not consistent with that of  dolomite III from 
Mao et al. (2011). This indicates variety of  the stable 
phases of  dolomitic compositions in this pressure 
range. Moreover, Merlini et al. (2017) reported further 
transition of  dolomite to IIIb phase observed at 36–115 
GPa. Its structure corresponds to the R3 space group. 
An appearance of  different structures in the pressure 
range for dolomite III stability indicates the possible 
existence of  several structural modifications with sim-
ilar energy. The structural transitions in dolomite show 

similarities with calcite I–II–III transitions. Indeed, 
CaCO3 has several metastable polymorphs with close 
energy at high pressures.

At 115 GPa and 2200 °C, new phase dolomite IV was 
synthesized (Merlini et  al., 2017). It is orthorhombic, 
space group Pnma, a = 10.091(3). b = 8.090(7). c = 4.533(3) 
Å, V = 370.1(4) Å 3, at 115.2 GPa and ambient tempera-
ture. The structure is based on the presence of threefold 
C3O9 carbonate rings, with carbon in tetrahedral 
coordination. The structure of dolomite‐IV presents 
 similarities with the structural models proposed for the 
high‐pressure polymorphs of MgCO3.

Ab initio computations indicate that monoclinic C2/c 
Fe‐bearing dolomite is more stable than single‐cation car-
bonate mixtures at lower mantle pressures (Solomatova & 
Asimow, 2018); however, other structures were not consid-
ered, and an evolutionary search has not been performed.

Na2CO3–CaCO3–MgCO3. Phase relations in the Na2CO3–
CaCO3–MgCO3 system have been studied in details at 
3 GPa and 6 GPa (Figure 14.13a, b) (Podborodnikov et al., 
2019; Shatskiy, Litasov, Sharygin, et al., 2016).

At 3 GPa and 700 °C, the system has five intermediate 
compounds: dolomite, Mg‐bearing Na2Ca4(CO3)5 bur-
bankite, Na2Ca3(CO3)4, Na4Ca(CO3)3, and eitelite. As tem-
perature increases to 800 °C, the system is complicated by 
an appearance of Ca‐dolomite and Mg‐bearing shortite, 
while Na2Ca4(CO3)5 disappears. Na4Ca(CO3)3 decomposes 
to produce Na carbonate and nyerereite at 850 °C. The lat-
ter melts incongruently at 875 °C to form Na2Ca3(CO3)4. 
Incongruent melting of eitelite, producing magnesite and a 
liquid, occurs at 925 ± 25 °C. Mg‐bearing shortite melts 
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incongruently at about 950  °C producing Na2Ca3(CO3)4 
and liquid. Na2Ca3(CO3)4 disappears at 1000 °C via incon-
gruent melting to calcite + liquid. The liquidus projection 
of the studied ternary system has seven primary solidifica-
tion phase regions for magnesite, dolomite‐calcite solid 
solutions, Na2Ca3(CO3)4, Mg‐bearing shortite, nyerereite, 
eitelite, and Na carbonate (Figure 14.13a). The system has 
six ternary peritectic points and one minimum on the liqui-
dus at 825 °C and 52 Na2CO3 ∙ 48 (Ca0.62Mg0.38)CO3. Since 
the system has a single eutectic at 3 GPa, there is no 
thermal barrier preventing continuous liquid fractionation 
from Na‐poor to Na‐rich dolomitic compositions more 
alkaline than eitelite and nyerereite.

At 6 GPa and 900–1000  °C, the system has four 
intermediate compounds: Na2Ca4(CO3)5 burbankite, 
Na2Ca3(CO3)4, Na4Ca(CO3)3, and Na2Mg(CO3)2 eitelite. 
The Na‐Ca compounds dissolve noticeable amounts of Mg 
component, whereas eitelite dissolves a few percent of Ca 
component: Na2(Ca≥0.91Mg≤0.09)4(CO3)5, Na2(Ca≥0.94Mg≤0.06)3

(CO3)4, Na4(Ca≥0.67Mg≤0.33)(CO3)3, and Na2(Mg≥.93Ca≤0.07)
(CO3)2. At 1050 °C, the system is complicated by the appear-
ance of dolomite. Na‐Ca burbankite decomposes at 1075 ± 
25   °C via congruent melting between 1200 and 1250 °C 
producing aragonite plus Na2Ca3(CO3)4, Na4Ca(CO3)3 and 
eitelite disappear. Na2Ca3(CO3)4 remains stable over the 
entire studied temperature range (900–1250 °C). The liqui-
dus projection of the studied ternary system has eight pri-
mary solidification phase regions for magnesite, dolomite, 
calcite‐dolomite solid solutions, aragonite, Na2Ca3(CO3)4, 
Na4Ca(CO3)3, and Na2CO3 solid solutions (Figure 14.13b). 
The system has five ternary peritectic reaction points and 
one minimum on the liquidus at 1050 °C and 48Na2CO3∙5
2(Ca0.75Mg0.25)CO3. The minimum point resembles 
a  eutectic controlled by a four‐phase reaction, by 
which a liquid transforms into three solid phases upon 
 cool ing: Na2(Ca0.94Mg0.06)3(CO3)4, Na4(Ca0.67Mg0.33)(CO3)3, 
and Na2(Mg0.93Ca0.07)(CO3)2 eitelite.

Taking into account the data from the binary systems at 
low pressures, we can constrain Na‐Ca‐Mg double car-
bonate sequences upon pressure and temperature increase: 
Na2Ca2(CO3)3 (Amm2) shortite, Na2Ca(CO3)2 (P21ca) 
nyerereite, Na2Mg(CO3)2 ( R3 ) eitelite (0.1 GPa) → 
Na2(Ca0.97–0.98Mg0.02–0.03)4(CO3)5 (P63mc). Na2(Ca≥0.91Mg≤0.09)3

(CO3)4 (P1n1). Na2(Ca≥0.81Mg0≤0.19)(CO3)2 ( R3 ) nyerereite, 
Na2(Ca0.77–0.93Mg0.07–0.23)2(CO3)3 (Amm2) shortite, Na4(Ca0.90–

0.98Mg0.02–0.10)(CO3)3 (Ia3d). Na2(Mg≥0.9Ca0≤0.1)(CO3)2 (P21ca) 
eitelite (3 GPa) → Na2(Ca≥0.87Mg0≤0.13)4(CO3)5 (P63mc). 
Na2(Ca≥0.89Mg≤0.11)3(CO3)4 (P1n1). Na4(Ca≥0.7Mg0≤0.3)(CO3)3 
(Ia3d). Na2(Mg≥0.92Ca0≤0.08)(CO3)2 (P21ca) eitelite (6 GPa).

K2CO3–CaCO3–MgCO3. At 3 GPa, the liquidus projec-
tion of this ternary system has nine primary solidification 
phase regions for magnesite, dolomite, Ca‐dolomite, cal-
cite‐dolomite solid solutions, K2Ca3(CO3)4, K2Ca2(CO3)3, 
K2Ca(CO3)2 buetschliite, K2Mg(CO3)2, and K2CO3 solid 

solutions containing up to 24 mol% CaCO3 and less than 
2 mol% MgCO3 (Figure 14.13c). The system has six ter-
nary peritectic reaction points and one eutectic at 825 ± 
25  °C and 53K2CO3∙47Ca0.4Mg0.6CO3 (A) controlled by a 
four‐phase reaction, where a liquid transforms into 
three  solid phases on cooling: K2(Mg0.78Ca0.22)(CO3)2, 
K2(Ca0.70Mg0.30)(CO3)2 buetschliite, and K1.70Ca0.23Mg0.07CO3 
solid solution.

At 6 GPa, the diagram has eight primary phase fields 
for magnesite, dolomite, calcite‐dolomite solid solutions, 
aragonite, K2Ca3(CO3)4, K8Ca3(CO3)7, K2CO3, and 
K2Mg(CO3)2. The system has four peritectic points and 
two eutectics near 1000  °C with compositions 
36K2CO3∙64(Ca0.65Mg0.35)CO3 (B) and 62K2CO3∙38Ca0.72

Mg0.28CO3 (C) (Figure 14.13d). The eutectic (B) is con-
trolled by three‐phase assemblage of K2Ca3(CO3)4 + 
K8Ca3(CO3)7 + K2Mg(CO3)2, whereas the eutectic (C) is 
controlled by three‐phase assemblage of K8Ca3(CO3)7 + 
K2CO3 + K2Mg(CO3)2.

Na2CO3–FeCO3–MgCO3. The ternary Na2CO3–FeCO3–
MgCO3 system can be constrained at 6 GPa combining 
data from the corresponding binary systems: two systems 
with the intermediate Na2(Mg,Fe)(CO3)2 phase, which 
melts congruently at the Mg‐rich side and incongruently 
at the Fe‐rich side, and the (Mg,Fe)CO3 system with 
complete solid solutions. With decreasing MgCO3 content, 
the eutectic shifts from 1225 °C and Na# = 48% toward 
lower temperatures and Na# =50%, where it changes to 
peritectic, which shifts to 1050 °C and Na# = 55%. The 
measurable amounts of MgCO3 (up to 9 mol.%) and 
FeCO3 (up to 3 mol.%) in Na2CO3 suggest an existence of 
the limited range of sodium carbonate solid solutions 
(Shatskiy, Rashchenko, et al., 2015).

K2CO3–FeCO3–MgCO3. Similarly, the ternary K2CO3–
FeCO3–MgCO3 system at 6 GPa has two cotectic curves. 
One joining the two binary eutectics at 1250 °C and 48 
mol.% K2CO3 at the Mg‐side and at 1150  °C and 46 
mol.% K2CO3 at the Fe‐side. Another cotectic joins two 
eutectics at 1200 °C and 74 mol.% K2CO3 at the Mg‐side 
and at 1100  °C and 65 mol.% K2CO3 at the Fe‐side 
(Shatskiy, Litasov, Ohtani, et al., 2015).

14.4. IMPLICATIONS FOR MELTING IN THE 
DEEP EARTH’S MANTLE

14.4.1. Carbonates in the Complex 
Experimental Systems

Alkali‐bearing carbonates were detected in several car-
bonated systems at P‐T conditions relevant to the Earth’s 
mantle: carbonated eclogite (Kiseeva et  al., 2013; 
Thomson et al., 2016), pelite (Grassi & Schmidt, 2011b), 
and model Na‐ and K‐bearing carbonatite (Litasov, 
Shatskiy, Ohtani, & Yaxley, 2013). Litasov, Shatskiy, 
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Ohtani, and Yaxley (2013) studied phase relations in 
model Na‐rich (K# = 16, NaK# = 13, and Ca# = 54) and 
K‐rich (K# = 70, NaK# = 9, and Ca# = 33) carbonatites 
at 3–21 GPa, where K# = 100·K/(K+Na) and NaK# = 
100∙(K2O+Na2O)/(K2O+Na2O+CaO+MgO+FeO). It 
has been found that Na is mainly hosted by Ca‐rich 
crystalline carbonate in both systems over the entire 
pressure range, whereas K is mostly stored in K2Mg(CO3)2. 
Using a new approach for carbonate analysis (see sec-
tion 14.2) we re‐analyzed and reinterpreted the data from 
Litasov, Shatskiy, Ohtani, and Yaxley (2013). Thus, 
unlike the original work, in the “Na‐carbonatite” system, 
Na2Ca4(CO3)5 coexists with dolomite and eitelite at 3 
GPa and 750 °C. This is consistent with the subsolidus 
phase assemblage, dolomite + Na2Ca4(CO3)5 + 
Na2Mg(CO3)2, established in the ternary Na2CO3–
CaCO3–MgCO3 system at 3 GPa and 700  °C 
(Podborodnikov et  al., 2019). Similarly, at 6 GPa, the 
Na2Ca3(CO3)4 phase is stable instead of Na‐aragonite 
reported in the original work.

Kiseeva et al. (2013) examined phase relations in car-
bonated eclogite (GA1‐cc and Volga‐cc) from 9 to 21 
GPa. They found that the subsolidus carbonates are rep-
resented by magnesite and nearly pure aragonite to 9 GPa 
in Volga‐cc and to 13 GPa in GA1‐cc. At higher pres-
sures, the subsolidus carbonates were represented by 
magnesite and Na‐Ca carbonate with composition sim-
ilar to that reported by Litasov, Shatskiy, Ohtani, and 
Yaxley (2013) (10–15 mol.% Na2CO3 + K2CO3, K# = 
3–13, Ca# = 76–81). This carbonate was also identified 
as aragonite based on the Raman spectra. According to 
the binary and ternary carbonate systems at 3 and 6 GPa, 
CaCO3 aragonite does not dissolve Na as well as K, Mg, 
and Fe. Instead, incorporation of Na into Ca‐bearing 
carbonates form Na2Ca4(CO3)5, and Na2Mg(CO3)2. 
However, the Raman spectra of Na2Ca4(CO3)5 exhibit the 
main bands in the same spectral region as aragonite, 
which can lead to misinterpretation. The Na‐deficit 
relative to that required by the Na2Ca4(CO3)5 and 
Na2Mg(CO3)2 stoichiometries is presumably due to the 
migration of Na under a stationary electron beam for 
both WDS and EDS analyses discussed in section 14.2.

Grassi and Schmidt (2011b) determined the phase rela-
tions in the carbonated pelite systems (DG2 and AM) 
from 5.5 to 23.5 GPa. They found that the decomposition 
of clinopyroxene at ≥ 16 GPa causes Na‐Ca carbonate 
(16–20 mol.% Na2CO3 + K2CO3, K# = 1–7, Ca# = 73–84) 
to replace aragonite. Similar tendency was established in 
carbonated MORB composition. It was found that disso-
lution of Na‐poor pyroxene components into coexisting 
garnet at pressures just above 13 GPa results in redistri-
bution of Na from silicate (clinopyroxene) to Na‐Ca  
carbonate (Na0.97K0.03)2(Ca0.86Mg0.11Fe0.03)4(CO3)5, lowering  
the solidus by ~200 °C and yielding a Na‐rich carbonatite 

melt (Thomson et al., 2016). The composition of this car-
bonate is very similar to the Na‐Ca carbonate in Grassi 
and Schmidt (2011b) and to the Na2(Ca≥0.87Mg≤0.13)4

(CO3)5 compound established in the Na2CO3–CaCO3–
MgCO3 system at 6 GPa and 900–1000 °C and at 3 GPa 
and 700 °C. The Na‐Ca carbonate similar to Na2Ca4(CO3)5 
was also detected among the run products from the 
experiment in natural Udachnaya‐East kimberlite system 
at 6.5 GPa and 900 °C (Sharygin et al., 2015).

In the DG2 composition (dry pelite) at 22 and 23.5 
GPa and temperature ≤ 1400  °C, carbonate with an 
approximate stoichiometry Na2Ca2(CO3)3 and almost no 
Mg, Fe, K has been identified (Grassi & Schmidt, 2011b). 
This carbonate resembles stoichiometry of Mg‐free 
shortite, which is not stable at 3 GPa and ≥ 800  °C 
(Podborodnikov, Shatskiy, Arefiev, Rashchenko, et  al., 
2018) and at 6 GPa and ≥ 900 °C (Shatskiy et al., 2016b). 
In the Volga‐cc composition (eclogite) at 21 GPa and 
1200 °C, a carbonate with an empirical formula (Na0.89K0

.11)2(Ca0.68Mg0.24Fe0.08)(CO3)2 was detected (Kiseeva et al., 
2013). This carbonate resembles stoichiometry of nyere-
reite, which is stable at 3 GPa and 850 °C (Figure 14.7d). 
but disappears at 6 GPa and ≥ 900  °C (Figure  14.10) 
(Shatskiy et  al., 2016b) according to the reaction: 
Na2Ca(CO3)2 = Na4Ca(CO3)3 + Na2Ca3(CO3)4 
(Podborodnikov, Shatskiy, Arefiev, Rashchenko, et  al., 
2018). The appearance of carbonates with the same stoi-
chiometries as shortite and neyrereite at pressures ≥ 21–22 
GPa may indicate the existence of high‐pressure poly-
morphs of these phases.

14.4.2. The Lower Temperature Stability Limits 
of Carbonatite Melts at 100–200 km Depths

Partial fusion of mantle peridotite/eclogite with CO2 at 
depths shallower than 80 km produces silicate melts, 
whereas at greater depths the first incipient liquids, pro-
duced at much lower temperatures, are essentially car-
bonatitic (Wyllie & Huang, 1976; Yaxley & Brey, 2004; 
Yaxley & Green, 1994). Carbonatite melts, which are 
extremely effective in transporting incompatible elements, 
cause metasomatic modification of the shallow subconti-
nental mantle (Green & Wallace, 1988). The geochemical 
signatures of carbonatite metasomatism are commonly 
recognized in eclogite and peridotite xenoliths from 
alkaline basalts and kimberlites (Pokhilenko et al., 2015; 
Yaxley et al., 1991, 1998). It is therefore important to dis-
cuss the temperature range of carbonatite melt stability 
and their compositional trends at depths 100–200 km.

The lower temperature stability limits of dolomitic melt 
inferred from the liquidus‐solidus minima on the join 
CaCO3–MgCO3 (CM–CO2) are 1225 ± 25   °C at 3 GPa 
and 1400  °C at 6 GPa (Shatskiy et  al., 2018). These 
 temperatures coincide, within experimental uncertainty, 
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with the solidi of the CaO–MgO–SiO2 ± Al2O3–CO2 
(CMS–CO2 and CMAS–CO2) systems modeling carbon-
ated peridotite (Gudfinnsson & Presnall, 2005; Wyllie & 
Huang, 1976) (Figure  14.14). Similar to CM–CO2, low‐
degree partial melting of CMS–CO2 and CMAS–CO2 
yields silica‐poor dolomitic melt. Sodium‐bearing 
(NCMAS–CO2) system and natural compositions (PERC 
and Hawaiian pyrolite) modeling carbonated peridotites at 
3 GPa, revealed lower solidi temperatures, 1150 ± 50, 1090 
± 15, and ~1040 °C, respectively (Dasgupta & Hirschmann, 
2006; Falloon & Green, 1989; Moore, 2012). The solidi of 
carbonated eclogites fall into the same  temperature range: 
1140 ± 40  °C (Yaxley & Brey, 2004), 1063–1113  °C 
(Dasgupta et al., 2005). As it can be seen in Figure 14.14, 
the experimentally inferred solidi of carbonated perido-
tites and eclogites cross the cratonic geotherms at depths 
ranging from 100 to 200 km and greater, yielding formation 
of essentially dolomitic melts. It was observed that near‐
solidus melts in the model peridotite–CO2 and eclogite–
CO2 systems replicating natural compositions show strong 
enrichments in alkalis (Figure  14.13a) (Dasgupta & 
Hirschmann, 2006, 2007a; Dasgupta et al., 2004; Sweeney 
et al., 1995; Wallace & Green, 1988; Yaxley & Brey, 2004).

In the Na2CO3–CaCO3–MgCO3 system (NCM–CO2) at 
3 GPa, the compositions of melt in equilibrium with  
Ca‐Mg carbonates show systematic variation with 

 temperature from alkali‐poor dolomitic at about 1225 °C, 
near the CM–CO2 eutectic, toward sodic dolomitic (with 
52 mol.% Na2CO3) at 825  °C, near the NCM–CO2 
minimum melting (Figure  14.14b). Sweeney (1994) has 
reported carbonatite melt with NaK# = 11, K# = 22, and 
Ca# = 45 established in equilibrium with phlogopite lher-
zolite at 1200  °C and 2.5 GPa in the NaCM system 
(Figure  14.13a). Later, Sweeney et  al. (1995) have pub-
lished new results on the phase relations of a “primary” 
sodic dolomitic carbonatite (CM1). determined by 
Wallace and Green (1988) to be in equilibrium with an 
amphibole lherzolite assemblage. They found that in the 
CM1 + 2 wt.% H2O starting composition annealed at 2.7 
GPa and 1000 °C, the carbonatite melt has NaK# = 26, 
K# = 2, and Ca# = 46. Litasov, Shatskiy, Ohtani, & 
Yaxley (2013) have reported experimental data on model 
sodic carbonatite, which is compositionally similar to a 
low‐degree partial melt of carbonated eclogite at 3–10 
GPa. We have reanalyzed the melt composition obtained 
by Litasov, Shatskiy, Ohtani, & Yaxley (2013) at 3 GPa 
and 900 °C and found that the melt has NaK# = 41, K# 
= 13, and Ca# = 64 (Figure  14.13a). These data show 
close agreement with the melt compositions observed in 
the related ternary carbonate systems.

The P‐T plot in Figure  14.14b shows isopleths of 
Na2CO3 in the melt inferred from the carbonate phase 
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diagrams at 3 and 6 GPa. The cratonic geotherms cross 
the isopleths, so that the carbonatite melt percolating 
upward via the continental mantle lithosphere should 
become progressively enriched by Na, evolving from 
alkali‐poor dolomitic composition toward sodic dolo-
mitic with Na2CO3 content 52 mol.% at the NCM–CO2 
solidus. These melts are buoyant and mobile, owing 
their low  viscosity (Kono et  al., 2014; Stagno et  al., 
2018). Upward percolation of  such melts could yield 
metasomatic  enrichment and wehrlitization in the shal-
lower levels of  subcratonic mantle lithosphere, docu-
mented in mantle xenoliths (Rudnick et al., 1993; Yaxley 
et al., 1998).

14.4.3. Implication of Carbonate Phase Diagrams 
to Mantle‐Derived Carbonatite Inclusions

Kimberlites, lamproites, and alkaline basalts carry 
debris of  the underlying lithospheric mantle. Many of 
these xenoliths show chemical, textural, and mineralog-
ical evidences for metasomatism by fluids or melts within 
the mantle (Green & Wallace, 1988; Menzies & 
Hawkesworth, 1986). Giuliani et  al. (2012) reported 
Na‐K‐Ca‐Mg carbonatite melts preserved in primary 
multiphase inclusions hosted by metasomatic ilmenite 
grains in a spinel harzburgite from Bultfontein kimber-
lite (Kimberley, South Africa). Mineral thermometry 
indicates that the spinel harzburgite crystallized at 
~860 °C, which corresponds to pressures near 3.5 GPa 
(~115 km) on a 40 mW/m2 geotherm. This temperature 
corresponds to the low stability limit of  Na‐Ca‐Mg car-
bonate melt according to the phase relations in the 
Na2CO3–CaCO3–MgCO3 system (Figure  14.14). The 
melts, detected by Giuliani et  al. (2012). should be 
extremely enriched in alkalis, containing about 50 mol.% 
(Na,K)2CO3 and have Ca# ~60.

The sequence of Na‐Ca and K‐Ca carbonates 
established by phase diagram studies makes it possible to 
correctly interpret alkali carbonate inclusions in kimber-
litic minerals. According to the phase relations at 6 GPa, 
shortite Na2Ca2(CO3)3 and nyerereite Na2Ca(CO3)2, the 
double carbonates observed at 0.1 GPa (Cooper et  al., 
1975), are not stable in the deep mantle (Shatskiy, 
Sharygin, Litasov, et  al., 2013). However, nyerereite is 
stable at the shallow mantle pressures at least up to 3 GPa 
and can be of the deep origin. Pure Na2Ca2(CO3)3 shortite 
is not stable at 3 GPa and ≥ 800 °C, however partial Mg 
substitution for Ca stabilizes shortite as a liquidus phase 
at 3 GPa and 800–900 °C. Consequently, the findings of 
nyerereite and shortite among daughter phases in melt 
inclusions in olivine from the sheared garnet peridotites 
(Golovin et  al., 2017) are consistent with their mantle 
origin at least at pressures of kimberlite magma ascent to 
the surface.

14.4.4. Carbonates in the Lower Mantle

The highly reduced nature of the lower mantle and, 
possibly, part of the upper mantle and transition zone 
indicates the instability of carbonates in the deep Earth’s 
interior. At the conditions of the iron‐wüstite buffer, 
which are claimed for most of the mantle (Frost & 
McCammon, 2008), diamond or Fe‐carbide should be 
the major host for carbon.

Ca‐Mg carbonate cannot coexist with metallic iron 
even at pressures of the D” layer at CMB and react to 
form Fe‐carbide or diamond (Dorfman et  al., 2018; 
Martirosyan et al., 2019). However, this may not be the 
case for Fe‐carbonate and its related compounds stable 
under the lower mantle conditions. Moreover, oxidation 
state of the mantle can be strongly heterogenous. Oxidized 
subducting slabs or mantle wedge materials can be 
entrained in convective mixing but can remain heteroge-
nous for a long time due to sluggish kinetics of exchange 
reactions, even in partially molten matrices. In this case, 
carbonate or carbonatite melt can survive in the deep 
mantle, even when surrounded by the reduced material of 
the ambient mantle (Martirosyan et al., 2016) and be sub-
merged as deep as CMB. This possibility is clearly indi-
cated by carbonate inclusions in superdeep diamonds 
originating from the uppermost lower mantle (Brenker 
et al., 2007; Kaminsky, 2012).

There are several possible scenarios for the interaction 
of subducted material with rocks in the D” layer and the 
CMB. In the first model, subducted rocks will never appear 
in contact with the CMB and metallic iron, but will interact 
only with the uppermost layer of dense D” rocks before 
being incorporated in mantle convection or plumes. In this 
case, subducted carbonates will be mostly transformed to 
diamond (Maeda et al., 2017). A second scenario assumes 
active reaction of subduction materials with the D” and 
even with metal from the core. In this case, we may expect 
formation of diamond in the top portions of the slab/D´´ 
contact layer and Fe‐carbide if carbonate or diamond 
appears in the direct contact with metallic Fe (Dorfman 
et al., 2018; Martirosyan et al., 2019) (Figure 14.15).

If both hydrogen and carbon penetrate to the D” depths 
with subduction slabs they can be remobilized. The 
reactions of Fe with mixed carbon and hydrogen have been 
modeled only theoretically. Belonoshko et  al. (2015) 
showed formation of hydrocarbons from the interaction 
of Fe with C–O–H or H2O–CO2 fluids. These hydrocar-
bons can serve as fusible components for the formation 
and movement of mantle plumes. It is important to note 
that Fe is preferentially bonded to carbon and oxygen so 
that these elements may be consumed by the core. In con-
trast, hydrogen does not form bonds with Fe and is mostly 
involved into plume recycling (Litasov & Shatskiy, 2018). 
This observation has not yet been verified experimentally.
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15.1. INTRODUCTION

Carbonates are common rock‐forming minerals in 
the Earth’s crust and act as sinks of  atmospheric 
carbon dioxide (CO2) released from the mantle through 
volcanism. Subduction of  hydrothermally altered 
 oceanic  lithosphere returns carbonates and organic 
matter from near‐surface reservoirs to the interior, 
where more than three quarters of  Earth’s carbon is 
stored (e.g. Chen et al., 2014; Dasgupta & Hirschmann, 
2010). A significant fraction of  the subducted carbon-
ates will join shallow cycles within the top 200 km of 
the solid Earth, whereas the rest reaches greater depths 
to participate in deep cycles, possibly extending to the 

core (Dasgupta & Hirschmann, 2010; Kelemen & 
Manning, 2015). The long‐term evolution of  CO2 in 
the atmosphere is influenced by the residence time of 
carbonates in solid Earth, which, in turn, depends on 
their melting behavior and chemical stability under 
 relevant conditions.

Calcium carbonate (CaCO3), dolomite (CaMg[CO3]2), 
and magnesium carbonate (MgCO3) are dominant ingre-
dients in subducted slabs (e.g. Alt & Teagle, 1999). 
Although magnesite is expected to be the ultimately 
stable carbonate in the deep mantle (Biellmann et  al., 
1993; Keshav et al., 2011; Kushiro et al., 1975; Yaxley & 
Brey, 2004), Ca‐carbonate in fast‐descending slabs may 
be preserved to reach the mantle transition zone (MTZ) 
or lower mantle, as indicated by calcite and nyerereite 
(Na‐K‐Ca bicarbonate) inclusions in superdeep dia-
monds from Juina, Brazil (Brenker et al., 2007; Kaminsky 
et al., 2009). The MTZ is widely considered a potential 
water reservoir and known to be at least locally wet, as 
indicated by hydrous ringwoodite and ice VII inclusions 
in superdeep diamonds (Pearson et al., 2014; Tschauner 
et al., 2018) and seismic and electrical conductivity obser-
vations (Kelbert et al., 2009; Schmandt et al., 2014). The 
melting point of  CaCO3 is comparable to the mantle 
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ABSTRACT

Calcium‐rich carbonate may be preserved in fast‐descending slabs to reach the mantle transition zone (MTZ), 
which is known to be at least locally hydrous. At MTZ pressures, the melting curve of CaCO3 crosses the geo-
therm and is further depressed by water; hence, Ca‐rich carbonate may be mobilized by hydrous melting and 
escape the MTZ. Here we show that aragonite reacts with wadsleyite to produce magnesite under the pressure 
and temperature conditions of cold slabs in the MTZ. Water considerably enhances conversion of Ca‐rich car-
bonate into more refractory magnesite, helping to retain carbonate in the deep mantle.
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temperature beneath ocean islands (Z. Li et  al., 2017), 
and it is further reduced by the presence of water (Wyllie 
& Tuttle, 1960). In contrast, magnesite remains refractory 
at the MTZ conditions (Katsura & Ito, 1990); thus, 
converting CaCO3 to magnesite would help preserve car-
bonate in the MTZ. Previous work examined phase rela-
tions of complex carbonated silicates at the MTZ 
pressure, mainly under nominally anhydrous conditions 
(e.g. Grassi & Schmidt, 2011; Keshav & Gudfinnsson 
2010; Keshav et al., 2011; Kiseeva et al., 2013; Thomson 
et al., 2016). It is unknown if  hydrous melting can lead to 
loss of Ca‐carbonate before it reacts with silicates to form 
magnesite.

In this exploratory study, we investigate the effect of 
water on the reaction between aragonite and wadsleyite 
at the conditions of  cold slabs in the MTZ through high‐
pressure experiments under nominally anhydrous condi-
tions and with free or structural water. The results are 
applied to assess the stability of  carbonates in the MTZ 
and explore the implications for Earth’s deep carbon 
cycle.

15.2. MATERIALS AND METHODS

15.2.1. High‐Pressure Experiments

Synthesis and reaction experiments were conducted 
using the multianvil apparatus at the University of 
Michigan. All experiments used Toshiba F‐grade tung-
sten‐carbide anvils with 3 mm truncation edge length 
and standard COMPRES cell assemblies (Leinenweber 
et  al., 2012). Sample pressure was calibrated using 
fixed‐point phase transitions in SiO2, MgSiO3, and 
Mg2SiO4 and bears a precision of  5% and an estimated 
uncertainty of  less than ±1 GPa at 10–20 GPa and 
1000  °C–1500  °C (Z. Li & Li, 2015). Temperature‐
power relation was established by using a type C ther-
mocouple placed along the cylindrical axis of  the 
heater. The effect of  pressure on the emf  is unknown 
and therefore ignored (J. Li et  al., 2003). The power 
curve is reproducible within ±100  °C, according to 
multiple calibration experiments.

The starting material for the nominally anhydrous 
and free water reaction experiments consists of  one 
layer of  CaCO3 powder (Alfa Aesar 43073, 99.997%) 
and one layer of  synthetic forsterite (Fo100) powder 
packed inside a gold capsule. In the free water experi-
ments, ~0.6 microliter deionized water was added, 
corresponding to ~10 wt% water in the starting compo-
sition, which is well above the estimated range of  water 
in the MTZ (e.g. Pearson et  al., 2014). In the experi-
ments with structurally bound water, an aggregate piece 
of  hydrous wadsleyite, synthesized at 20 GPa and 
1400 °C for 4 hrs in experiment M011217, was embedded 

in CaCO3 powder and packed into a gold capsule. The 
water content of  the synthetic wadsleyite is estimated at 
0.8–1.2 wt% according to its b/a ratio of  2.018±0.001 
(Chang et  al., 2015). The starting material contains 
roughly equal volumes of  carbonate and silicate in the 
nominally anhydrous and free water experiments, and 
more carbonate in the structurally bounded water 
experiment. The grain sizes of  the starting CaCO3 and 
forsterite are the same in all experiments, and that of 
wadsleyite in the structurally bound water experiment 
is larger and estimated at 5–10 microns. Sample was 
compressed at room temperature to target pressure, and 
then heated at the rate of  1  °C per second to target 
power. It was equilibrated at constant power for 120 
min and then quenched by shutting off  the power and 
decompressed overnight to ambient pressure.

15.2.2. Raman Spectroscopy Analysis

Experimental product was mounted in epoxy inside an 
acrylic disc. The sample was exposed using diamond or 
silicon carbide grinding discs and then polished with alu-
mina powder on lapping discs. It was then cleaned ultra-
sonically with alcohol.

Raman analysis was performed using a Renishaw inVia 
confocal Raman microscope with a 532 nm continuous 
wave laser. The input laser power varied between 4 and 40 
mW and the laser beam was focused through a 50x 
Mitutoyo objective lens to a diameter of 3–5 microns or 
through a 20x Olympus objective lens to a beam diameter 
of 7–12 microns. Raman signal was dispersed with an 
1800 grooves/cm grating to achieve spectral resolution of 
1–2 wave number (wn). The spectral window was cen-
tered at 520 or 3500 wn. The signal was recorded with a 
Peltier cooled CCD. Acquisition time ranged from 1 to 
120 seconds per CCD window depending on the signal 
intensity of the sample. Replicate measurements were 
conducted to evaluate heterogeneity.

15.2.3. Electron Microprobe Analyses

For textural and chemical analysis, recovered sample 
was coated with a thin conductive film of carbon or 
aluminum. Back‐scattered electron (BSE) and energy dis-
persive spectroscopy point analyses and maps were col-
lected using the JOEL 7700 JOEL‐7800FLV field‐emission 
scanning electron microscope (FE‐SEM) at the University 
of Michigan. Quantitative chemical analyses were con-
ducted using the Electron Probe Micro‐Analyzer (EPMA) 
on the CAMECA SX‐100 at University of Michigan. 
Forsterite Mg2SiO4 and wollastonite CaSiO3 were used as 
standards for Mg, Si, O, and Ca. The accelerating voltage 
and beam current were set to 15 kV and 10 nA, respec-
tively, and the electron beam was focused to 1 μm.
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15.3. RESULTS

In all experiments, CaCO3 reacted with Mg2SiO4 at 15 
GPa and 1200  °C to form MgCO3, MgO, and CaSiO3. 
The reaction can be described as

 

CaCO aragonite wadsleyite MgCO
magnesite CaSi

3 2 4 3Mg SiO
OO perovskite periclase3 MgO . 

(15.1)

Reaction products were identified on the basis of anti-
correlation between the Mg and Si and positive correla-
tion between Ca and Si in the energy dispersive 
spectroscopy maps (Figures 15.1, 15.2, 15.3). MgCO3 and 
MgO grains appear bright in the Mg map (MgO is 
brighter than MgCO3) and dark in the Si map, whereas 
CaSiO3 grains appeared bright in the Ca and Si maps and 
dark in the Mg map. The mean atomic numbers of 
CaSiO3, MgO, and MgCO3, calculated as the sum of 
weight percentage and atomic number of each element 
are 13.6, 10.4, and 8.9, respectively, and they appear as 
the bright, gray, and dark regions in the BSE image.

In the nominally anhydrous experiment M040316, a 
50‐micron‐thick reaction zone formed between CaCO3 
and Mg2SiO4 layers in 120 min (Figure 15.1a). The grain 

size is typically 1–2 microns. With free water added to 
the starting material in experiment M031416, the reac-
tion proceeded to consume all the CaCO3 and formed a 
~500 micron thick reaction zone in 120 min (Figure 15.3a). 
The reaction products may contain some hydroxide 
Mg(OH)2 in addition to oxide MgO, as the experimental 
temperature of  1200  °C overlaps with the dehydration 
temperature of  Mg(OH)2 near 1250 °C at 15 GPa within 
uncertainties (Johnson & Walker 1993). With a weight 
mean atomic number of  9.1, Mg(OH)2 would appear 
darker than MgO and similar to MgCO3 in the BSE 
image. We did not find sufficiently large grains with the 
expected Raman signal and chemical composition of 
Mg(OH)2. The grain sizes of  the reaction products are 
10–20 micron in some areas and 5–10 micron in others 
(Figure 15.2). These are larger than the nominally anhy-
drous reaction products. In experiment M011517, the 
hydrous wadsleyite grain in the starting material was 
fully consumed (Figure 15.3). The identification of  reac-
tion products was confirmed by additional O and C 
maps (Figure 15.3c). The grain size is up to 5 microns 
along the rim of the hydrous wadsleyite pseudomorph 
and finer inside.

Quantitative measurements showed limited solid‐ 
solution in the reaction products. In both the nominally 
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Figure 15.1 Product of reaction between nominally anhydrous CaCO3 and Mg2SiO4 at 15 GPa and 1200 °C for 
2 hrs. (a) Back‐scattered electron (BSE) image of M040316 showing a ~50 micron reaction zone between a 
CaCO3 layer and Mg2SiO4 layer. (b) Energy‐dispersive spectroscopy (EDS) maps and BSE image of region marked 
by the yellow box in (a). The area consists of reaction products CaSiO3, MgCO3, and MgO, corresponding to the 
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anhydrous and free water experiments, the MgCO3 
contained 4–5 at% Ca, and CaSiO3 contained less than 1 
at% Mg. In the hydrous wadsleyite experiment, the 
MgCO3 contained 5–7 at% Ca, and CaSiO3 contained 
1–4 at% Mg. The extents of solid‐solution are comparable 
in all experiments within analytical uncertainties.

Raman analyses allowed us to identify different poly-
morphs of phases in the recovered products (Figure 15.4). 
The remaining CaCO3 in both the nominally anhydrous 

and structurally bound water experiments is aragonite, 
and the remaining Mg2SiO4 in both the anhydrous and 
free water experiments is wadsleyite. These are consistent 
with the known phase diagrams of CaCO3 (Litasov et al., 
2017) and Mg2SiO4 (Fei & Bertka 1999). The reaction 
product MgCO3 is magnesite in all experiments and 
agrees with the known phase diagram (Litasov et  al., 
2008). The reaction product CaSiO3 appears amorphous, 
consistent with the previous findings that CaSiO3 adopts 
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Figure 15.2 Product of reaction between CaCO3 and Mg2SiO4 in the presence of H2O at 15 GPa and 1200 °C for 
2 hrs. (a) BSE image of M031416 showing a ~400 micron thick reaction zone above excess Mg2SiO4. (b) BSE 
image of the area marked by the white box on the upper left in (a). (c) EDS maps and BSE image of the region 
marked by the solid yellow boxes on the upper right in (a). (d) EDS maps and BSE image of the region marked by 
the dotted yellow boxes in (a). In (c) and (d), reaction products CaSiO3, MgCO3, and MgO appear as the bright, 
dark, and gray regions in the BSE image, respectively. CaSiO3 appear as the bright regions in the Ca and Si maps, 
and as the dark regions in the Mg map. MgCO3 and MgO appear as the bright regions in the Mg map (MgO is 
brighter than MgCO3) and as dark regions in the Ca and Si maps. See electronic version for color representation 
of the figures in this book.
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the perovskite structure at 15 GPa (Gasparik et al., 1994) 
and becomes amorphous in just a few hours upon 
pressure release to ambient condition (Mao et al., 1989).

The presence of structural water was inferred from the 
Raman data in the 3000–4000 cm‐1 range (Figure 15.4). In 
the nominally anhydrous experiment, none of the remain-
ing reactants or products shows detectable OH peak in 
this range, as expected. In the free water experiment, the 
remaining Mg2SiO4 is hydrous wadsleyite with an OH 
peak at 3410 cm‐1, near the broad OH peak of the 
synthetic hydrous wadsleyite at 3320 cm‐1, and the OH 
peak of a hydrous wadsleyite with 1.6 wt% structural 
water at 3380 cm‐1 (Kleppe et al., 2001).

15.4. DISCUSSION

15.4.1. Chemical Stability of Carbonates in MTZ

This study shows that at 15 GPa and 1200 °C, aragonite 
is unstable and reacts with wadsleyite to form magnesite 
under both anhydrous and hydrous conditions. The exper-
imental pressure corresponds to ~440 km depth, in the 
upper part of the MTZ. Similar reactions occur  between 
carbonate, including calcite, aragonite, or dolomite, and 
enstatite in the upper mantle pressure range at 4–7 GPa 
(Kushiro et al., 1975). They have also been observed at the 
MTZ and lower mantle pressures, between dolomite and 
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hrs. (a) BSE image of M011517 showing hydrous wadsleyite in the starting material replaced by reaction products. 
(b) BSE image of the area marked by the white box in (a). (c) EDS maps and BSE image of the region marked by the 
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enstatite at 20–50 GPa, and between dolomite and olivine 
at 50 GPa (Biellmann et al., 1993). Stabilization of mag-
nesite at high pressures in natural compositions such as 
carbonated eclogite has also been reported (e.g., Keshav & 
Gudfinnsson, 2010; Seto et  al., 2008). Here, magnesite 
was found stable in the presence of hydrous wadsleyite, 
confirming its stability in the MTZ.

The strong affinity of Mg for carbonate and Ca for sili-
cate at high pressures may be explained by volume 
reduction. At ambient conditions, the volume change of 
the cation exchange reaction from calcite and Mg‐bridg-
manite to magnesite and Ca‐perovskite is –5.95 cc/mol 

(Biellmann et al., 1993), and that of  reaction (1) is –2.54 
cc/mol. The bulk moduli of  aragonite, magnesite, wad-
sleyite, CaSi‐perovskite, and periclase at 1 bar and 300 
K are 66, 108, 173, and 232, and 160 GPa, respectively 
(Fiquet et al., 2002; Katsura et al., 2009; Litasov et al., 
2017; Shim et al., 2000). Because the products CaSiO3 
perovskite and magnesite are less compressible than the 
reactants wadsleyite and aragonite, respectively, the 
reaction volume becomes less negative at higher pres-
sures. At 20  GPa and 1600 K, the volume change of 
reaction (1) is estimated at –1.11 cc/mol, still favoring 
magnesite.
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Temperature affects reaction kinetics and may influence 
the direction of the cation exchange. At 8 GPa and 
800  °C, aragonite and forsterite did not react, possibly 
because the temperature was too low (Kushiro et  al., 
1975). At upper mantle pressures, the boundaries of rele-
vant reactions have only a slightly positive dT/dP slope 
(Figure 15.5), suggesting relatively small effect of temper-
ature on the Gibbs energy of the reaction.

15.4.2. Water Enhances Carbonate‐Silicate Reaction

In this study we observed a strong effect of water on the 
extent of reaction between carbonate and silicate. The 
reaction zone in the free water experiment is nearly one 
order of magnitude broader than in the nominally anhy-
drous experiment. We speculate that an aqueous fluid 
formed at relatively low temperature and facilitated the 

cation exchange reaction. Such a fluid is expected to be 
stable at temperatures well below the eutectic melting 
point of the CaCO3‐H2O binary system, and its stability 
field expands with increasing temperature (Wyllie & 
Tuttle, 1960). The fluid may circulate inside the sealed Au 
capsule and carry CaCO3 to react with the silicate. Similar 
fluxing effect of a fluid with ppm level of dissolved silica 
is known to enhance the growth of quartz crystal in 
water. The presence of a fluid phase in the hydrous exper-
iments is supported by the grain size of the reaction prod-
ucts. The smaller grain size in the anhydrous experiment 
is consistent with solid‐state reaction, whereas the coarser 
grains in the hydrous experiments indicate fluid‐mediated 
crystal growth.

A hydrous carbonate melt could play a similar role, but 
the experimental temperature is likely too low to generate 
such a melt. At 15 GPa, the melting temperature of CaCO3 
is more than 1600 °C. At 1 kbar, as much as 20 wt% water 
is needed to reduce the melting point of CaCO3 by 300 °C 
(Wyllie & Tuttle, 1960). The presence of a hydrous car-
bonate melt cannot be excluded, however, considering 
that laboratory experiments at ~4 GPa showing formation 
of Ca‐rich hydrous carbonatitic liquid at temperatures as 
low as ~900 °C, nearly 700 °C below the melting point of 
CaCO3 at this pressure (Poli, 2015), and that a small 
amount of water was found to depress the melting point 
of CaCO3 by 200 °C–300 °C at 8 GPa (Z. Li et al., 2017). 
In any case, neither an aqueous fluid nor carbonate melt 
was directly detected in the experimental products.

15.4.3. Reactive Preservation of Carbonate

Conversion of CaCO3 into magnesite effectively raises 
the melting point of carbonate at pressures above ~5 
GPa, where magnesite is more refractory than CaCO3 
(Figure 15.5). The melting slope of CaCO3 becomes flat 
and possibly turns negative between 5 and 14 GPa (Z. Li 
et al., 2017), whereas that of magnesite continues to rise 
with increasing pressure (Katsura & Ito, 1990). At ~14 
GPa, the melting point of magnesite is ~400  °C higher 
than that of aragonite. By taking the more refractory 
form, solid carbonate can remain frozen to higher tem-
peratures, and Ca‐rich carbonate melt may react with 
Mg‐silicate and freeze up.

Redox freezing is a well‐known example of reactive 
preservation, where carbonatitic melt is reduced by 
metallic iron to form immobile diamond or iron carbide 
(Palyanov et  al., 2013; Rorhbach & Schmidt, 2011). 
Decomposition of siderite FeCO3 melt at high tempera-
ture can also change carbon into the native element state 
(Kang et al., 2015). At the lower mantle pressures, carbon 
can also be transferred into more refractory host phases 
through various types of reactions. Dolomite or magnesite 
may turn into diamonds by reacting with iron (Dorfman 
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Figure 15.5 Melting curves of carbonates at the pressures of the 
upper mantle and transition zone. The melting curves of CaCO3 
and MgCO3 diverge with increasing pressure and differ by by 
more than 400 °C at the pressures of the mantle transition zone. 
The melting curves of Na2CO3 and CaCO3 converge with 
increasing pressure and become comparable near 14 GPa, both 
crossing the mantle geotherms beneath ridges (Katsura et al., 
2010) in the vicinity of the mantle transition zone. Adding 1–2 
wt% water further depresses the melting temperature of CaCO3 
(Wyllie & Tuttle, 1960). At 4–7 GPa, temperature has little 
influence on the boundaries of reactions from Ca‐carbonate 
and Mg‐silicate to Ca‐silicate and Mg‐carbonate (dotted lines; 
Kushiro et al., 1975). The melting curves of CaCO3 and Na2CO3 
are from Z. Li et al. (2017). That of MgCO3 is a Simon’s law 
fitting to the data from Irving and Wyllie, 1975 (open squares), 
Müller et al., 2017 (open triangle), Shatskiy et al., 2018 (cross), 
and Katsura and Ito, 1990 (open circles with error bars). The 
pressures in Irving and Wyllie 1975 are corrected by –10% 
(Byrnes & Wyllie 1981). See electronic version for color repre-
sentation of the figures in this book.
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et al., 2018) or SiO2 (Maeda et al., 2017; Seto et al., 2008). 
A recent study showed that FeCO3 transformed into 
Fe4C3O12 and Fe3C3O12 with tetrahedral‐coordinated 
carbon, which remain solid well above the extrapolated 
melting curve of FeCO3 (Cerantola et al., 2017). These 
reactions not only keep carbon in solid forms to higher 
temperatures and may also freeze carbon‐bearing melt.

Cation exchange may also cause melting and loss of 
carbonate. For example, the steep depression in the sol-
idus of carbonated eclogite at 13–21 GPa is attributed to 
cation exchange between carbonate and silicate (Thomson 
et  al., 2016). In the experiments, the clinopyroxene 
became increasingly enriched in sodium (Na) at high 
pressures as the Na‐poor clinopyroxene component dis-
solved into coexisting garnet. Eventually, the clinopyrox-
ene became so Na‐rich that a coexisting Na,Ca‐rich 
carbonate phase stabilized in the subsolidus assemblage, 
causing the solidus depression. Earlier studies of carbon-
ated eclogite, peridotite, and pelite found a wide range of 
melting behavior with the solidus temperature spanning 
500  °C at 15 GPa (Grassi & Schmidt, 2011; Keshav & 
Gudfinnsson, 2010; Keshav et  al., 2011; Kiseeva et  al., 
2013). The low solidus ledge exists for a composition 
 containing less and perhaps more relevant CO2 at ~2.5 

wt.% (Thomson et al., 2016) but was not observed in all 
studies, suggesting strong dependence on the bulk 
composition.

15.4.4. Implications for Deep Carbon Cycle

As carbonates are subducted into the deep Earth, 
they may be mobilized at various depths through 
hydrous melting below the arcs (Kelemen & Manning, 
2015), incipient melting at up to 330 km depths 
(Dasgupta & Hirschmann, 2006), and reactive melting 
in the MTZ (Grassi & Schmidt, 2011; Thomson et al., 
2016). On the other hand, carbonate melt may freeze 
through reactions with magnesian silicates or metallic 
iron (e.g Rohrbach & Schmidt, 2011). While sub‐arc 
melting releases carbon from the solid Earth, reactive 
preservation of  solid carbonates and freezing of  car-
bonate melt at higher pressures help retain carbon in 
the deep mantle (Figure 15.6).

Water has competing effects on the stability of Ca‐rich 
carbonate in the MTZ. The presence of water reduces the 
melting point of CaCO3 and may induce hydrous melting 
at the MTZ pressures (Z. Li et  al., 2017). On the 
other  hand, water enhances the conversion of Ca‐rich 
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carbonate into more refractory magnesite, thus helping 
to preserve carbonate. High temperature also increases 
reaction rates. The efficiency of carbonate retention in 
the MTZ thus depends on how rapidly Ca‐carbonate 
converts to the more refractory magnesite before slabs 
warm up sufficiently to induce melting. The extent of car-
bonate retention is further complicated by other processes 
such as reverse conversion of magnesite to Ca‐Na‐rich 
carbonate (Grassi & Schmidt 2011; Thomson et al., 2016) 
and reduction of magnesite into elemental carbon or iron 
carbides (Palyanov et al., 2013). A reliable assessment of 
carbonate stability in the MTZ thus requires quantifying 
the effects of water and temperature on the rates of these 
reactions.

Preservation of carbonates in the MTZ would facilitate 
their subduction into the lower mantle where convection is 
considerably more sluggish, thus prolonging the residence 
time in the deep cycles. After crossing the MTZ, residual 
CaCO3 may continue to react with Mg‐bridgmanite to 
form magnesite (Biellmann et  al., 1993), which, in turn, 
may be reduced by iron metal into elemental carbon or 
iron carbides (Dorfman et al., 2018) or may react with SiO2 
to form diamond (Maeda et al., 2017). Magnesite, carbon, 
or iron carbide remain solid in most of the lower mantle 
and may carry carbon all the way to the base of the mantle 
and even into the core (Liu et al., 2016).

15.5. CONCLUSIONS

This experimental study shows that aragonite is 
unstable in cold slabs at MTZ conditions and reacts with 
wadsleyite to form magnesite. The conversion of arago-
nite to magnesite effectively raises the melting point of 
carbonate at MTZ pressures and helps its retention in the 
deep mantle. Free or structural water enhances the reac-
tion to preserve carbonate against hydrous melting. By 
inference, Ca‐rich carbonate melt may freeze through 
cation exchange with magnesian silicate. In order to 
estimate the residence time of carbonates in solid Earth, 
further studies are needed to quantity the effects of water 
and temperature on the rates of relevant reactions.
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Carbon Speciation and Solubility in Silicate Melts

Natalia Solomatova1, Razvan Caracas1,2, and Ronald Cohen3,4

ABSTRACT

To improve our understanding of the Earth’s global carbon cycle, it is critical to characterize the distribution 
and storage mechanisms of carbon in silicate melts. Presently, the carbon budget of the deep Earth is not well 
constrained and is highly model‐dependent. In silicate melts of the uppermost mantle, carbon exists predomi
nantly as molecular carbon dioxide and carbonate, whereas at greater depths, carbon forms complex polymer
ized species. The concentration and speciation of carbon in silicate melts is intimately linked to the melt’s 
composition and affects its physical and dynamic properties. Here we review the results of experiments and 
calculations on the solubility and speciation of carbon in silicate melts as a function of pressure, temperature, 
composition, polymerization, water concentration, and oxygen fugacity.

16

16.1. INTRODUCTION

Evidence of carbon‐bearing phases in the Earth’s mantle 
includes the release of CO2 in volcanic eruptions, dissolved 
CO2 in magmatic glasses and glass inclusions (Mörner & 
Etiope, 2002), diamonds and carbonate minerals in mantle 
xenoliths (Eggler, 1987; Sobolev & Shatsky, 1990), and the 
existence of carbonatite and kimberlite magmas (Wyllie 
et  al., 1990). There are two possible sources of carbon: 

 primordial carbon and the carbon delivered by later come
tary and asteroid bombardment. Primordial carbon existed 
in the proto‐Earth and subsequently survived the moon‐
forming impact, and its amount is currently unknown. 
From all existent carbon, part of it might be locked in the 
core, part in some deep mantle reservoir, another fraction 
lies at the surface, and the remaining is resurfaced after 
surviving subduction. To determine how much carbon 
may have remained in the Earth after the giant impact, the 
chemistry and thermodynamics of  carbon in silicate 
(particularly, with the bulk silicate Earth composition) 
must be determined as a function of pressure and temper
ature. Estimates of the amount of carbon exchanged 
 between the surface and the mantle range between 30 
and 130 megatons per year, and estimates of the carbon 
concentration stored within the core range between 0.2 
and 4 wt.% (McDonough, 2003; Mookherjee et al., 2011; 
Wood, 1993). Carbon is mainly subducted into the Earth 
in the form of carbonates within metasomatically calcium‐
enriched basaltic rock, calcified serpentinites, and sedi
mentary carbonaceous ooze of the seafloor (Brenker et al., 

1 CNRS, Ecole Normale Supérieure de Lyon, Université 
de Lyon, Laboratoire de Géologie de Lyon, Lyon, France

2 CEED, The Center for Earth Evolution and Dynamics, 
University of Oslo, Oslo, Norway

3 Extreme Materials Initiative, Carnegie Institution for 
Science, Washington, DC, USA

4 Department für Geo‐ und Umweltwissenschaften, Ludwig 
Maximilians Universität München, München, Germany



180 CARBON IN EARTH’S INTERIOR

2006). Some carbonates may  survive subduction by under
going transitions to denser carbonate phases (Brenker 
et al., 2006; Isshiki et al., 2004; Mao et al., 2011; Merlini 
et  al., 2012; Oganov et  al., 2008; Ono et  al., 2005; 
Solomatova & Asimow, 2017). If a fraction of carbon is 
subducted into the lower mantle, all possible carbon sinks 
need to be determined. Due to carbon’s low solubility in 
crystalline silicates (Keppler et al., 2003; Panero & Kabbes, 
2008; Shcheka et al., 2006), carbon strongly partitions into 
silicate melts relative to  silicate minerals. This chapter 
briefly summarizes the experiments and calculations that 
have been performed on carbon‐bearing silicate melts and 
glasses, particularly the speciation and solubility of carbon 
as a function of pressure, with a primary goal to expose 
areas that remain controversial or unknown that would 
especially benefit from ab initio molecular dynamics simu
lations. There have been at least three excellent review 
papers on carbon in silicate melts (see Holloway & Blank, 
1994; Ni & Keppler, 2013; Webster et al., 2011), as well as 
several papers that have done an excellent job summa
rizing, tabulating, and plotting together data from previous 
studies (e.g. Duan, 2014; Shishkina et al., 2014). Here, we 
provide a perspective from computational mineral physics 
on what is critical to investigate in the near future. 
Furthermore, we contribute our calculations on carbon
ated forsterite melts to improve our understanding of dia
mond formation from silicate melts.

16.2. EXPERIMENTS ON SILICATE MELTS

Experimentally, standard difficulties hinder the in situ 
analysis of silicate melts: absence of periodicity, which 
prevents refining structure and density from X‐ray 
diffraction, and high background optical radiation, 
which hinders spectroscopic measurements. Glasses from 
quenched melts are amenable to study, but the structure 
may change and carbon may diffuse during quench. 
Nevertheless, the carbon content of quenched samples 
that were equilibrated with other phases (solids, liquids 
or gases) can be determined using a bulk analyzer, 
secondary‐ion mass spectrometry, nuclear magnetic reso
nance experiments, and most commonly, Fourier‐trans
form infra‐red (FTIR) spectroscopy. FTIR is able to 
determine both CO2 and H2O concentrations with a high 
level of accuracy if  the molar absorptivity is well cali
brated against absolute techniques, such as a bulk carbon 
analyzer. The solubility and speciation of carbon depends 
on the composition, oxygen fugacity, H2O and CO2 con
centrations, temperature, pressure, and NBO/T (the ratio 
between the number of Non‐Bridging Oxygen atoms and 
Tetrahedrally‐ coordinated cations; this ratio is defined in 
slightly different ways by different authors, depending on 
which cations are considered tetrahedrally coordinated). 

Experiments have generally been conducted in large‐
volume presses in the pressure range of 1–4 GPa and 
 temperature range of 1000  °C–2000  °C. Typically, the 
procedure is to saturate a melt at high pressure and temper
ature with CO2 until equilibrium is reached and then rap
idly quench the melt to produce a glass that ideally retains 
the structure of the melt. The examination of carbon spe
ciation has mostly been limited on quantifying the CO2‐to‐
CO3

2‐ ratio as a function of composition. Unfortunately, 
with a few exceptions (e.g. Sen et al., 2013), experimental 
studies have not pursued the formation of more complex 
species, such as carbon‐carbon polymers, organic mole
cules, or even silicon‐carbon and iron‐carbon polymers.

16.2.1. Speciation of Carbon

Experiments have demonstrated that at 1–4 GPa and 
1000  °C–2000  °C, the CO2/(CO2+CO3

2‐) ratio is most 
strongly dependent on the composition of the melt. It has 
been shown that carbon exists almost exclusively as CO3

2‐ 
(rather than CO2) in mafic melts, such as basalt (Fine & 
Stolper, 1986; Fogel & Rutherford, 1990; Shishkina et al., 
2014; Thibault & Holloway, 1994), olivine melitite (Brey, 
1976; Brey & Green, 1976), phono‐tephrite (Behrens, 
2009), nephelinite (Brooker et al., 1999; Shishkina et al., 
2014), and icelandite (Jakobsson, 1997). In the sequence 
of basalt, andesite, rhyodacite, and rhyolite melts, Fogel 
and Rutherford (1990) showed a general increase in the 
CO2/CO3

2‐ ratio, such that carbon exists exclusively as 
CO2 in rhyolite and as CO3

2‐ in basalt, while in albite‐
anorthite melts, Brey (1976) found that the CO2/CO3

2‐ 
ratio increases with increasing albite content. King and 
Holloway (2002) found that highly polymerized melts 
with high ionic porosities (>48.3%) and low nonbridging 
oxygen/tetrahedral oxygen (<0.3) have a higher 
concentration of molecular CO2. In melts along the 
NaAlO2‐SiO2 join (from NaAlSi6O14 rhyolite rock compo
sition to pure NaAlSiO4 nepheline), Brooker et al. (1999) 
found that the relative and absolute abundance of CO3

2‐ 
increases with increasing NaAlO2/SiO2 at the expense of 
CO2, such that carbon in NaAlSiO4 exists almost exclu
sively as CO3

2‐, whereas carbon in NaAlSi6O14 exists 
almost exclusively as CO2. The total solubility of carbon 
decreases as NaAlO2 is added to SiO2, up to a NaAlO2/
SiO2 ratio of about 0.5, after which the trend reverses 
and there is a sharp increase in the solubility of carbon. 
The CO2/CO3

2‐ ratio decreases with increasing pressure 
at constant temperature (in other words, carbon increases 
coordination with pressure). The effect of temperature is 
subtler: at constant pressure, the CO3

2‐ concentra
tion  decreases with increasing temperature between  
1450 °C and 1600 °C and increases with increasing tem
perature from 1600  °C to 1700  °C, in agreement with 
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the  results of Fine and Stolper (1985). Konschak and 
Keppler (2014) examined the speciation of carbon in 
dacite, phonolite, basaltic andesite, and alkali silicate 
melts using synchrotron infrared spectroscopy and dia
mond anvil cells up to 1000 °C and 200 kbar, finding a 
correlation between NBO/T and speciation. In alkali sili
cate and basaltic andesite, carbon exists exclusively as 
carbonate, while in dacite and phonolite, carbon exists as 
a mixture of CO2 and CO3

2‐. With increasing tempera
ture, the effect of composition on carbon’s speciation 
decreases as carbon shifts from existing as CO3

2‐ to CO2. 
They find that the speciation of carbon is largely insensi
tive to pressure up to 200 kbar, and that composition and 
temperature have a much stronger effect.

The speciation of carbon in highly reduced melts is 
poorly understood. Whereas Morizet et  al. (2010) sug
gested that applying reducing conditions would not affect 
carbon speciation in hydrous melts, Kadik (2004) 
observed that carbon is dissolved primarily as atomic 
carbon in reduced ferrobasalt. Kadik observed direct 
Si‐C bonds in ferrobasaltic glass using Raman spectros
copy, and Sen et al. (2013) observed that carbon exclu
sively bonds to silicon rather than oxygen in a reduced 
SiLiOC melt using nuclear magnetic resonance experi
ments, giving rise to their contrary conclusions. Although 
it is typically expected that in shallow melts carbon will 
bond to oxygen to form CO2 or CO3

2‐, it is possible that in 
more reduced melts and especially at higher pressures, 
carbon will bond directly to silicon instead of oxygen. See 
the computational section for theoretical evidence of 
Si‐C bonds in pyrolitic melt. Additional experiments and 
specific measurements are needed to constrain the speci
ation of carbon in reduced silicate melts. In summary, at 
lithospheric conditions, i.e. within the pressure range of 
0.5–4 GPa and at temperatures below 2000 °C, the CO2/
(CO2+CO3

2‐) ratio is most strongly affected by the com
position, and in particular, the silica content of the melt 
(Figure 16.1). Carbon exists almost exclusively as CO2 in 
silica‐rich felsic melts (e.g., rhyolite) and as CO3

2‐ in silica‐
poor mafic melts (e.g., basalt, olivine melitite and nephe
line melts). The CO2/(CO2+CO3

2‐) ratio is also negatively 
correlated with pressure and generally insensitive to tem
perature; there remain disagreement and insufficient data 
on the effect of the H2O content on the speciation of 
carbon. Additional studies are needed to refine the effect 
of temperature, H2O content, and NBO/T, as well as the 
effect of network‐modifying cations within the melt.

16.2.2. Solubility of Carbon

The solubility of carbon within a silicate melt depends 
most strongly on pressure and composition. The effects 
of temperature, water content, and oxidation state are 

less well defined at the present time, due to discrepancies 
in the literature. Solubility can be difficult to measure 
accurately due to several factors. Hydrogen and carbon 
may diffuse into the silicate melt, or small amounts of 
melt components may dissolve into the fluid phase, 
affecting the measured carbon solubility. The oxidation 
state may change due to the capsule material, resulting in 
changes in carbon speciation, and thus, solubility. 
Furthermore, the use of different molar absorptivity 
standards for the CO2 and CO3

2‐ for the FTIR bands may 
be a source of inconsistencies in reported solubilities. 
Here we summarize the current data on carbon solubility 
in a variety of silicate melt compositions, highlighting the 
need for additional high‐quality experiments to resolve 
discrepancies and gaps in the literature. We use the term 
carbon solubility to encompass the cumulative solubility 
of CO2 and CO3

2‐, making the distinction when necessary.
There is good agreement within the experimental litera

ture that carbon solubility in silicate melts increases rap
idly with increasing pressure (Behrens et al., 2004; Blank, 
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Figure 16.1 Molar ratio, CO2/(CO2+CO3
2‐) as a function of silica 

content at 300 °C–1700 °C for melts and glasses along the 
NaAlO2‐SiO2 join from Brooker et al. (1999) (circles), andesite 
melts from King and Holloway (2002) (triangles), phonolite and 
dacite melts from Konschak and Keppler (2014) (diamonds), and 
mafic melts from Shishkina et al. (2014) (squares). The data from 
Brooker et  al. (1999) and King and Holloway (2002) were 
obtained at 1–2 GPa and 1 GPa, respectively. Shishkina et al. 
(2014) did not observe any molecular CO2 species for the range of 
mafic melts investigated at 1200 °C–1250 °C up to 0.5 GPa. 
Konschak and Keppler (2014) reported that the carbon speciation 
is independent of pressure in the pressure range of 3–20 GPa at 
temperatures of up to 1000 °C; however, Brooker et al. (1999) 
observed a negative correlation of CO2/(CO2+CO3

2‐) and pressure. 
In either case, the effect of pressure and temperature is secondary 
to the effect of silica content on carbon’s speciation. See electronic 
version for color representation of the figures in this book.
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1993; Botcharnikov et al., 2005; Botcharnikov et al., 2007; 
Brooker et  al., 1999; Fogel & Rutherford, 1990; 
Jendrzejewski et  al., 1997; Shishkina et  al., 2014). For 
example, in rhyolitic melts at 1123–1323 K, CO2 solubility 
increases from roughly 120 ppm at 20 MPa to 800–1000 
ppm at 140 MPa to 3700 ppm at 660 MPa (Blank, 1993; 
Fogel & Rutherford, 1990). In dacitic melts, the maximum 
CO2 solubility increases from 800 ppm at 100 MPa to 
3000 ppm at 500 MPa (Behrens et al., 2004), and in andes
itic melts, the CO2 solubility increases from 175 ppm at 50 
MPa to 3300 ppm at 500 MPa (Botcharnikov et al., 2005). 
Similarly, in shoshonitic melts, Vetere et al. (2011) found 
that the concentration of CO2 (in the form of carbonate) 
increased from 307 ppm at 50 MPa to 2932 ppm at 400 
MPa. Thus, there is a consensus that more carbon species 
can dissolve in silicate melts with increasing pressure, and 
thus with increasing depth. There is also a strong 
dependence of the carbon solubility on the composition 
of the silicate melts, most notably affected by the degree 
of polymerization (Brooker et al., 2001a; Brooker et al., 
2001b; Mysen et  al., 2009; Shishkina et  al., 2014) and 
concentration of CaO (Brey, 1976; Holloway, 1976; 
Iacono‐Marziano et  al., 2012; King & Holloway, 2002; 
Moore, 2008; Papale et al., 2006; Shishkina et al., 2014). 
Holloway (1976) observed that carbon solubility is posi
tively correlated with the Ca/(Ca+Mg) ratio. Brey (1976) 
found that the solubility of carbon in olivine melitite (8.3–
9.5 wt.% CO2) is much higher than in albite‐anorthite 
(1.6–2.5 wt.% CO2), for which the solubility increases 
slightly with increasing anorthite content. Brooker et al. 
(2001a, 2001b) observed a negative correlation with MgO 
content and a positive correlation with NBO/T. King and 
Holloway (2002) found that carbon solubility is negatively 
correlated with the Si+Al mole fraction and positively 
correlated with cations that have a large Gibbs free energy 
of decarbonation or a high charge‐to‐radius ratio (e.g. 
Ca). Alkalis have also been found to have a positive corre
lation with the solubility of CO2 (Behrens et  al., 2009; 
Lesne et al., 2011; Vetere et al., 2014), although the rela
tionship is more complex. Shishkina et al. (2014) found 
that at 500 MPa and the H2O content extrapolated to 0 
wt.%, the CO2 concentration increases from tholeiite 
(~3400 ppm) to alkali basalt (~5200 ppm), to basanite 
(~7400 ppm), to phonotephrite (~8500 ppm), to nephe
linite (~14000 ppm). To describe the complex relationship 
between composition and carbon solubility, Shishkina 
et al. formulated a modified Π parameter (originally pro
posed by Dixon, 1997, for a limited range of silica con
tents) using eight compositions of silicate melt combined 
with previous data sets. The Π parameter in Shishkina 
et al. is defined as the ratio between the freely diffusing 
cations and the tetrahedral network, (Ca2+ + 0.8K+ + 
0.7Na+ + 0.4Mg2+ + 0.4Fe2+)/(Si4+ + Al3+), as reflecting the 
degree of polymerization of the melt. The relationship 

between the natural log of the solubility of CO2 and Π was 
found to be 1.167*lnP + 0.671* Π + 0.65 (where P is 
pressure), obtained from the linear regression of 48 values 
of CO2 solubilities at 50–500 MPa. The newly formulated 
Π parameter in Shishkina et  al. is the most rigorous 
parameterization of the compositional effect on carbon 
solubility at the present time.

Although most studies demonstrate a negative correla
tion between total carbon solubility and H2O content 
(Behrens et  al., 2004; Blank et  al., 1993; Botcharnikov 
et al., 2005; Botcharnikov et al., 2006; Fogel & Rutherford, 
1990; Mattey, 1991; Moussallam et al., 2016; Pan et al., 
1991; Pawley et al., 1992; Shishkina et al., 2010; Stolper & 
Holloway, 1988; Tamic et  al., 2001), several studies 
observed a positive correlation (Behrens et  al., 2004; 
Behrens et al., 2009; Iacono‐Marziano et al., 2012; King 
& Holloway, 2002; Jakobssen, 1997). Below about 2 × 104 
ppm H2O, there is generally a weak correlation between 
the H2O and CO2 concentrations, while at higher H2O 
concentration the CO2 solubilities tend to drop (Ni & 
Keppler, 2013). For example, at 2 kbar and 1250–1300 °C, 
the CO2 solubility in basaltic and rhyolitic melts plateaus 
around 1000 ppm CO2 up to around 2 × 104 ppm H2O, 
gradually dropping to 0 ppm CO2 by 5 × 104 ppm H2O in 
basaltic melt (Botcharnikov et al., 2005; Shishkina et al., 
2010) and by 5.6 × 104 ppm H2O in rhyolitic melt (Tamic 
et  al., 2001). On the other hand, King and Holloway 
(2002) observed a total CO2 solubility increase by about 
0.06 wt.% per wt.% of H2O in andesite glass at 10 kbar 
and 1300 C: as the H2O concentration increased from 0 to 
3.4 wt.%, molecular CO2 decreased from 0.07 to 0.01 
wt.% and CO3

2‐ increased from 0.25 to 0.57 wt.%. Iacono‐
Marziano et al. (2012) hypothesized that a positive corre
lation between CO2 and H2O concentrations may be due 
to NBO formation, which promotes CO3

2‐ formation, 
thus increasing the total carbon solubility. The solubility 
data of icelandite from Jakobssen (1997) shows no trend 
with H2O when plotted against dissolved CO2 (Ni & 
Keppler, 2013), whereas there is a positive trend when 
plotted against dissolved CO2 normalized to the CO2 
partial pressure. Nevertheless, the majority of studies see 
a negative correlation and it is not clear at the present 
time what is responsible for the discrepancy in these 
studies.

The effect of temperature on the solubility of carbon is 
also poorly constrained. Generally, carbon solubility 
seems to be weakly dependent on temperature, such that 
the sign of the trend depends on the composition. For 
example, it has been shown that carbon solubility 
decreases weakly with increasing temperature for albitic 
melts (Blank & Brooker, 1994; Brooker et  al., 1999; 
Stolper et al., 1987) and decreases strongly for rhyolitic 
melts at 0.1 GPa (Blank, 1993; Fogel & Rutherford, 1990; 
Ni & Keppler, 2013). Eitel and Weyl (1932) observed a 
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negative dependence in sodium metasilicate melts at 750 
atm, and Pearce (1964) observed pronounced negative 
temperature dependence in Na2O‐SiO2 melts at 1 atm. 
However, Brooker et al. (1999) observed a slight increase 
in solubility with increasing temperature for NaAlSiO4 
and no dependence for melts with compositions between 
NaAlSi4O10 and NaAlSi6O14. In more mafic composi
tions, there is even less consensus. Brey and Green (1976) 
observed a slight negative relationship in olivine melilitite 
at 3 GPa with 9% CO2 dissolved at 1450  °C, 8.5% at 
1550 °C, and 8.3% at 1650 °C, while Mysen et al. (1976) 
observed a strong positive correlation with temperature 
at 1400–1700C above 1 GPa. Pan et  al. (1991) demon
strated that carbon solubility is temperature‐independent 
in tholeiitic basalt melt at 1–1.5 GPa and 1300  °C–
1600 °C. It is possible that there are discrepancies in the 
effect of temperature due to different quenching methods 
and/or quality of the glass as an analog for certain com
positions. In any case, additional studies are needed to 
constrain the effect of temperature on carbon solubility. 
At least at uppermost mantle pressures and temperatures, 
increasing oxygen fugacity increases the solubilities of 
carbon and hydrogen (Kadik, 2004; Morizet et al., 2010; 
Stanley et al., 2011). Morizet et al. (2010) found a strong 
positive correlation between carbon solubility and 
oxidation state in haploblastic glasses at 1250  °C and 
200–300 MPa, finding that the CO2 content changes from 
680 to 1320 ppm between ΔFMQ – 2.6 and ΔFMQ + 2.6 
independently of H2O content changing from 1.3 to 4.0 
wt.%. Stanley et  al. (2011) found that the CO2 content 
increases from 51 ppm at IW to 510 ppm at IW + 1 in a 
synthetic melt based on the Adirondack‐class Humphrey 
basalt, at 1–2.5 GPa and 1400  °C–1625  °C. At greater 
depths, however, the relationship between oxygen fugacity 
and carbon solubility is unknown. It has been hypothe
sized that carbon may behave like oxygen in reduced 
high‐pressure melts (Sen et al., 2013) and possibly result 
in an increase in solubility.

16.3. SIMULATIONS OF SILICATE MELTS

It remains a great challenge to experimentally measure 
the structural properties of melts at simultaneously high 
pressures and temperatures. The majority of experiments 
require quenching of the melt prior to analysis, which 
may change the local structure and coordination environ
ment of the atoms, as well as the volatile concentration 
(Behrens & Nowak, 2003; Brey, 1976; Guillot & Sator, 
2011). Additionally, experiments on carbon solubility 
and speciation in silicate melts have mostly been limited 
to pressures of up to 4 GPa and temperatures of up to 
2000  °C, while calculations can determine the precise 
behavior of atoms and directly calculate thermodynamic 
properties at a wide range of pressures and temperatures. 

On the other hand, the atomistic simulations have strong 
size limitations, as they typically contain a few hundred 
atoms in a periodically repeated simulation box. This 
may be somehow mitigated by long simulation times and 
large number of configurations, in a push to cover as 
much as possible from the configurational space.

Molecular dynamics calculations can be performed 
with classical or ab initio methods. In classical molecular 
dynamics, the forces between atoms are calculated from 
empirical interatomic potentials, whereas in ab initio 
molecular dynamics, forces are determined from 
electronic structure calculations (e.g. with density 
functional theory). In both cases, the motions of the 
atoms are calculated with Newton’s second law and are 
treated classically. Due to computational expense, ab in
itio molecular dynamics are limited by the number of 
atoms and duration of the simulation; the latter can be 
orders of magnitude higher than for classical molecular 
dynamics. The level of accuracy of classical molecular 
dynamics depends on the quality of the parametrization 
of the interatomic potentials, which depends on the accu
racy of the reference data. Furthermore, extrapolation to 
pressure‐temperature conditions beyond the conditions 
of the reference data decreases the accuracy of the poten
tials. Although ab initio molecular dynamics depends on 
several approximations (e.g., the exchange‐correlation 
energy and the treatment of core electrons), it is based on 
first principles in the sense that it does not require param
eterization with experimental data. For the case of high‐
pressure, high‐temperature silicate melts, the reference 
data is scarce or nonexistent, especially within the large 
range of pressure and temperature conditions of 
planetary interiors, and so ab initio methods are presum
ably more reliable. For example, Vuilleumier et al. (2015) 
found that their classical simulations were not sufficiently 
viscous, as the atomic diffusion coefficients were larger 
than experimental values. They also found disagreement 
in the CO2 concentration as a function of composition 
when comparing their results from classical simulations 
to ab initio simulations, concluding that the empirical 
force fields need to be improved. Furthermore, the ratio 
of CO2 to CO3 is severely overestimated with classical 
molecular dynamics in the calculations of Guillot and 
Sator (2011) (see section 3.2). Thus, even though empirical 
methods allow for a larger number of atoms and longer 
simulation duration, experimental results on carbon spe
ciation are far better reproduced with ab initio methods. 
The effect of cell size (i.e., number of atoms) on carbon 
speciation in ab initio molecular dynamics simulations is 
not currently well understood.

Thus far, there have been five studies on carbonated sil
icate melts using molecular dynamics simulations. The 
two first studies were conducted at pressure and tempera
ture conditions of the upper mantle: Guillot and Sator 
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(2011) implemented classical molecular dynamics to 
quantify the solubility of carbon in rhyolite, MORB, and 
kimberlite melts at 2–15 GPa and 1473–2273 K; and 
Vuilleumier et al. (2015) used a combination of classical 
and ab initio molecular dynamics to study the speciation 
of carbon in basaltic and kimberlitic melts with ~20 wt.% 
CO2 at 2073 K and 12 GPa. Subsequently, simulations at 
lower mantle pressures and temperatures were conducted. 
Ghosh et al. (2017) used ab initio molecular dynamics to 
examine the speciation of carbon in MgSiO3 melt with 
5–16 wt.% CO2 at 2200–6000 K and 140 GPa, while 
Ghosh and Karki (2017) examined the transport prop
erties of MgSiO3 melt with 16.1 wt.% CO2 at 2200–5000 
K up to 140 GPa. Most recently, Solomatova et al. (2019) 
used ab initio molecular dynamics to examine the specia
tion and polymerization of carbon in pyrolite melt with 
5–10 wt.% CO2 at 3000–5000 K up to 140 GPa. The com
positions and carbon concentrations of the ab initio 
molecular dynamics simulations are summarized in 
Table 16.1.

In this chapter, we add our simulations on pure and 
carbonated Mg2SiO4 forsterite melt at 3000 K and up to 
120 GPa. We have worked on several distinct composi
tions: Mg2SiO4, Mg2SiO4+C, Mg2SiO4+CO2, and 
Mg2SiO4+MgCO3, and study the effect of carbonation 
on the melt properties as well as the differences between 
the various carbon species. We have employed the Qbox 
package (Gygi, 2018). We start the calculations with solid 
Mg2SiO4 forsterite. Forsterite, the Mg‐end member term 
of the mineral olivine, has an orthorhombic structure 
with 4 formula units per unit cell, namely 28 atoms. We 
consider a 2x1x2 supercell containing 112 atoms. After 
static structural relaxation, we perform a molecular‐
dynamics calculation on the solid, raising the tempera
ture well above the melting point. Once we reach melting, 

we decrease the temperature and thermalize the melt at 
the desired value closer to realistic telluric conditions. 
Here, we performed a high‐pressure study along the 3000 
K isotherm. All simulations are NVT type, meaning the 
Number of particles, the Volume of the simulation box, 
and the Temperature are kept constant. This is numeri
cally simpler than the NPT ensemble, where pressure 
instead of volume is fixed. Temperature is controlled via 
a Nose‐Hoover thermostat, and the time step of the sim
ulations is 0.75 fs. Temperature is monitored throughout 
the simulations to maintain fluctuations within a couple 
hundred degrees above and below the average 3000 K. We 
compute the electronic density and wave functions sam
pling the Brillouin zone in the reciprocal space using only 
the Γ point. We add carbon in the silicate melt as C atoms, 
CO2 molecules, or MgCO3 groups. The addition of the 
supplementary atoms is done in the interstitial pores of 
the melt at low pressure. CO2 is added as a linear mole
cule, and MgCO3 as a Mg cation about 2 Å apart on top 
of a CO3 triangular anionic group. The new melts are first 
thermalized for one full picosecond in order to dissipate 
the interatomic forces and equilibrate the strains and then 
compressed along the 3000 K isotherm up to lower‐
mantle pressures.

16.3.1. Solubility of Carbon Dioxide in the  
Silicate Melt

Guillot and Sator (2011) observed a strong positive 
correlation of carbon solubility with pressure. For 
example, at 1673 K, carbon solubility in a basaltic melt 
increased from 2 wt.% CO2 at 2 GPa to 30 wt.% CO2 at 10 
GPa. A weak negative correlation with temperature was 
observed and the effect of temperature increases with 
increasing pressure, such that at 2 GPa, there is almost no 

Table 16.1 Carbon concentrations in the simulated melts using ab initio molecular dynamics, expressed as the formula units 
of carbon species added, wt.% of carbon species added, wt.% of C and mol% of C. The chosen carbon concentrations 
of 1.4–4.7 wt.% C reflect the range of carbon present in carbonaceous chondrites (0–6 wt.% C) (Pearson et al., 2006), which 
are regarded as the building blocks of our planet.

Composition,
Supercell Formula Reference

Carbon Species 
Added

wt.% of Carbon 
Species Added wt.% C mol% C

Enstatite,
32MgSiO3

Ghosh et al. (2017) 4 CO 3.37 wt.% CO 1.45 2.38
4 CO2 5.20 wt.% CO2 1.42 2.33
14 CO 10.88 wt.% CO 4.66 7.45
14 CO2 16.09 wt.% CO2 4.39 6.93

Pyrolite,
NaCa2Fe4Mg30Al3Si24O89

Solomatova et al. 
(2019)

4 CO 3.35 wt.% CO 1.44 2.48
4 CO2 5.16 wt.% CO2 1.41 2.42
8 CO 6.48 wt.% CO 2.78 4.97
8 CO2 9.82 wt.% CO2 2.68 4.52

Forsterite,
16Mg2SiO4

This study 8 C 4.09 wt.% C 4.09 6.67
4 CO2 7.25 wt.% CO2 1.98 3.23
8 CO2 13.52 wt.% CO2 3.69 5.88
4 MgCO3 13.03 wt.% MgCO3 1.86 3.03
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difference in solubility with temperature, whereas at 5 
GPa, the solubility of CO2 decreases from 10 wt.% at 
1673 K to 7 wt.% at 2273 K. At low pressure, they demon
strate excellent agreement with experiments (Hammouda, 
2003; Mattey, 1991; Pan et al., 1991; Thomsen & Schmidt, 
2008). For example, both Guillot and Sator (2011) and 
Mattey (1991) predict CO2 solubility in basaltic melt of 
1.5 wt.% at 2 GPa and 1673 K. At 3.5 GPa and 1573 K, 
Thomsen and Schmidt (2008) report a CO2 solubility of 5 
wt.% CO2 in a complex carbonatite melt, similar to the 
value of 6 wt.% CO2 at 3.5 GPa and 1673 K predicted by 
Guillot and Sator (2011). The solubility is also weakly 
correlated with silica content, only becoming noticeable 
above about 10 GPa. The solubility of CO2 at 10 GPa and 
2273 K is about 25 wt.% in basalt and 24 wt.% in rhyolite, 
while at 15 GPa and 2273 K, the solubility of CO2 is about 
37 wt.% in basalt and 34 wt.% in rhyolite. Although 
Guillot and Sator (2011) predict excellent agreement of 
solubility with experiments, the form in which carbon 
exists (CO2 vs. CO3

2‐) is significantly different than experi
mental observations (see below).

16.3.2. Carbon Coordinated by Oxygen

Guillot and Sator (2011) found that the proportion of 
CO3

2‐ increases with increasing pressure and decreases 
with increasing temperature relative to CO2. Although 
experiments on quenched mafic melts have shown that 
carbon exists exclusively as CO3

2‐ (e.g. Fogel & Rutherford, 
1990; Shishkina et al., 2014; Thibault & Holloway, 1994), 

Guillot and Sator predicted a significant CO2 content 
(CO2/[CO2+CO3

2‐]~0.6 at 1873 K), noting that a low‐ 
temperature extrapolation to 300 K would agree with the 
experimental results, implying that the speciation (and 
thus, solubility) of carbon in the recovered silicate glasses 
(i.e. quenched silicate melt) is not an accurate representa
tion of the high‐temperature silicate melt. The implica
tion is that the experimental results on carbon‐bearing 
silicate glasses are unreliable. However, when the CO2/
(CO2+CO3

2‐) ratio is plotted for the computational studies 
on carbon‐bearing MgSiO3 (Ghosh et  al., 2017) and 
carbon‐bearing pyrolite (Solomatova et  al., 2019), the 
concentrations of CO2 are substantially lower than in 
Guillot and Sator (2011) at comparable temperatures 
(Figure  16.2). For example, at 2–3 GPa, Ghosh et  al. 
(2017) observed 1%–4% CO2/(CO2+CO3

2‐) at 2200 K in 
MgSiO3, but Guillot and Sator (2011) observed 70% CO2/
(CO2+CO3

2‐) at 2273 K in MORB. The discrepancy bet
ween the computational studies may be best explained by 
the difference in methodology. Guillot and Sator (2011) 
used classical molecular dynamics on a CO2 saturated 
composition (~25 wt.% CO2 at 10 GPa), but Ghosh et al. 
(2017) and Solomatova et al. (2019) used ab initio molec
ular dynamics on melts with 5–16 wt.% CO2. Vuilleumier 
et al. (2015) used a combination of classical and ab initio 
molecular dynamics to study the speciation of carbon in 
basaltic and kimberlitic melts with ~20 wt.% CO2 at 2073 
K and 12 GPa, finding that most of the carbon exists as 
CO3

2‐. With ab initio molecular dynamics, the CO2/
(CO2+CO3

2‐) ratio is 0.15 for the basaltic melt and 0.03 
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Figure 16.2 Molar ratio, CO2/(CO2+CO3
2‐), as a function of pressure and temperature. Guillot and Sator (2011) 

predict significantly more CO2 relative to CO3
2‐ in MORB melt than Ghosh et al. (2017), Solomatova et al. (2019), 

and this study in enstatite melt (en), pyrolite melt (py), and forsterite melt (fo), if an extrapolation to lower temper-
atures is made. In fact, the high CO2/(CO2+CO3

2‐) ratios predicted by Guillot and Sator (2011) at 2273 K are only 
achieved at 5000 K in Ghosh et al. (2017) and Solomatova et al. (2019). Experiments on basaltic melts at 1–4 GPa 
and 1000–2200 K observe no CO2 (Fine & Stolper, 1986; Fogel & Rutherford, 1990; Shishkina et al., 2014; Thibault 
& Holloway, 1994), in agreement with Ghosh et al. (2017) and in disagreement with Guillot and Sator (2011). See 
electronic version for color representation of the figures in this book.
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for the kimberlitic melt, but with classical molecular 
dynamics, the ratio is approximately 0.2 for both melts, 
higher than what is predicted with classical molecular 
dynamics. At similar conditions (~10–15 GPa and 2200 
K), Ghosh et  al. (2017) observed essentially no CO2 in 
MgSiO3 melt, similar to the results of Vuilleumier et al. 
(2015) for kimberlitic melt with ab initio molecular 
dynamics.

In carbonated forsterite melts, the fate of carbon 
depends on its entry state in the system and, consequently, 
on the oxidation state of the melt. The general tendency is 
that the coordination of carbon by oxygen increases with 
increasing pressure. In forsterite melt with carbon species 
added as CO2 and MgCO3, carbon exists almost exclu
sively in the form of CO3

2‐ and increases in coordination 
to CO4

4‐ with increasing pressure such that carbon in the 
melt is mostly CO4

4‐ at core‐mantle boundary pressures. In 
forsterite with reduced carbon added, carbon exists as a 
mixture of C, CO, and CO2; with increasing pressure, 
carbon increases coordination to CO3

2‐. At lower‐mantle 
pressures, carbon in the reduced forsterite melt exists as an 
approximately even mixture of CO, CO2, and CO3

2‐ with 
no CO4

4‐. The relative proportions of CO2, CO3
2‐, and 

CO4
4‐ are similar at all mantle pressures regardless of the 

melt chemistry (pyrolite, enstatite, or forsterite), as dem
onstrated in Figure 16.3.

16.3.3. Carbon Complexes

Although at ambient pressure carbon exists in silicate 
melts exclusively in unpolymerized forms (e.g. CO, CO2, 
and CO3

2‐), with increasing pressure it becomes increas
ingly polymerized (i.e. a higher fraction of carbon atoms 
are bonded to other carbon atoms) and the carbon species 
increasingly complex (Ghosh et  al., 2017; Solomatova 
et al., 2019). For example, in pyrolite with 3.35 wt.% CO, 
nearly none of the carbon is polymerized while at 0 GPa, 
whereas most of the polymerized carbon exists in C2O, 
C2O2, and C2O3 molecules at ~60 GPa and predominantly 
as C2O2‐6 and C3O4‐6 molecules at ~115 GPa and 4000 K 
(Solomatova et  al., 2019). At 12 GPa and 2073 K, 
Vuilleumier et al. (2015) observed that about 3.7% of all 
carbon species in basalt + 20 wt.% CO2 are C2O5, which 
means that 7% of carbon atoms are bonded to another 
carbon atom, similar to pyrolite + 9.82 wt.% CO2, in 
which 5% of carbon is polymerized (Solomatova et al., 
2019), and MgSiO3 + 16.1 wt.%, in which 7% of carbon 
is polymerized (Ghosh et  al., 2017), at an equivalent 
pressure and 4000 K (Figure 16.3).

The polymerization of  carbon is inversely dependent 
on temperature because of  the increase in entropy with 
decreasing polymerization. At 3000 K and 20 GPa, 
pyrolite with 3.35 wt.% CO has 45% of  its carbon poly
merized, whereas at 5000 K only about 3% of  its carbon 

is polymerized (Figure 16.4; Solomatova et al., 2019). In 
addition to the carbon‐carbon polymerization, the 
degree of  clustering between carbon atoms and other 
cations (predominantly, iron and silicon) also increases 
with increasing pressure (Figure 16.4). The predisposi
tion of  carbon to bond directly to iron suggests that 
carbon would follow iron during segregation of  an iron‐
rich metallic liquid during core formation in the early 
Earth, both prior to and after the moon‐forming impact.

The oxidation state of  the melt has a significant effect 
on the types of  species present (Ghosh et  al., 2017; 
Solomatova et al., 2019). For example, the abundance of 
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carbonate ions relative to molecular carbon dioxide is 
positively correlated to oxygen fugacity. More oxidized 
pyrolitic melts only contain C2O4, C2O5, C2O6, and C2O7, 
with nearly no C3Ox species forming while the more 
reduced melts have a wide range of  CxOy species present. 
The oxygen fugacity of  the melt is negatively correlated 
with the degree of  carbon‐carbon polymerization, as 
well as the degree of  direct carbon‐iron and carbon‐
silicon bonding. Thus, more carbon will bond to other 
carbon atoms and other cations, such as iron and silicon, 
in a more reducing environment. Indeed, as Figure 16.4 
shows, there is a considerably larger amount of  direct 
carbon‐iron bonds for the pyrolite + CO compositions 
than for the pyrolite + CO2 compositions. The same is 
true, and maybe even more pronounced, for the carbon‐
silicon bonds in case of  the forsterite + C compared to 
forsterite + CO2. The pyrolite + CO2 and forsterite + 
CO2 show similar behavior, suggesting once more that 
the oxygen fugacity and/or the state of  entry of  C into 
the system are the dominant factors determining its spe
ciation. These findings are in agreement with experi
mental studies that observed direct carbon‐silicon bonds 
in reduced ferrobasalt melt (Kadik, 2004) and reduced 
SiLiOC melt (Sen et al., 2013).

16.3.4. Elemental Diffusivities

Ghosh and Karki (2017) examined the transport 
properties of  MgSiO3 enstatite melt with 16.1 wt.% CO2 
at 2200–5000 K up to 140 GPa and found that the 
addition of  carbon increases the diffusivity rates of  all 
elements. However, the diffusivity rates of  cations in 
more complex melts, such as basalt and kimberlite at 12 
GPa and 1273 K (Vuilleumier et al., 2015) and pyrolite 
up to 140 GPa and 3000–5000 K, appear to be unaf
fected by the presence of  carbon (Figure 16.5). The dif
fusion rates of  oxygen and magnesium are nearly 
identical in carbonated pyrolite and carbonated 
enstatite, while silicon and carbon appear to have higher 
diffusion rates in carbonated pyrolite than in carbon
ated enstatite, indicating that as network formers, 
silicon and carbon are more mobile in the less polymer
ized pyrolite melt relative to the more polymerized 
enstatite melt. There is good agreement in the change 
of  slope of  the elemental diffusivities with pressure at 
around 5 GPa and 4000 K in the different melts. At 
3000 K, the diffusion rates of  magnesium, silicon, 
carbon, and oxygen increase with decreasing polymeri
zation of  the melt: enstatite < pyrolite < forsterite 
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(Figure 16.6). When the atoms are more strongly bound 
in a silicate network, their diffusion rates are lower.

16.3.5. Equation of State

Solomatova et  al. (2019) found that K0 is generally 
positively correlated with the degree of  oxidation and 
negatively correlated with temperature and carbon 
concentration; K’0 is positively correlated with the 
degree of  oxidation, temperature, and carbon 
concentration. Table  16.2 lists the equation of  state 
parameters for a wide range of  melts. Solomatova et al. 
find that the density difference between carbon‐bearing 
and carbon‐free pyrolite melts is larger at low pressure 
(where the density ratio of  carbonated pyrolite to pure 
pyrolite ranges from 0.90 to 0.97 at 0 GPa), while above 
10–20 GPa the densities converge, resulting in a density 
ratio of  about 0.98–1. Consequently, carbon‐bearing 
melts would be expected to be relatively less buoyant at 
lower‐mantle pressures than at pressures of  the upper 
mantle.

16.3.6. Diamond Formation

From a strict thermodynamical point of view, dia
monds should not exist on the surface of the Earth. We 
find them naturally in rocks because they form at depth 
and are brought to the surface by uprising molten rock 
(magmas). Some of these diamonds coming from the 
deep mantle contain geochemical and mineralogical keys 
to the functioning of the entire silicate mantle. Hence, 
understanding their formation is fundamental to tracing 
the cycles of matter inside our planet. The formation of 
diamonds in Earth’s deep mantle is poorly understood 
due to the limitations of experimental methods and our 
inability to access the diamond‐forming depths of the 
mantle. Diamonds likely form in a wide range of pressure‐
temperature regimes and chemical environments 
(Cartigny et al., 2001; Kaminsky, 2012; Meyer, 1985). In 
the uppermost mantle, diamonds are thought to form 
during metamorphic reactions (Boyd & Finnerty, 1980), 
metasomatism (Shee et  al., 1982; Sverjensky & Huang, 
2015) and in magmatic processes (Meyer, 1985). It has 
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Figure 16.6 Elemental diffusivities of magnesium, silicon, oxygen, and carbon at 3000 K in pure pyrolite melt 
(“pure py”), pure enstatite melt (“pure en”), pyrolite melt with 3.35 wt.% CO (“py + 3 wt.% CO”), pyrolite melt 
with 5.16 wt.% CO2 (“py + 5 wt.% CO2”), forsterite melt with 4.09 wt.% C (“fo + 4 wt.% C”), forsterite melt with 
7.25 wt.% CO2 (“fo + 7 wt.% CO2”) and forsterite melt with 13.52 wt.% CO2 (“fo + 14 wt.% CO2”), and enstatite 
melt melt with 16.1 wt.% CO2 (“en + 16 wt.% CO2”). Pyrolite data is from Solomatova et al. (2019), forsterite data 
is from this study, and enstatite data is from Ghosh and Karki (2017). See electronic version for color representa-
tion of the figures in this book.
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been proposed that many of the diamonds interpreted to 
have originated in the transition zone and lower mantle 
formed from subducted carbon (Burnham et  al., 2015; 
Pal’yanov et  al., 2002; Walter et  al., 2011; Zedgenizov 
et al., 2015). However, it is likely that a fraction of super
deep diamonds, many of which may have never reached 
the surface, formed during the crystallization of the 
mantle after the moon‐forming impact in the Hadean 
and subsequently during the Archaean and Proterozoic 
eons (Gurney et al., 2010; Helmstaedt et al., 2010). There 
have been a few computational ab initio studies exam
ining the behavior of carbon in silicate melts with a focus 
on carbon coordination by oxygen (Ghosh et al., 2017; 
Guillot & Sator, 2011; Vuilleumier et al., 2015); however, 
there have been no computational studies characterizing 
the genesis of diamonds in pyrolitic melts.

The analysis of diamonds in metamorphic rocks pro
vides some information on the depths at which the dia
monds formed and the mechanisms by which they grew. 
For example, octahedral diamonds in peridotitic and 
eclogitic rocks displayed a spiral growth mechanism, 
indicating that the crystal moved freely in carbon‐bearing 

silicate melt (Bulanova, 1995). The formation and growth 
of diamonds has been experimentally observed in a kim
berlitic melt at 1800 °C–2200 °C and 7–7.7 GPa (Arima 
et  al., 1993), and from dolomite+iron through carbon‐
iron redox reactions (Dorfman et al., 2018). However, the 
coordination of carbon in the melt and the mechanism of 
subsequent polymerization of carbon could not be deter
mined due to limitations in experimental techniques.

Although redox reactions, such as the oxidation of 
methane or reduction of carbon dioxide, have been consid
ered a necessary step for the formation of diamonds, it has 
been recently shown that diamonds can form from a reac
tion of carboxylates (e.g. acetate [CH3COO‐]) with water at 
constant oxygen fugacity (Sverjensky et al., 2014; Sverjensky 
& Huang, 2015). In pyrolitic melts, Solomatova et al. (2019) 
observed various oxo‐carbon species, such as C2O2, i.e. eth
ylenedione, and C2O4, i.e. oxalate, (Figure 16.5), suggesting 
that in the presence of hydrogen, the formation of dia
monds from acetate is possible. These polymerized carbon 
chains are reminiscent of carboxylates and may be consid
ered precursors to the formation of diamonds. This sug
gests a mechanism for diamond formation in pyrolitic melts 

Table 16.2 Equation of state parameters for silicate melts with varying concentrations of carbon. We compare our results 
to the experimental studies on carbon‐bearing peridotitic and basaltic melts (Sakamaki et al., 2011[not in refs]; Ghosh et al., 
2007[2009 or 2017?]). An isothermal fourth‐order Birch Murnaghan equation of state was fitted to the pressure‐density data 
sets for the pyrolite and carbonated Mg2SiO4 melts. An isothermal third‐order Birch Murnaghan equation of state was used to fit 
the pressure‐volume data for Mg2SiO4 (this study), MgSiO3 (Ghosh et al., 2017), peridotite (Sakamaki et al., 2011[no]) 
and basalt (Ghosh et al., 2007[no]).

Melt Composition T (K) ρ0 (g/cm3) K0(GPa) K’0 K”0

pyrolitea

3000

2.265(2) 12.3(1) 7.8(1) –2.4(1)
pyrolite + 3.35 wt.% COa 2.19(6) 12(5) 7(3) –2(3)
pyrolite + 5.16 wt.% CO2

a 2.14(1) 10.0(6) 7.6(4) –2.5(5)
Mg2SiO4

b 2.658(1) 56.3(2) 3.60(4) —
Mg2SiO4 + 0.53 wt.% Cb 2.4(1) 24(10) 6(1) –0.5(5)
Mg2SiO4 + 1.92 wt.% CO2

b 2.13(5) 10(6) 6.0(5) –1.0(4)
Mg2SiO4 + 3.61 wt.% MgCO3

b 2.684(7) 39(1) 4.75(8) –0.13(1)
MgSiO3 

c 2.56(2) 18(1) 6.9(2) —
MgSiO3 + 5.2 wt.% CO2 

c 2.43(3) 16(2) 6.5(2) —
peridotite + 2.5 wt.% CO2

d — 23(1) 7(1) —
basalt + 5 wt.% CO2, expe — 16(1) 5.2(2) —

pyrolitea

4000

2.03(4) 8(1) 8(1) –4(3)
pyrolite + 3.35 wt.% COa 1.92(4) 7(2) 6.7(9) –2(1)
pyrolite + 5.16 wt.% CO2

a 1.96(4) 9(2) 6.2(9) –1(1)
pyrolite + 6.48 wt.% COa 1.71(4) 3.3(6) 8.2(6) –8(3)
pyrolite + 9.82 wt.% CO2

a 1.78(1) 3.8(3) 8.8(4) –9(2)

pyrolitea

5000
1.77(2) 4.9(6) 7.4(5) –4(1)

pyrolite + 3.35 wt.% COa 1.56(5) 2.2(8) 9(2) –17(15)
pyrolite + 5.16 wt.% CO2

a 1.56(6) 2(1) 10(3) –19(24)

a Ab initio molecular dynamics calculations on pyrolite melt from Solomatova et al. (2019).
b Ab initio molecular dynamics calculations on Mg2SiO4 forsterite melt, this study.
c Ab initio molecular dynamics calculations on MgSiO3 enstatite melt from Ghosh et al. (2017).
d Experimental results on peridotite melt from Sakamaki et al. (2011).
e Experimental results on basalt melt from Ghosh et al. (2007).
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at large depths that does not necessitate the direct formation 
of oxygen‐free carbon clusters; instead, diamond embryos 
on the nano scale could form through a pathway involving 
polymerized hydrocarbons, as described in Sverjensky et al. 
(2014) and Sverjensky and Huang (2015).

16.4. CONCLUSIONS

Experiments on silicate melts have demonstrated that 
at 1–4 GPa and 1000 °C–2000 °C, both the solubility and 
speciation of carbon depend most strongly on pressure 
and composition. Carbon solubility increases rapidly 
with small increases in pressure and is generally positively 
correlated with the concentration of CaO in the melt, 
while the CO2/(CO2+CO3

2‐) ratio is negatively correlated 
with pressure and is highly sensitive to the silica content, 
such that carbon exists almost exclusively as CO2 in silica‐
rich felsic melts (e.g. rhyolite) and as CO3

2‐ in silica‐poor 
mafic melts (e.g. basalt). Meanwhile, molecular dynamics 
simulations of silicate melts at 0–140 GPa and 1400–5000 
K have come to a general conclusion that there is a strong 
positive correlation of carbon solubility with pressure, a 
weak negative correlation of solubility with temperature, 
and a positive correlation of CO2/(CO2+CO3

2‐) with tem
perature. Simulations predict that the concentration of 
CO2 sharply decreases at the expense of CO3

2‐ with 
increasing pressure between 0 and 5 GPa, in agreement 
with experimental observations; between 10 and 140 
GPa, pressures above what has been achieved by most 
experiments on carbonated silicate melts, CO4

4‐ species 
appear and their concentration increases with increasing 
pressure at the expense of CO2+CO3

2‐.
Here we also demonstrate a need for high‐pressure 

high‐temperature experiments on carbonated multicom
ponent silicate melts to confirm the computationally pre
dicted carbon‐carbon polymerization, carbon‐silicon 
bonding, and carbon‐iron complexes. Ab initio computa
tional studies on CO2‐H2O‐bearing silicate melts would 
help understand the effect of water on carbon’s speciation 
and solubility. The detailed effect of composition and 
polymerization in complex silicate melts needs to be deter
mined both experimentally and computationally, to thor
oughly understand the speciation and solubility of carbon 
in the interior of the Earth. Finally, to constrain the 
carbon concentration of Earth’s interior, it is crucial to 
determine the fraction of carbon that was retained in the 
planet after the Giant Impact via calculations on the vol
atility of carbon in pyrolitic‐type melt and of partitioning 
between the molten magma ocean and molten core.
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17.1. INTRODUCTION

On million‐year to billion‐year timescales, the whole 
Earth carbon cycle is controlled by exchange between two 
reservoirs: the exosphere, which includes the atmosphere, 
crust, and ocean, and the mantle. This exchange plays an 
important role in long‐term climate variability and in 
deep earth dynamics (Dasgupta & Hirschmann, 2010; 
Hayes & Waldbauer, 2006; Sleep & Zahnle, 2001). While 
the outgassing of carbon occurs through magmatic and 
volcanic processes at many volcanic centers, ingassing is 
achieved via subducting slabs that contain carbonated 

basaltic crust and carbon‐bearing sediments (Dasgupta, 
2013; Dasgupta & Hirschmann, 2010; Kelemen & 
Manning, 2015). As these slabs pass beneath volcanic 
arcs, a portion of this slab carbon is transported upward 
into the volcanic arc mantle source. The remaining 
carbon is transported to greater depths, where it may 
eventually be released into other areas of the mantle (e.g., 
Thomson et al., 2016) or become effectively sequestered 
within the residual slab material. The proportion of 
carbon released from the slab at sub‐arc conditions and 
the exact agent that transports carbon to the arc magma 
mantle source remains incompletely constrained.

Measurements of carbon isotopes and CO2/
3He ratios 

of volcanic arcs indicate that ~71%–96% of carbon out-
gassed comes from the subducted slab (de Leeuw et al., 
2007; Sano & Williams, 1996; Shaw et al., 2003). Most 
subduction zones today are likely too cold to liberate 
significant amounts of stored carbon via dry partial 
melting or decarbonation. However, increasing evidence 
indicates that many subduction zones likely undergo 

The Effect of Variable Na/K on the CO2 Content of Slab‐Derived 
Rhyolitic Melts
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ABSTRACT

We conducted high pressure, high temperature experiments to investigate the effect of variable alkali ratio on the 
CO2‐rich fluid solubility in hydrous rhyolitic melts at sub‐arc depths. Experiments were performed at 3.0 and 1.5 
GPa, 1300 °C on rhyolitic compositions similar to low‐degree partial melts of subducted slab lithologies, with 
fixed total alkalis (Na2O+K2O ~11.5 wt.%, volatile‐free), but Na# (molar Na2O/[Na2O+K2O]) varying from 0.15 
to 0.88. In the experimental glasses, total dissolved CO2 (CO2

tot.) ranged from 2.14 ± 0.07 to 3.20 ± 0.07 wt.% at 
3.0 GPa, and from 0.70 ± 0.02 to 1.19 ± 0.02 wt.% at 1.5 GPa. Experiments showed a general positive correla-
tion between Na# and CO2

tot., with the exception of the highest Na# experiment at 1.5 GPa. Carbon was dis-
solved as molecular CO2 (CO2

mol.) and carbonate (CO3
2‐). As Na# increased, CO2

mol./CO2
tot. decreased from 0.94 

to ~0.00 in the 1.5 GPa experiments and from 0.65 to 0.05 in the 3.0 GPa experiments. Variability in CO2 
concentration is larger and more clearly correlated with Na# at 3.0 GPa, indicating that this effect is pressure 
dependent. Our results show that compositional variability in silicic melts must be considered to accurately place 
constraints on the limit of CO2 transfer in subduction zones.
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fluid‐saturated slab melting (e.g., Kerrick & Connolly, 
2001), and that this melt is a feasible carrier of CO2 into 
arc source regions (Cooper et  al., 2012; Duncan & 
Dasgupta, 2015; Martin & Hermann, 2018; Skora et al., 
2015; Syracuse et al., 2010). Therefore, carbon carrying 
capacity, as CO2, of the slab partial melt places an upper 
limit on the amount of carbon that reaches arc source 
regions from subducting slabs. Previous work that con-

sidered melting of subducted lithologies found that with 
the exception of carbonatitic and carbonated silicate 
melts generated at comparatively high pressures (e.g., 
Thomsen & Schmidt, 2008; Tsuno et al., 2012), the partial 
melts generated were generally rhyolitic in composition 
(Figure 17.1; e.g. Schmidt, 2015). Therefore, determining 
CO2 carrying capacity of rhyolitic partial melts is crucial 
to understanding carbon flux in subduction settings.
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Figure 17.1 Starting compositions (squares) and microprobe analysis (circles) of volatile‐free starting composi-
tions (Table 17.1), compared with past experimental work on CO2 dissolution in hydrous rhyolite (PMSCH; 
Duncan & Dasgupta, 2014), past experimental work that determined partial melt compositions of slab lithol-
ogies: dry metapelite (open diamonds; Spandler et al., 2010); fluid‐present, hydrous pelite (inverted triangles; 
Hermann & Green, 2001; Hermann & Spandler, 2008; Johnson & Plank, 1999; Schmidt et al., 2004; Tsuno & 
Dasgupta, 2012); dry, carbonated pelite (gray diamonds; Tsuno & Dasgupta, 2011); fluid‐present, hydrous, car-
bonated pelite (stars; Thomsen & Schmidt, 2008; Tsuno & Dasgupta, 2012); hydrous graywacke (inverted trian-
gles; Auzanneau et al., 2006; Schmidt et al., 2004); hydrous basalt (triangles; Carter et al., 2015; Klimm et al., 
2008; Laurie & Stevens, 2012; Mann & Schmidt, 2015; Martin & Hermann, 2018; Prouteau et al., 2001; Qian & 
Hermann, 2013; Rapp & Watson, 1995; Sen & Dunn, 1994; Skora et al., 2015; Wolff et al., 2013); and natural 
rhyolite compositions from previous CO2 solubility studies (large black diamonds; Blank et al., 1993; Fogel & 
Rutherford, 1990; Tamic et al., 2001). See electronic version for color representation of the figures in this book.
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Many previous studies that investigated the CO2 solu-
bility of rhyolitic melts were either at pressure‐ temperature 
(P‐T) conditions not relevant to the sub‐arc mantle 
(Blank et  al., 1993; Fogel & Rutherford, 1990; Tamic 
et al., 2001), or used simplified melt compositions (Brey, 
1976; Mysen, 1976; Mysen et al., 1976; Mysen & Virgo, 
1980a). More recent work (Duncan & Dasgupta, 2014, 
2015) investigated the CO2 carrying capacity of slab‐
derived melts by focusing on CO2 dissolution in a model 
rhyolitic partial melt composition of subducted slab 
lithologies over the appropriate P‐T range. These studies 
found that differences in CO2 dissolution in silicate melts 
were linked to the degree of melt polymerization caused 
by varying amounts of SiO2 or H2O (Fogel & Rutherford, 
1990; Mysen, 1976), where less polymerized melts have a 
higher CO2 capacity (e.g., Brooker et al., 2001; Eguchi & 
Dasgupta, 2018).

Other factors controlling melt polymerization include 
major cation proportions, which are a potentially impor-
tant control on CO2 capacity. Dixon (1997) presented a 
model that incorporates a CO2 dependence on relative 
amounts of Ca2+, Mg2+, Na+, and K+ in basaltic melts, 
consistent with subsequent studies that found CO2 con-
centrations in mafic melts increased with total alkali 
content (e.g. Ni & Keppler, 2013) and that for mafic‐
ultramafic melts both Ca2+ and Mg2+ complexes with 
CO3

2‐, with the affinity of Ca2+ being much stronger 
(Duncan et al., 2017). One study at low pressures found 
that melt CO2 capacity increased with increasing Na# = 
Na2O/(Na2O+K2O) on a molar basis, in phonotephritic 
melts (Vetere et  al., 2014), while another found the 
opposite trend in nephelinitic melts (Morizet et al., 2014). 
This contradiction may be due to other differing compo-
sitional factors between the two studies. No similar work 
has been done in rhyolitic partial melts, and the contra-
dictory results of the two previous studies, albeit on more 
silica‐poor melts, leaves a gap in our knowledge on the 
possible effect of Na# on CO2 carrying capacity of slab‐
derived silicic melts. Given that rhyolitic melts are poor in 
Ca, Mg, and Fe, Na# is an important compositional var-
iable to explore.

In combination with a wide range of P‐T conditions, 
compositional heterogeneity in subducting materials pro-
duce a wide spectrum of partial melt compositions. 
Previous experiments that determined partial melt com-
positions of both silicic sediment and hydrous basalt 
report a wide range of Na# from 0.07 to 0.98 (Figure 17.1, 
see caption for references). This ratio is sensitive to the 
P‐T conditions at which a melt is generated; Na becomes 
more compatible in residual lithologies at high pressures, 
driving a decrease in Na# in partial melts with increasing 
pressure (Poli & Schmidt, 2002).

To investigate the compositional dependence of  CO2 
dissolution in slab‐derived, hydrous, silicic melts, we 
conducted piston cylinder experiments on rhyolitic 

partial melts under P‐T conditions relevant to subduc-
tion zones. In order to isolate the effects of  alkalis from 
other cations, we focused our investigation on composi-
tions with variable alkali ratios that were otherwise 
identical.

17.2. METHODS

17.2.1. Starting Material

Starting compositions were variations of the PMSCH 
composition from Duncan and Dasgupta (2014), which 
in turn was modeled from previous studies of low‐degree 
partial melts of subducted lithologies (Figure  17.1, 
Table 17.1). The three main starting compositions for this 
study were identical to PMSCH in all major elements 
except for Na2O and K2O, which varied in concentration 
while maintaining a fixed total alkali content (~11.5 
wt.%). Na# ranged from 0.15 to 0.88, which spans the 
Na# of both sediment and hydrous basalt partial melts. 
Synthetic starting compositions were made from powders 
of oxides (SiO2, TiO2, Al2O3, MnO2, MgO, P2O5) and car-
bonates (FeCO3, CaCO3, Na2CO3, K2CO3) to add ~7 
wt.% CO2, and Al(OH)3 to add ~3 wt.% H2O (Table 17.1). 
To further assess the effects of H2O and SiO2 on CO2 dis-
solution, two additional mixes were made: one with a 
Na# of 0.15 but a higher H2O content, and a second with 
a Na# of 0.46 but a slightly higher concentration of SiO2 
(PMSCH‐R). In the subsequent discussions, we focus pri-
marily on experimental results from the three main com-
positions. Starting oxides were fired for several hours 
prior to mixing to avoid excess absorbed water. 
Components were then weighed, mixed, and ground in 
ethanol for 60 minutes to homogenize the starting powder, 
then stored in a 110 °C oven along with assembly parts to 
minimize moisture absorption.

17.2.2. Experimental Technique

Experiments were conducted in an end‐loaded piston 
cylinder device in a half‐inch BaCO3 assembly at Rice 
University. Au75Pd25 capsules containing the starting 
mixtures were embedded in crushable MgO spacers. 
Pressure calibration and temperature gradient for this 
assembly and apparatus is reported in Tsuno and 
Dasgupta (2011). Temperature was controlled and mon-
itored using a type C thermocouple, placed above the 
capsule, separated by a 1 mm MgO disc. Experiments 
were pressurized to 3.0 GPa or 1.5 GPa, then heated at 
100 °C/min to 1300 °C and held for 48 hours, after which 
they were quenched by turning off  power to the heater 
while maintaining pressure on the assembly. The capsule 
was then depressurized slowly, cut in half  with a wire 
saw, set in PETROPOXY 154, and polished for 
analysis.
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17.2.3. Analytical Techniques

Major elements were measured using a Cameca SX 100 
electron microprobe at NASA Johnson Space Center, 
with an accelerating voltage of 15 kV, an electron beam 
current of 10 nA, and a 20 μm spot. Counting times for 
Si, Al, Ca, Ti, Fe, Mn, and Mg were 30 s on peak and 10 
s on each background, and for Na, P, and K were 20 s on 
peak and 10 s on each background. Natural minerals and 
synthetic glasses were used as analytical standards. 
Averages of analyses on several spots of each experiment 
on each glass are reported in Table 17.2.

CO2 and H2O speciation and abundances were determined 
using a Thermo Nicolet Fourier Transform Infrared 
Spectrometer at Rice University. Experimental glasses were 
doubly polished to 15–50 μm, then cleaned with acetone 
before analysis. Conditions were set to 128 scans, at 4 cm‐1 
resolution, and a 40 μm spot size under a nitrogen purge. 
Peaks attributed to water were detected at 3530 cm‐1 
(OH‐+H2O: O‐H stretching) and at 1630 cm‐1 (molecular 
water). Peaks attributed to carbon were detected at 2349 cm‐1 
(molecular CO2, CO2

mol.) and from 1425 cm‐1 to 1530 cm‐1 
(carbonate doublet, CO3

2‐); concentration of CO3
2‐, calcu-

lated as CO2, was determined using the 1425 cm‐1 peak, and 
total dissolved CO2 (CO2

tot.) was simply CO2
mol. + CO3

2‐. Peak 
heights and areas were measured with linear backgrounds.

Volatile concentrations in the glass were quantified 
with the Beer‐Lambert law:

 C M A di i j j100* / , (17.1)

where Ci is the concentration of species i in weight per-
cent, Mi is the molecular weight of  the species, Aj is the 
absorbance of band j, unitless or in cm‐1, d is the  thickness 

of the section in cm, ρ is the calculated density of the 
glass in g L‐1 (Lange & Carmichael, 1987; Silver, 1988), 
and εj is the absorption coefficient for the peak j in  
L mol‐1 cm‐1 or L mol‐1 cm‐2 from previous studies (Duncan 
& Dasgupta, 2015; Silver & Stolper, 1989; Stolper et al., 
1987). Sample thickness was measured using a digital 
micrometer after the analysis and calculated using the 
“interference fringe” method (Tamic et  al., 2001) that 
uses λ = 1/2dn with an empirical value for refractive index 
(n) and λ measured from each spectrum.

17.3. RESULTS

17.3.1. Texture and Major Element Composition

Quench products showed a glassy phase with large, 
rounded vesicles, indicating the presence of a CO2‐rich 
vapor phase. In each experimental glass, the electron 
microprobe total was less than 100%, ranging from 
92.55% to 99.02%, suggesting the presence of dissolved 
volatiles (Table 17.2). While measured glass compositions 
generally match starting materials, at both pressures there 
were some deviations from the starting compositions. For 
example, experimental glasses from the three main com-
positions varied in SiO2 content from ~68 to 75 wt.% and 
CaO content from ~1.2 to 1.6 wt.%. However, the mea-
sured analyses of a given composition were consistent.

We did attempt to estimate oxygen fugacity (fO2) of 
these experiments based on the amount of iron that was 
dissolved in the AuPd capsule; unfortunately, the dis-
solved Fe concentrations were within the error of the 
measurement, making calculation of fO2 highly uncer-
tain. However, the absence of graphite in the quench 
products and evidence for equilibrium with a CO2 rich 

Table 17.1 Starting compositions used in the experiments.

Comp. PMSCH‐A1 PMSCH‐A2 PMSCH‐A3a PMSCH‐R PMSCHb

SiO2 68.85 68.87 68.86 73.01 68.77
TiO2 0.50 0.50 0.50 0.30 0.50
Al2O3 15.68 15.67 15.67 13.00 15.71
FeO 0.99 0.99 0.99 0.88 0.99
MnO 0.50 0.50 0.50 0.34 0.50
MgO 0.09 0.09 0.09 0.26 0.19
CaO 1.47 1.47 1.47 1.00 1.47
Na2O 9.51 6.30 1.20 4.00 4.19
K2O 2.01 5.22 10.33 7.00 7.33
P2O5 0.41 0.38 0.39 0.21 0.35

Total 100.00 100.00 100.00 100.00 100.00
Na# 0.88 0.65 0.15 0.46 0.46
NBO/T 0.10 0.08 0.04 0.07 0.06

H2O 8.46 7.83 6.80 6.95 7.49
CO2

tot. 3.00 3.00 3.00 3.00 3.00

a This mix was made twice; the second contained a water content ~8 wt.%.
b Compositions re‐reported from Duncan and Dasgupta (2014).



Table 17.2 Measured experimental glass compositions and run conditions.

PMSCH‐A1 PMSCH‐A2 PMSCH‐A3 PMSCH‐A3a PMSCH‐R PMSCHb

Run No. B311 B319 B316 B321 B331 B337 B308 B323 B322 B229 B231 B116 B139

P (GPa) 3.0 1.5 3.0 1.5 3.0 1.5 3.0 3.0 1.5 3.0 2.5 3.0 1.5
T (°C) 1300 1300 1300 1300 1300 1300 1300 1300 1300 1300 1300 1300 1300
Tae (°C) 530 566 525 533 523 537 503 501 526 513 529 537 563
n 10 10 10 10 10 10 10 10 10 20 20 9 10

SiO2 70.6 (1) 72.8 (3) 75.4 (8) 75.3 (2) 69.7 (2) 67.8 (3) 70.6 (4) 72.0 (3) 71.9 (2) 74.6 (3) 74.1 (4) 71.6 (3) 70.1 (2)
TiO2 0.46 (3) 0.45 (2) 0.55 (4) 0.56 (5) 0.50 (3) 0.49 (4) 0.52 (3) 0.59 (2) 0.53 (3) 0.31 (3) 0.32 (3) 0.50 (3) 0.50 (2)
Al2O3 14.9 (1) 15.3 (2) 10.1 (2) 10.01 (6) 14.6 (2) 14.1 (1) 15.6 (2) 14.8 (2) 15.0 (1) 12.4 (2) 12.4 (3) 15.1 (1) 14.6 (2)
FeO 0.20 (4) 0.05 (3) 0.24 (8) 0.13 (3) 0.09 (5) 0.24 (4) 0.16 (3) 0.20 (5) 0.08 (2) 0.25 (7) 0.4 (1) 0.56 (9) 0.17 (4)
MnO 0.35 (3) 0.11 (2) 0.30 (5) 0.30 (5) 0.19 (5) 0.32 (5) 0.33 (5) 0.39 (4) 0.19 (3) 0.18 (5) 0.21 (4) 0.34 (4) 0.21 (3)
MgO 0.50 (5) 0.29 (3) 1.2 (4) 0.45 (3) 0.31 (2) 0.31 (3) 0.30 (2) 0.42 (3) 0.5 (1) 0.44 (3) 0.47 (4) 0.41 (1) 0.9 (2)
CaO 1.58 (6) 1.20 (4) 1.4 (3) 1.66 (5) 1.44 (5) 1.4 (1) 1.59 (6) 1.56 (8) 1.57 (5) 0.95 (7) 1.08 (6) 1.53 (5) 2.3 (2)
Na2O 9.5 (1) 8.00 (9) 6.1 (2) 6.7 (1) 1.07 (5) 1.13 (7) 1.21 (6) 1.12 (5) 1.15 (4) 3.9 (2) 4.1 (1) 3.5 (1) 4.31 (8)
K2O 1.87 (1) 1.76 (9) 4.7 (1) 4.7 (1) 9.0 (1) 8.9 (1) 9.49 (9) 8.75 (9) 8.8 (1) 6.8 (1) 6.8 (1) 6.3 (2) 6.77 (9)
P2O5 0.11 (5) 0.06 (6) 0.13 (6) 0.13 (8) 0.3 (1) 0.3 (1) 0.26 (8) 0.23 (1) 0.19 (5) 0.16 (8) 0.1 (1) 0.10 (7) 0.13 (7)

Total 97.62 99.02 95.13 97.03 97.23 95.07 92.55 93.49 96.94 92.96 92.88 97.52 96.35
Na# 0.89 (1) 0.87 (1) 0.66 (1) 0.68 (1) 0.15 (1) 0.16 (1) 0.16 (1) 0.16 (1) 0.17 (1) 0.47 (1) 0.48 (1) 0.459 (9) 0.492 (5)
NBO/T 0.104 (5) 0.038 (3) 0.15 (3) 0.149 (4) 0.011 (5) 0.027 (4) 0.016 (3) 0.019 (3) 0.015 (4) 0.065 (1) 0.075 (8) 0.035 (9) 0.1 (0)

H2O
c 2.84 (5) 1.67 (3) 3.18 (8) 2.6 (1) 3.01 (4) 2.3 (1) 4.91 (6) 5.27 (1) 2.88 (7) 3.86 (5) 2.81 (5) 2.45 (5) 1.70 (2)

CO2
tot.d 3.20 (7) 0.70 (2) 3.10 (9) 1.19 (2) 2.14 (7) 0.81 (9) 2.01 (6) 2.02 (7) 0.77 (7) 1.80 (7) 1.84 (8) 1.95 (2) 0.82 (5)

CO2
mol. 0.26 (2) 0.406 (1) 0.15 (2) n.d. 1.40 (6) 0.76 (8) 1.44 (6) 1.42 (6) 0.68 (7) 0.61 (9) 0.65 (6) 1.00 (3) 0.11 (1)

CO3
2‐ 2.94 (8) 0.30 (2) 2.9 (1) 1.18 (2) 0.74 (5) 0.05 (2) 0.58 (3) 0.60 (2) 0.099 (7) 1.2 (1) 1.19 (5) 0.95 (2) 0.71 (5)

CO2
mol./

CO2
tot.

0.081 (5) 0.58 (2) 0.048 (7) n.a. 0.65 (2) 0.94 (2) 0.71 (1) 0.704 (9) 0.87 (1) 0.34 (5) 0.35 (2) 0.513 (1) 0.13 (1)

CO2
mol.e 2.6 (2) 0.59 (5) 2.4 (2) 0.92 (8) 1.8 (1) 0.7 (1) 1.7 (1) 1.7 (1) 0.65 (9) 1.5 (1) 1.5 (1) 1.63 (9) 0.66 (8)

CO3
2‐ e 0.6 (2) 0.12 (4) 0.7 (2) 0.26 (7) 0.3 (1) 0.13 (5) 0.3 (1) 0.3 (1) 0.12 (5) 0.3 (1) 0.3 (1) 0.32 (9) 0.16 (5)

CO2
mol./

CO2
tot. e

0.80 (5) 0.84 (5) 0.78 (6) 0.78 (6) 0.85 (4) 0.84 (4) 0.85 (4) 0.84 (4) 0.85 (4) 0.82 (5) 0.82 (5) 0.84 (5) 0.81 (5)

Note. Oxide concentrations are reported on a volatile‐free basis with the 1σ error, in last digits cited, are given in parentheses based on spot to spot variation in EPMA and 
FTIR analyses for each sample; for example, 70.6 (1) wt.% should be read as 70.6 ± 0.1 wt.%. n = number of EMPA spots averaged.
a Exactly the same in all oxides as PMSCH‐A3, but with a starting water content of ~8 wt.%.
b Compositions re‐reported from Duncan and Dasgupta (2014).
c Water concentrations were calculated using absorption coefficients from Stolper et al. (1987) and Silver and Stolper (1989).
d Carbon concentrations were calculated using absorption coefficients from Duncan and Dasgupta (2015).
e Species concentrations recalculated using Konschak and Keppler (2014).

0004507389.INDD   199 17-12-2019   08:36:00



200 CARBON IN EARTH’S INTERIOR

vapor phase indicates fO2 conditions above the CCO (C + 
O2 = CO2) buffer.

17.3.2. Dissolved CO2 and H2O

Peak heights and shapes associated with CO2
mol. and 

CO3
2‐ shifted with changing pressure and between each 

composition (Figure 17.2 a, b). At 3.0 GPa, with increasing 
Na#, the carbon species was increasingly dominated by 
CO3

2‐. The carbonate doublet also changed shape, with 
the doublet split decreasing with increasing Na#; in the 
high Na# glass, CO3

2‐ peaks were asymmetrical and 
closely spaced at ~1504 cm‐1 and 1439 cm‐1, while low Na# 
glass peaks were symmetrical and located at ~1530 cm‐1 
and ~1425 cm‐1. Experiments conducted at 1.5 GPa 
showed a similar, if  less clearly delineated, trend. Unlike 
experiments at 3.0 GPa, the carbonate doublet did not 

show a progression in split or relative height, and became 
harder to detect, as it sits on the shoulder of Al‐Si net-
work peaks (~1600 and 1800 cm‐1; Newman et al., 1986) at 
the lowest Na#. The high Na# (Na# = 0.88) experiment 
at 1.5 GPa in particular had a carbonate doublet that 
looks distinctly different from its counterpart at 3.0 GPa.

Quantitative estimation of dissolved CO2 and H2O 
(Table  17.2) was performed from the collected FTIR 
spectra using previously determined absorption coeffi-
cients (Duncan & Dasgupta, 2015). In the main series of 
experiments, total dissolved CO2 ranged from 2.14 ± 0.07 
to 3.20 ± 0.07 wt.% at 3.0 GPa, and from 0.70 ± 0.02 to 
1.19 ± 0.02 wt.% at 1.5 GPa (Figure 17.3d), with a gen-
eral trend of increasing total CO2 content with increasing 
Na#. The ratio of CO2

mol./CO2
tot. ranged from ~0.00 to 

0.94 at 1.5 GPa to 0.05 to 0.65 at 3.0 GPa. Within both 
1.5 GPa and 3.0 GPa experiments, there was a general 
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trend of decreasing CO2
mol. with increasing Na#, while 

the behavior of CO3
2‐ was the inverse, increasing with 

increasing Na# (Figure  17.2 c, d). At 3.0 GPa, experi-
ments with slightly higher SiO2 than the main series, com-
position PMSCH‐R, contained 1.80 ± 0.07 wt.% total 
dissolved CO2 with a CO2

mol./CO2
tot. value of 0.34. These 

values are comparable to results from experiments with 
the same Na#, compositions PMSCH, and are consistent 
with the observed patterns in CO2 dissolution within the 
main series of experiments. An exception to this general 
behavior was the highest Na# experiment at 1.5 GPa, 
which had a lower CO3

2‐ and CO2
tot. content than expected 

based on these overall trends.
It should be noted that the measured carbon speciation in 

the experimental glasses as determined using FTIR is likely 
affected during rapid cooling of the melts and that the actual 

magmatic speciation was different (see complete discussion 
in Duncan & Dasgupta, 2014). The measurement therefore 
represents the speciation at the glass transition temperature 
or apparent equilibrium temperature (Tae, Table 17.2) that 
can be calculated for our experiments based on the dissolved 
water content (Zhang et al., 1995). Previous work showed 
that decreasing temperature toward Tae will transform CO2

mol. 
to CO3

2‐ (Morizet et al., 2001; Nowak et al., 2003), without 
changing the total amount of CO2 dissolved. This effect was 
quantified, under limited experimental conditions (silicate 
melt compositions and water contents), by Konschak and 
Keppler (2014), who approximated the effect as:
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where NBO/T is a silicate compositional parameter (the 
ratio of nonbridging oxygens to tetrahedrally coordinated 
cations) and T is the temperature in K. When we “correct” 
our measured speciation from the Tae to the experimental 
temperatures, all CO2

mol./CO2
tot. values are between 0.8 and 

0.9 (Figure 17.4, Table 17.2). Given that NBO/T param-
eter does not account for differences in Na and K, only 
the total nonbridging oxygens, which is constant in our 
experiments, it is not surprising that “correcting” the data 
removes any trends in speciation as a function of Na#. 
Given the differences in CO3

2‐ concentrations at different 
pressures and/or Na# but similar Tae, we argue that the 
effect of pressure on enhanced CO3

2‐ dissolution is real, 
although the absolute values of CO2 solubility in the form 
of CO3

2‐ may be influenced by quenching.

17.4. DISCUSSION

17.4.1. Composition‐Dependent CO2 Dissolution 
in Silicate Melt: Comparison to Previous Studies

Analysis of  the experimental glasses showed that 
carbon was dissolved as CO2

mol. and CO3
2‐ (Table 17.2). 

This suggests that the following carbon dissolution 
reactions were taking place (Mysen & Virgo, 1980b; 
Stolper et al., 1987):

 
CO CO
vapor melt

2 2 
(17.3)

 
CO O CO
vapor melt melt

2
2

3
2  (17.4)

The previously discussed changes in carbonate doublet 
splitting visible in the FTIR spectra were likely caused by 
changes in the bonding environment of the carbonate 
group (e.g. Ni & Keppler, 2013). This observation combined 
with the positive correlation between the amount of CO3

2‐ 
and Na# (Figure 17.2 c, d) suggests that at these conditions 
Na+ may act as a stronger network modifier and therefore 
create melt carbonate complexes more effectively than K+. 
Because of this, CO3

2‐ may be accommodated more readily 
into the melt structure as Na# increases, explaining the 
simultaneous increase in CO3

2‐ and total dissolved CO2.
Variables besides Na# such as P, T, melt polymeriza-

tion, and other cation concentrations also play a role in 
CO2 dissolution and may moderate the effect of Na#. 
These compositional variables may explain the opposite 
trends seen in previous experiments (Morizet et al., 2014; 
Vetere et  al., 2014), and variation within the general 
trends in the present study. For example, our high Na# 
experiment at 1.5 GPa, which contained less CO2

tot. and 
CO3

2‐ than expected, contained approximately 0.4 wt.% 
less CaO than other compositions, which may have con-
tributed to its anomalous behavior. However, CO2

tot. and 
CO3

2‐ contents of experiments with a slightly more silicic 
composition, PMSCH‐R, were consistent with the previ-
ously discussed patterns in Na#, CO2

tot., and CO2
mol./

CO2
tot.. This similarity suggests that small variations in 
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melt polymerization alone are not enough to generate the 
observed variations in CO2 dissolution within our 
experiments.

Correlations in total CO2 and CO2
mol./CO2

tot. were much 
stronger at 3.0 GPa than at 1.5 GPa (Figures 17.2 c, d, 
and 17.3d), indicating that the Na# effect is sensitive to 
pressure. Additionally, the observed range in total CO2 
dissolution and speciation was also larger in the 3.0 GPa 
experiments. Within the main experimental series at 1.5 
GPa, the total dissolved CO2 varied by 0.49 wt.% and 
CO2

mol./CO2
tot. varied by 0.60. In contrast, at 3.0 GPa the 

total dissolved CO2 varied by 1.06 wt.% and CO2
mol./

CO2
tot. varied by 0.94. This is consistent with CO3

2‐ disso-
lution in silicic melt becoming important at higher pres-
sures (Duncan & Dasgupta, 2014, 2015, 2017), where at 
higher pressure CO2 behavior would be more sensitive to 
parameters such as Na# that influence dissolution of C 
in the melt as CO3

2‐.
The observed trend of increasing CO3

2‐ with Na# in 
rhyolitic compositions (Figure  17.2d) is similar to the 
trend observed in a previous study conducted on pho-
notephritic composition (Vetere et  al., 2014), and in 
 contrast with the trend observed for a nephelinitic com-
position (Morizet et al., 2014). However, our experiments 
differ from this previous work in that we observed com-
plex speciation (i.e., variable proportions of CO2

mol. and 
CO3

2‐ within experimental glasses at the same pressure). 
As both of these previous studies were conducted at 
lower pressures on silica‐poor compositions, it is difficult 
to make a direct comparison between their data and the 
current study.

Our data trends can also be compared with recent com-
position‐dependent CO2 solubility models for silicate 
melts (Figure  17.3 a, b; e.g. Eguchi & Dasgupta, 2018; 
Ghiorso & Gualda, 2015). While the model of Ghiorso 
and Gualda (2015) captures our low to intermediate CO2 
concentrations reasonably well, it does not capture the 
trend of increasing CO2 with increasing Na# and as a 
consequence distinctly underpredicts our high CO2 data. 
Because our CO2 solubility data are for hydrous silicate 
melts, they cannot be compared directly with the model of 
Eguchi and Dasgupta (2018), which was built for nomi-
nally anhydrous systems and is expected to mostly under-
predict CO2 contents for melts with ~1–3 wt.% H2O, where 
our data are focused. However, the model of Eguchi and 
Dasgupta (2018) also does not capture the specific trend 
of increasing CO2

tot. with increasing Na#, even when this 
difference in melt H2O content is taken into account.

17.4.2. Parameterization

Because existing models that are applicable for a wide 
range of silicate melt compositions do not specifically 
capture the Na# effect observed in our study, we used all 

of the data from the current study and data from previous 
studies on natural rhyolitic compositions at high pressure 
(i.e. Duncan & Dasgupta, 2014, 2015) to derive an 
empirical fit of total dissolved CO2 as a function of Na#. 
The variation in CO2 speciation observed in our study 
and the opposing Na# effects observed in previous work 
(Morizet et al., 2014; Vetere et al., 2014) indicate that this 
effect is complex and is likely moderated by other compo-
sitional variables in addition to pressure and temperature. 
A comprehensive model describing the effect of Na# 
across a broad range of P‐T conditions and major 
element compositions would require an expanded data 
set or intensive statistical treatment of available experi-
mental data, both of which are beyond the scope of the 
current study. We focus here instead on creating an 
empirical parameterization to describe CO2 solubility in 
natural rhyolitic melts at high pressure conditions.

The data set used in the empirical fit is drawn from a 
total of 31 experiments on rhyolitic compositions with 
variable Na#. Within these experiments, pressures range 
from 1.5 to 3.0 GPa, temperatures range from 1150 °C to 
1300 °C, initial water contents range from 0 to ~8 wt.%, 
and Na# ranges from 0.15 to 0.89. This data was fit to a 
predefined form of equation using least‐squares regres-
sion. This form of equation is similar to one used in 
previous work (Duncan & Dasgupta, 2014), where it was 
demonstrated that the effect of pressure is best described 
as a polynomial function. The other equation terms 
(Na#, XH2O, T) describe the other variables within the 
data set and are arranged to provide the best fit to the 
data based on tests of several equation forms. This form 
of equation also captures the diminishing solubility of 
CO2 as pressure approaches 1 atm. The equation and 
empirical fit are as follows:

 

CO wt Na
melt

2 1 2 3
2

1 2 3

2

2

.% #a a X a P

bT b X b P

H O

H O

 (17.5)

where XH2O is mole fraction of H2O in the melt, T is tem-
perature in °C, and P is pressure in GPa. The constants 
are as follows: a1 = 2.16 ± 0.04 × 10‐1, a2 = –4.07 ± 0.07 × 
10‐1, a3 = –2.8 ± 0.1 × 10‐1, b1 = –5.6 ± 0.4 × 10‐4, b2 = 3.7 
± 0.1 × 100, b3 = 9.9 ± 0.3 × 10‐1, R2 = 0.88 (Figure 17.3c). 
The fit accounts for CO2

mol. and CO3
2‐ as CO2

tot., but as this 
simple parameterization does not take into account the 
relative concentrations of the different dissolved species, it 
should not be used for melt compositions that are likely to 
have only CO3

2‐ (such as basalts) or only CO2
mol. (such as 

rhyolites at low pressures). However, using CO2
tot. does 

remove any potential effects of quench‐modified speciation. 
It can be applied to rhyolitic melts at pressures, tempera-
tures, and H2O, SiO2, and CaO contents close to the cali-
bration data set as detailed above.
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Comparisons of  modeled and predicted values show 
that this empirical fit does a reasonable job of  cap-
turing CO2 dissolution within the calibration data set 
(Figure 17.3c). Based on the relative difference between 
the modeled and predicted values, experiments within 
the main series that deviate most from our fit are the 
low Na# experiment at 3.0 GPa (~35% difference), the 
high Na# experiment at 1.5 GPa (~31% difference), and 
the intermediate Na# (Na# = 0.66) experiment at 3.0 
GPa (~20% difference). This is expected, as these exper-
iments differ from overall trends within the data set 
(Figures  17.2 and 17.3). In order to compare the 
behavior of  this parameterization to experimental data, 
we fixed temperature (1300 °C) and water content (~2 
wt.%) and calculated CO2 as a function of  Na# 
(Figure 17.3d) and pressure (Figure 17.3e). Calculated 
CO2 contents spread farther apart between each 

 composition with increasing pressure. This is consistent 
with our data, which as previously  discussed indicate 
that pressure has an effect on the importance of  Na# in 
CO2 dissolution.

Although the simple empirical parameterization 
describes our data overall, there are other compositional 
factors that influenced the measured CO2 concentrations. 
For example, despite our attempt to hold all other oxide 
compositions constant, the experimental glasses varied in 
SiO2 and CaO content. Given the widely recognized roles 
of melt polymerization and melt CaO on CO2 dissolu-
tion, these variations might have contributed towards the 
variation of measured total CO2. However, these compo-
sitional variations are smaller than the Na# variation, 
and therefore, our Na#‐based parameterization captures 
most of the dissolved CO2 variability observed in our 
experiments, to first order.
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Figure 17.5 Total CO2 content of rhyolitic slab melts (primary y‐axis) calculated using the model for different melt 
Na# at fixed water content of 2 wt.% using calculated at the sub‐arc P‐T from the D80 model of Syracuse et al. 
(2010) for slabs above the hydrous solidus of Mann and Schmidt (2015). Subduction zones are arranged by 
increasing sub‐arc depths. Calculated slab melt contribution to the sub‐arc melt (secondary y‐axis) assumes a 
primary arc basalt CO2 content of 3000 ppm (Blundy et al., 2010; Wallace, 2005), an average mantle wedge CO2 
of 107 ppm (Cartigny et al., 2008; Dasgupta & Hirschmann, 2010; Hirschmann & Dasgupta, 2009), 15% mantle 
wedge melt, and mixing of mantle wedge‐derived basaltic melt with a rhyolitic slab melt that is saturated in a 
CO2‐rich fluid (see Duncan & Dasgupta, 2015, for details). See electronic version for color representation of the 
figures in this book.
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17.4.3. Implications for Slab‐Mantle CO2 Transfer 
in Subduction Zones

Our results indicate that changes in Na2O versus K2O 
concentrations in silicate melts have a significant effect on 
the CO2 carrying capacities of slab‐derived rhyolitic 
magmas at subduction zones. Because of this, variations 
in slab melt Na# and related variation in CO2 carrying 
capacity can have significant impact on subduction zone 
carbon cycling efficiency. To illustrate this, we used our 
empirical fit to calculate the CO2 content of slab melts and 
how much of such melts would be needed to mix with 
mantle melts to generate a primary arc basalt with 3000 
ppm CO2 (Blundy et  al., 2010; Skora & Blundy, 2010; 
Wallace, 2005). If  the extent of arc mantle source melting 
is 15%, the source mantle must contain 450 ppm CO2, 
assuming batch melting and DC

solid/melt ~0. For example, 
based on the sub‐arc conditions of North Cascadia, 3.09 
GPa, 936  °C, from the D80 model of Syracuse et  al. 
(2010), a slab melt with an Na# = 1 would have a  saturated 
CO2 content of 3.84 wt.%, assuming 2 wt.% H2O is also 
present in the melt. For a given mantle wedge CO2 content 
of 107 ppm (an average based on values from Cartigny 
et al., 2008; Dasgupta & Hirschmann, 2010; Hirschmann 
& Dasgupta, 2009; Marty, 2012; and Saal et al., 2002), the 
slab melt would only need to make up 0.89 wt.% of the 
total arc source region (Figure 17.5). We did this calcula-
tion for all slabs whose surface T at sub‐arc depths fall 
above the hydrous solidus of Mann and Schmidt (2015).

According to this calculation, the CO2‐rich, fluid‐ 
saturated, rhyolitic slab melt contribution varies from 
0.3% (Na# = 1.0) to 1.8% (Na# = 0.1), which is well 
within values of sediment contributions that are based on 
geochemistry of arc magmas (e.g., Class et  al., 2000; 
Plank, 2005; Shimoda et  al., 1998). Although we are 
extrapolating our empirical fit to a lower temperature 
range, the effect of temperature on CO2 carrying capacity 
is small relative to the pressure effect (e.g., Duncan & 
Dasgupta, 2015) and the agreement with geochemical 
arguments from natural data gives us confidence that 
our  values are reasonable as a point of discussion. 
Nevertheless, we emphasize that this model is intended to 
illustrate the importance of melt Na# on CO2 transport 
from the slabs to the sub‐arc mantle and is not intended 
to provide accurate estimates of slab melt contribution 
within individual arc segments.

In sub‐arc settings with higher degrees of mantle wedge 
melting, lower water contents in the slab melts, CO2‐
undersaturated silicic melt, and/or higher concentrations 
of CO2 in primary arc magmas, a higher slab contribu-
tion to the sub‐arc mantle would be required to generate 
estimated primary arc magma CO2 concentrations. These 
effects have been observed and discussed in previous 
investigations of CO2 cycling, but this calculation illustrates 

the additional importance of evaluating the impact of 
Na# in slab melts. According to our parametrization and 
calculations described here, differences in slab melt Na# 
could drive variations in slab contribution estimates by 
up to 120%.

17.5. CONCLUSIONS

We conducted high P‐T experiments to determine the 
relationship between Na# and CO2 in rhyolitic partial 
melts under pressure and temperatures relevant to sub-
duction settings. Results indicate that there is likely a 
positive relationship between Na# of rhyolitic melts and 
carbonate dissolution, tied to changes in carbon specia-
tion. The effect is stronger at higher pressures, where 
CO3

2‐ dissolution in silicic melt becomes more significant. 
Our results could be interpreted to suggest greater affinity 
of CO3

2‐ towards Na+ rather than K+, at least in silicic 
melts. No current CO2 solubility models adequately 
capture the effect of melt Na/K ratio observed in our 
study. Future model regressions for CO2 dissolution 
should be built differently, ensuring that effects of 
individual cation modifiers are reproduced. The melt 
compositional effect on CO2 dissolution studied here has 
implications for carbon cycling in subduction settings. 
More specifically, our results indicate that accurately pre-
dicting carbon transport via slab melt in subduction 
zones requires taking the effects of network‐modifying 
cation proportions on carbonate dissolution into 
consideration.
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Hydrous Carbonatitic Liquids Drive CO2 Recycling From 
Subducted Marls and Limestones

Erwin Schettino1,2 and Stefano Poli1

ABSTRACT

Pelagic limestones are subducted in a variety of subduction zones worldwide. Despite the geochemical relevance 
of systems enriched in CaCO3, previous experimental investigations mostly focused on carbonated pelites, with 
low Ca/(Ca+Mg+Fe) ratio. We present the compositions and the formation conditions of liquids in the model 
system CaO‐Al2O3‐SiO2‐H2O‐CO2 (CASHC), building on phase relationships in the subsystems CHC and 
CSHC, where a second critical endpoint was suggested at temperatures as low as 515 °C, and 3.2 GPa. Multianvil 
experiments were performed at 4.2 and 6.0 GPa on five bulk compositions at variable Ca/Si/Al ratios. H2O 
 contents vary from 5.6 to 21 wt%. Aragonite + kyanite + vapor and minor lawsonite form at 700 °C, replaced by 
zoisite/grossular at 800 °C. Between 850 °C and 950 °C, a complex sequence of textural features is observed 
upon quenching of a single volatile‐rich liquid phase formed at run conditions. Precipitates include dendritic 
CaCO3, silicate glass, and Al‐rich whiskers. The bulk composition of such hydrous carbonatitic liquids is 
retrieved by  image analysis on X‐ray maps, showing Ca/Si ratio increasing with pressure and temperature. 
Hydrous Ca‐carbonatitic liquids are efficient media for scavenging volatiles from subducted crustal material and 
for metasomatizing the mantle wedge.

18

18.1. INTRODUCTION

At subduction zones, mass and heat are exchanged bet-
ween different Earth reservoirs. On subduction, devolatil-
ization of the altered oceanic crust and of serpentinized 
upper mantle drive the formation of mobile phases, leading 
to the generation of refertilized domains in the mantle 
wedge, capable of feeding the magmatic activity at arcs. 
Among subducted crustal lithologies, carbonate sedimen-
tary rocks are heterogeneously distributed in the oceans. In 
modern Earth, pelagic oozes, largely constituted of calcitic 
nannofossils and foraminifera, ubiquitously accumulate 

on the seafloor above the carbonate compensation depth, 
except where upwelling conditions prevail and diatoms‐
radiolarians form siliceous oozes. Burial and plate drift are 
then responsible for sediment redistribution and progres-
sive building of sedimentary covers characterized by litho-
logical units, which are expected to maintain their 
compositional identity on subduction processes.

While decomposition of hydrous minerals in the slab has 
been thoroughly modeled to account for water‐budget 
being recycled in arc systems (Schmidt & Poli, 2014), 
 estimates of the magnitude of carbonate masses fed in the 
subduction system, and the relative efficiency of decarbon-
ation, carbonate dissolution, and melting, driving carbon 
recycling, are still affected by very large uncertainties 
(Kelemen & Manning, 2015). Nonetheless, a global 
assessment of carbon dioxide and total sulphur abun-
dances (CO2/ST ratio) in volcanic arc gases provides evi-
dence for correlations between subduction of carbonate 
rocks and CO2 outgassing (Aiuppa et al., 2017), thereby 
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suggesting the existence of processes and media capable to 
fractionate carbon from the uppermost geochemical reser-
voir of the slab. The occurrence of aragonite, and dolo-
mite‐bearing mantle xenoliths from Andean volcanoes, 
SW Colombia, is a direct evidence of the migration of 
carbon‐rich metasomatic agents able to mobilize CO2 in 
the upper mantle (Ferri et al., 2017). Entrainment of cal-
careous rocks of pelagic origin in the orogenic cycle is 
further documented by the occurrence of calc‐schists and 
impure marbles, forming large tectono‐stratigraphic units 
in mountain belts (e.g. Alps).

Despite the geochemical relevance of pelagic limestones 
and marls as a major carbon reservoir, experimental mod-
eling has largely underevaluated the role of chemical sys-
tems enriched in CaCO3 in sedimentary materials, and a 
global weighted average composition of subducted sedi-
ments (GLOSS; Plank, 2014) has been extensively used as 
the proxy for sedimentary contribution to the subduction 
factory. Experimental studies have aimed at reconstructing 
phase transformations on carbonated metapelites close to 
the composition of GLOSS (Brey et al., 2015; Grassi & 
Schmidt, 2011; Skora et  al., 2015; Thomsen & Schmidt, 
2008; Tsuno & Dasgupta, 2012). The liquid phase found 
on the solidus for all such compositions is silicate at P < 5.5 
GPa, whereas carbonatitic liquids form at higher pressures 
(Grassi & Schmidt, 2011) or at higher temperatures, on the 
liquidus surface (Thomsen & Schmidt, 2008; see also 
Figure 11 in Schmidt & Poli, 2014). At subarc conditions, 
carbonatitic liquids, as efficient media for carbon transfer, 
are therefore restricted to relatively high temperatures 
(>1020 °C, Figure 18.1, unless bulk composition is enriched 
in Ca; Poli, 2015, 2016), and were therefore considered to 
be uncommon products at mature subduction zones 
(Syracuse et al., 2010).

Although melting of CaCO3 at high pressures occurs at 
very high temperatures (T > 1500 °C at P > 2 GPa; Irving 
& Wyllie, 1975; Zhao et al., 2019, and references therein), 
it has long been known that water is responsible for a pro-
found depression of the liquidus surface. Paterson (1958) 
documented melting of calcite in the presence of water 
and carbon dioxide at 930  °C, and 50 bar total vapor 
pressure. Wyllie and Tuttle (1959, 1960) and Wyllie and 
Boettcher (1969) provided the frame of reactions for the 
system CaO‐CO2‐H2O and experimentally demonstrated 
that eutectic melting occurs at temperatures down to 
524 °C at 4 GPa from CaCO3 + Ca(OH)2 + vapor. Such 
an extreme influence of H2O on melting of calcium car-
bonate (more than a thousand degree difference between 
dry and wet melting) has been recently confirmed and 
characterized by Foustoukos and Mysen (2015). H2O sol-
ubility is extremely high in carbonate melts even at very 
low pressure; Keppler (2003) measured H2O contents of 
14 wt.% in Ca, Na, Mg carbonate melt at 900 °C, 0.22 
GPa, then confirmed by qualitative estimates in 

Foustoukos and Mysen (2015). H2O concentrations in 
carbonatitic melts are four times larger than in silicate 
melts at conditions of diamond growth (Sokol et  al., 
2013; Taylor et al., 2016).

The subsolidus phase relations in the system CaO‐CO2‐
H2O are characterized by carbonate dissolution in the 
vapor phase (for the sake of clarity, we will use here the 
nomenclature used by Boettcher & Wyllie, 1969) marked by 
the increasing solubility of CaCO3 in water, with increasing 
pressure (Caciagli & Manning, 2003; Manning et al., 2013). 
There is an ample enumeration of natural records pointing 
to carbonate dissolution, driven by infiltrating fluids 
released by subducting slabs, as a mechanism relevant for 
CO2 recycling at the top of the subducting slab, both at 
blueschist (Ague & Nicolescu, 2014) and eclogite (Frezzotti 
et  al., 2011) facies. Carbon solubility in fluids has been 
shown to extend to more than 1 wt.% at pressures > 4 GPa 
and temperatures of 800 °C. Consequently, as the solubility 
of solids increases in the vapor, and that of H2O increases 
in the liquid, the miscibility gap tends to shrink with 
increasing pressure, and a “second critical end‐point” 
marks the appearance of a region in the phase diagram 
where there is compositional continuity between liquid and 
vapor. It is worth pointing out that such continuity is 
restricted to the cotectic region of the phase diagram, and 
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Figure 18.1 Experimentally derived reactions marking the appear-
ance of carbonatitic liquids. The solidus on carbonated peridotite 
(green) is from Dasgupta & Hirschmann (2006); the solidus on 
carbonated basalt (red) is from Dasgupta et al. (2004). Carbonatitic 
liquid in carbonated pelites (brown) appears on the solidus at 
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surface at lower pressures (Thomsen & Schmidt, 2008). Hydrous 
carbonatitic liquids can be generated from carbonated anorthite‐
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version for color representation of the figures in this book.
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liquid + vapor still coexist as discrete phases at different 
compositional domains (see Figure 5 in Wyllie & Boettcher, 
1969, and Figure S1 in Poli, 2015). Supercritical behavior 
has been proposed by Wyllie and Boettcher (1969), and 
Boettcher and Wyllie (1969) in the systems CaO‐CO2‐H2O 
and CaO‐SiO2‐CO2‐H2O, respectively.

In this study, we will test if  the CaCO3‐rich compo-
nent of  subducted sediments, here modeled in the system 
CaO‐Al2O3‐SiO2‐H2O‐CO2 (CASHC), is keen to pro-
mote the generation of  carbonatitic liquids at sub‐arc 
conditions, possibly at super‐critical conditions; the 
mobilization of  such liquids would represent an impor-
tant pathway for carbon transfer from the slabs to the 
mantle wedge.

18.2. MODELING IMPURE MARBLES: THE SYSTEM 
CaO‐Al2O3‐SiO2‐H2O‐CO2

Despite their limited thickness in comparison to the 
underlying altered crystalline basement, pelagic sediments 
concentrate large masses of carbon. As examples, DSDP 
site 495 on Cocos Plate, Middle America (Aubouin et al., 
1982), site 504 on Nazca Plate (Cann et al., 1983), sites 212 
and 260 on the Indo‐Australian Plate (Heirtzler et  al., 
1974; von der Borch et al., 1974), and site 1124 on Pacific 
Plate (Carter et  al., 1999) display stratigraphic  columns 
where calcitic nannofossil oozes and chalks may constitute 

up to more than 90% of lithological units, with typical 
thicknesses of individual units in the order of tens or a few 
hundred meters, interbedded with minor clays, zeolites, 
and variable proportions of siliceous oozes. CaCO3 and 
SiO2 are therefore the major chemical components, where 
clays and zeolites introduce significant amount of Al2O3.

Impure marbles and calc‐schists outcropping in 
 collisional orogens constitute proxies of pelagic sedi-
ments, exhumed after high‐pressure metamorphism and 
deformation. A large dataset of the compositions of 
“Schistes lustrés” and “Bündnerschiefer,” representing 
marine sediments accumulated in alpine Tethys Ocean, is 
available from Garofalo (2012) and da Mommio (2018). 
Figure  18.2 represents the composition of marbles and 
calc‐schists from Alpine ophiolites, and of carbonate‐
rich sediments from Plank and Langmuir (1998) com-
pared to the bulk compositions adopted in experimental 
studies devoted to reconstruct the fate of subducted sedi-
ments at high pressure. Figure  18.2 is a chemographic 
projection built on the basis of phase assemblages pre-
dicted by thermodynamic calculations. Pseudosections 
(not shown) were calculated following the approach of 
Connolly (1990), using the internally consistent thermo-
dynamic dataset and the CORK equation of state for 
fluids of Holland and Powell (2011), implemented by the 
carbonate solution model by Franzolin et al. (2011) and 
aragonite properties by Zhao et  al. (2019). Calculated 
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phase proportions are dominated by aragonite, ranging 
from 40 wt.%, in calc‐schists, and 70 wt.% in impure 
marbles. The abundance of  Na2O and K2O controls the 
amount of  omphacites.s. and white mica, respectively, 
over a wide range of  P‐T conditions. The main hydrous 
minerals that occur are lawsonite and zoisite, their 
breakdown responsible to form garnet + kyanite + 
coesite + H2O. At pressures higher than ~4 GPa, arago-
nite coexists with minor magnesite. On the basis of  the 
general features of  calculated pseudosections, Figure 18.2 
is therefore constructed projecting from garnet 
(Mg0.5Fe1.0Ca1.5Al2Si3O12), omphacite (Na0.5Ca0.5[Mg,Fe]0.5

Al0.5Si2O6), and phengitic mica (K[M,Fe]0.3Al1.7Al0.7Si3.3[
OH]2O12), plus Al2SiO5 and silica in Figure  18.2a, and 
(Mg,Fe)CO3 in Figure  18.2b. Figure 18.2 shows that 
bulk composition used in the experiments of  Thomsen 
and Schmidt (2008), Tsuno and Dasgupta (2012), Grassi 
and Schmidt (2011), Skora et  al. (2015) (bulk 144‐38), 
and Brey et  al. (2015) are characterized by low Ca/
(Ca+Mg+Fe) ratio and high SiO2+Al2O3, similarly to the 
model GLOSS (Plank & Langmuir, 1998). Only bulk 
composition 144‐16 in Skora et al. (2015) is representa-
tive of  pelagic sediments discussed here.

Although the composition of garnet, omphacite, mica, 
and (Mg,Fe)‐carbonate will vary at different P‐T, a 
common feature of this family of marine sediments is the 
predominance of CaCO3, and a more or less pronounced 
saturation in silica and Al2SiO5. Phase relationships 
explored in this experimental work are then modeled in 
the five‐components system, CaO‐Al2O3‐SiO2‐CO2‐H2O, 
on five different bulk compositions with three variable 
Al2O3/SiO2 ratios, in order to stabilize, at high pressure, 
aragonite + coesite + an alumino‐silicate phase such as 
garnet, zoisite or kyanite, depending on pressure and tem-
perature conditions. Silica saturation and addition of alu-
mina are expected to prevent the crystallization of dellaite 

and portlandite, experimentally recorded on the eutectic of 
the system CaO‐SiO2‐CO2‐H2O (Boettcher & Wyllie, 1969). 
The amount of volatile components were defined over dif-
ferent CO2:H2O ratios, so that phase relationships between 
a low‐density vapor, solute‐rich vapor, volatile‐rich liquid, 
and, possibly, supercritical liquid were explored, at different 
P‐T conditions, over a wide compositional range.

18.3. EXPERIMENTAL AND ANALYTICAL 
METHODS

Experiments were performed with mixtures of 
crystalline powders plus distilled water, when required. 
Reagent grade CaCO3 calcite, amorphous silica, Al(OH)3, 
and synthetic zoisite were used as starting materials. The 
Al(OH)3 was employed as a source of alumina, and of 
H2O for bulk 1 and 1b (Table 18.1), in order to favor reac-
tion kinetics at relatively low temperature. Bulk composi-
tions were constructed to lie close to the compositional 
pseudosection CaCO3–H2O as projected from Al2SiO5 
and SiO2, and were therefore at a constant CaO:CO2 ratio 
but variable CaCO3:H2O ratio (molar fractions of com-
ponents in Table  18.1). Bulk compositions were then 
obtained by mixtures of calcite + Al(OH)3 + amorphous 
silica (bulk 1 and 1b), calcite + zoisite + water (bulk 2), 
and calcite + zoisite + silica + water (bulk 3 and bulk 3b). 
Capsules were made of Au tubing, 3.0 mm outer diam-
eter, and loaded with ~7 mg of solids and up to 1.5 micro-
liter of water, if  any; accuracy in H2O addition by water is 
in the order of 7%, whereas <1% when Al(OH)3 is used. 
All capsules were welded after loading the starting mate-
rials, previously permanently stored in a vacuum oven at 
110 °C. Distilled water was added at the bottom of the 
run charge by using a high‐precision microsyringe. In 
order to prevent water loss, capsules were held into a 
frozen steel support during welding.

Table 18.1 Bulk composition of starting materials.

1 1b 2 3 3b

CaO 40.02 35.08 38.46 35.70 42.15
Al2O3 13.00 10.41 4.81 4.47 3.91
SiO2 8.58 21.38 6.08 12.82 16.09
CO2 31.41 27.53 27.17 25.22 30.64
H2O 7.00 5.60 23.48 21.80 7.22
Total 100.00 100.00 100.00 100.00 100.00

XCaO 0.274 0.257 0.182 0.162 0.290
XCO2 0.274 0.257 0.166 0.146 0.268
XH2O 0.299 0.256 0.606 0.618 0.309
XAl2SiO5 0.147 0.126 0.033 0.033 0.045
XSiO2 0.006 0.104 0.013 0.041 0.088

Note. Oxides in wt%; components in molar fractions: XCaO = CaO/(CaO+CO2+H2O
+Al2SiO5+SiO2).
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Experiments were performed using a Walker‐type 
 multianvil apparatus on a 1000 ton press at the 
Dipartimento di Scienze della Terra, Università degli Studi 
di Milano. WC cubes had edge lengths of 32 mm and trun-
cation edge lengths of 17 mm. Assemblies were composed 
by pyrophyllite gaskets, a prefabricated MgO‐octahedron 
(containing 5 wt% Cr2O3) with 25 mm edge length, and 
cylindrical graphite heater. A MgO sleeve was placed 
 between capsules and graphite. The axial thermocouple 
(Pt‐ Pt90Rh10, S‐type) was placed in direct contact with the 
capsules, and a mullite thermocouple ceramic was used. 
Thermal gradients over the length of the capsule in this 
relatively large assembly are less than 20 °C–30 °C at exper-
imental temperatures of 700 °C–1000 °C. Pressure calibra-
tion for the 25 M assembly was performed at 1000 °C by 
using the coesite‐stishovite and CaGeO3 garnet‐perovskite 
phase transitions, occurring respectively at 8.7 GPa (Zhang 
et al., 1996) and 6.1 GPa (Susaki et al., 1985), with uncer-
tainties of about ±3%.

Our study assumes that redox reactions are negligible, 
on the basis of relatively low permeability of gold to 
hydrogen (Chou, 1986), and of absence of precipitation 
of graphite, as verified by XRPD on selected run charges. 
Therefore, vapor composition is expected to adjust inter-
nally in order to minimize the free energy of the reactive 
system (see also Poli & Schmidt, 1998).

At the end of the experiments, recovered capsules were 
longitudinally embedded in epoxy resins. Sample mounts 
were ground by using ethanol, instead of water, in order 
to avoid dissolution of the quench phases. After exposing 
the very first portion of the run charge, the capsules were 
impregnated under vacuum with low‐viscosity epoxy 
resin. The samples were later polished with a 1 μm 

 diamond paste, and finally carbon coated for scanning 
electron microprobe (SEM) analysis. Textural and com-
positional characterizations were performed using a 
WDS‐equipped JEOL JXA8200 electron microprobe 
analyzer (EMPA). Analytical conditions were set to 15 
kV acceleration voltage, and 5 nA current for a less than 
~1 μm spot‐size beam. Defocused beam was used when-
ever possible. X‐ray elemental maps on experimental 
products were acquired with a 0.3 μm step‐size and 20 ms 
time acquisition for each element. Standards used are 
anorthite USNM137041 for aluminum, and wollastonite 
for calcium and silicon.

18.4. RESULTS

18.4.1. Microstructural Analysis

A total of 13 successful experiments were performed 
between 700  °C and 950  °C at two pressures, 4.2 and 6 
GPa. Run conditions, starting materials, duration of the 
experiments, mineralogical assemblages, and microstruc-
tural features of quench products are reported in 
Table 18.2. The attainment of textural equilibrium at run 
conditions was recognized by the development of polyg-
onal grain boundaries, and 120° triple junctions between 
the solid phases.

The existence of a mobile, volatile‐rich, phase at the 
P‐T conditions of the experiments was determined based 
on microstructural criteria. The occurrence of vapor and 
solute‐rich vapor are expected to produce a diffuse 
porosity, provided the relatively high proportions of H2O 
available. Carbonatitic liquids are characterized by low 
dihedral angle (<30°; Minarik & Watson, 1995; Watson 

Table 18.2 Summary of the experiments and of the run products.

Run Bulk
P
(GPa)

T
(°C)

t
(h) Starting Materials Min. Assemblage Quench Products

SPCC1 1 4.2 700 81 cc + Al(OH)3 + si ky + law + ar —
SPCC2 1 4.2 800 72 cc + Al(OH)3 + si ky + ar cc‐drop si‐drop al‐whisk
SPCC4 1 4.2 850 62 cc + Al(OH)3 + si cor + zo (ky) + ar cc‐dend al‐whisk
SPCC5 1b 4.2 850 110 cc + Al(OH)3 + si coe + zo (ky) + ar cc‐film si‐drop al‐whisk
SPCC9 3 4.2 850 122 cc + zo + si + w coe + gr (zo) + ar cc‐dend si‐drop al‐whisk
SPCC14 3b 4.2 850 120 cc + zo + si + w coe + gr (zo) + ar glass cc‐drop
SPCC3 1 4.2 900 83 cc + Al(OH)3 + si cor + zo (ky) + ar cc‐dend si‐drop al‐whisk
SPCC6 1b 4.2 900 49 cc + Al(OH)3 + si coe + zo + ar cc‐dend si‐drop al‐whisk
SPCC7 2 4.2 900 120 cc + zo + w cor + gr (zo) + ar cc‐dend si‐drop al‐whisk
SPCC8 3 4.2 900 79 cc + zo + si + w gr (zo) + ar cc‐dend glass
SPCC13 3b 4.2 900 113 cc + zo + si + w coe + gr + ar cc‐dend si‐drop glass
SPCC10 3 6 900 118 cc + zo + si + w coe + gr (zo) + ar cc‐dend si‐drop al‐whisk
SPCC11 3 6 950 89 cc + zo + si + w coe + gr (zo) + ar cc‐dend si‐glob glass

Note. Phase abbreviations: cc = calcite; si = amorphous silica; zo = zoisite; w = water; ky = kyanite; law = lawsonite; ar = 
aragonite; gr = grossular; coe = coesite; cc‐drop = droplets of CaCO3; si‐drop = droplets of SiO2; al‐whisk = Al‐Si‐rich whiskers; 
cc‐dend = dendrites of CaCO3.
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et al., 1990), and they are expected to fractionate at the 
hot portion of the capsule, by Soret thermal diffusion, 
related to thermal gradient in the multianvil assembly. 
Carbonatitic liquids cannot be quenched to a glass, 
because of extremely low viscosities (Genge et al., 1995; 
Kono et  al., 2014), and melting of the system can be 
inferred by the development of crystal morphologies that 
are indicative of textural disequilibrium due to rapid 
cooling rates, such as tabular, skeletal, branching, chain, 
feather‐like, dendritic, spherulitic textures (at increasing 
cooling rates, or undercooling steps; Donaldson, 1976; 
Lofgren, 1974). Spherulites, and spherical droplets (“fish 
eggs” in Skora et al., 2015), can be the result of precipita-
tion of amorphous solid material exsolved from the 
hydrous vapor into insoluble colloidal particles.

In the occurrence of  coexisting vapor and liquid at 
run conditions, vapor bubbles are expected to coalesce 
into very few, large, subspherical bubbles, again as a 
result of  low viscosity of  the liquid. The presence of  dif-
fuse microvesicles within quench material can be attrib-
uted to the exsolution of  volatile components during 
cooling, from a volatile‐rich liquid present at high 
pressure/high temperature (e.g. see Figure 2 in Thomsen 
& Schmidt, 2008).

At 700 °C, 4.2 GPa, in bulk composition 1, the miner-
alogical assemblage is defined by aragonite + lawsonite + 
kyanite. Aragonite is organized in an equigranular polyg-
onal texture, characterized by 120° triple junctions, while 
kyanite occurs in aggregates of tabular crystals. A diffuse 
interstitial porosity in the capsule testifies to the presence 
of a vapor phase coexisting with the solid assemblage. At 
800 °C, 4.2 GPa, bulk 1, pores contain spherical droplets, 
whiskers, and spherulites of radially arranged fibers. All 
such disequilibrium textures are attained during rapid 
crystal growth for large steps of undercooling, therefore 
testifying to the presence of a solute‐rich vapor at run 
conditions. Spherical droplets are both silicatic 
(Figure 18.3a) and calcitic (Figure 18.3b), while whiskers 
are relatively alumina rich (see section  18.4.2). 
Interestingly, silica droplets occur at the tip end of whis-
kers, suggesting the former precipitates late in the 
sequence. The solid assemblage (Figure 18.4a) shows that 
lawsonite is no longer present, and the assemblage arago-
nite + zoisite + kyanite is stable. Phase assemblages 
shown in Figure  18.4, calculated from thermodynamic 
data, should be regarded as schematic because the projec-
tion assumes a free binary vapor, for simplicity.

At 850 °C and 4.2 GPa (Figure 18.3 c, d, and e), run 
products display a larger proportion of silicate and car-
bonate material precipitated on quenching, suggesting 
that the vapor phase becomes increasingly solute enriched 
with increasing temperature. At 850  °C, bulk composi-
tions 1, 1b, and 3, we observe the precipitation of den-
dritic carbonates, of intergranular films composed of 

CaCO3 between aragonite grain boundaries, and of 
CaCO3 whiskery overgrowths. Precipitates also include 
Al‐enriched whiskers and a large proportion of silica 
droplets and spherulites. Since the observed textures do 
not provide any evidence for a biphasic coexistence of 
vapor and melt, the transition from a low‐density to a 
solute‐rich liquid should be regarded as the result of the 
progressive increase in solubility of both carbonates and 
silicates in the “fluid” phase, with increasing temperature. 
In the frame of a continuous transition from vapor to 
liquid, the microstructural criterion used to highlight the 
appearance of a liquid‐like phase is based on the assump-
tion that crystal habits (from bladed, to chain, to feathery, 
see Donaldson 1976) develop when the mobile phase, 
quenched at rates typical of multianvil assemblies (ΔT 
~300  °C–400  °C/sec), is characterized by a framework 
favoring growth. Dendrites of calcite were observed to 
form on quenching hydrous CaCO3 melt (Paterson, 
1958). In bulk composition 1, the mobile phase coexists 
with a solid assemblage defined by aragonite + zoisite + 
corundum (Figure 18.4b) organized in polygonal texture, 
while kyanite only appears as inclusions in zoisite crys-
tals. In bulk composition 1b (derived from silica addition), 
the solid assemblage is aragonite + zoisite + coesite. In 
bulk composition 3, aragonite develops polygonal tex-
tures and planar grain boundaries along with grossular 
and coesite, while zoisite only occurs as inclusions in poi-
kilitic grossular. In bulk 3b, characterized by a low H2O/
SiO2 ratio, a silicate glass forms. Subspherical blebs of 
CaCO3 precipitate embedded in the silicate glass 
(Figure  18.3e), suggesting that immiscibility between a 
silicate and carbonatitic liquid might have occurred at 
run conditions. However, immiscibility in alkali free sys-
tems is questionable, and it will not be discussed further 
in this work.

At 900 °C and 4.2 GPa, run products in all experiments 
are characterized by the presence of a meniscus at the top 
of the capsule marked by a sharp boundary between a 
complex intergrowth of dendrites, droplets, spherulites, 
and glass, and a polygonal aggregate of coarse grains 
(Figure 18.3 f, g). This texture is interpreted as evidence 
of a hydrous carbonatitic liquid segregating at the hot top 
of the capsule. Large, spherical bubbles were never 
observed, suggesting that volatiles are entirely dissolved 
in the liquid and no vapor coexists with such liquid at run 
conditions. In bulk composition 1, the solid assemblage is 
aragonite + zoisite + corundum (Figure  18.4c), while 
kyanite occurs as inclusions in zoisite. A large proportion 
of calcium carbonates precipitated in a dendritic texture, 
characterized by rhombohedral intergrowths of acicular 
and chain‐like crystals of CaCO3 (Figure  18.3 g, h, i), 
with Al‐rich whiskers radially arranged to form spheru-
lite‐like morphologies. The outer shell of the spherules 
is  built of silica droplets precipitated at the tips of the 
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whiskers (Figure  18.3h). In bulk composition 2, solid 
assemblage includes aragonite + grossular + corundum, 
and zoisite occurs as inclusions in poikilitic grossular. In 
bulk 3 (run SPCC8), the solid assemblage is defined by 

aragonite + grossular. Despite the large fraction of H2O 
in the starting material for bulk 3 (~21 wt.%), there is no 
 textural evidence for a vapor phase coexisting with the 
liquid at run conditions. On the contrary, glass is 

Si-glass

cc

(a) (b) (c)

Si-spherulite

CaCO3-dendrites

SiO2-droplets

CaCO3-dendrites
silica globules

glass

CaCO3 droplets

SiO2 droplets

CaCO3 films

glass
SiO2-feathers

Al-whiskers

glass

SiO2-droplets

CaCO3

CaCO3

T = 800 °C
P = 4.2 GPa

(d) (e) (f)T = 850 °C
P = 4.2 GPa

T = 850 °C
P = 4.2 GPa

T = 800 °C
P = 4.2 GPa

T = 850 °C
P = 4.2 GPa

T = 900 °C
P = 4.2 GPa

(g) (h) (i)T = 900 °C
P = 4.2 GPa

T = 900 °C
P = 4.2 GPa

T = 900 °C
P = 4.2 GPa

(j) (k) (l)T = 900 °C
P = 6 GPa

T = 950 °C
P = 6 GPa

T = 950 °C
P = 6 GPa

Figure 18.3 Back‐scattered electron images on representatives run products: (a) and (b) 4.2 GPa, 800 °C, bulk 1 
run SPCC2 (see Table 18.2); (c) 4.2 GPa, 850 °C, bulk 1b, run SPCC5; (d) 4.2 GPa, 850 °C, bulk 3, run SPCC9; (e) 
4.2 GPa, 850 °C, bulk 3b, run SPCC14; (f), (g), and (h) 4.2 GPa, 900 °C, bulk 1, run SPCC3; (i) 4.2 GPa, 900 °C, 
bulk 3b, run SPCC13; (j) 6 GPa, 900 °C, bulk 3, run SPCC 10; (k) and (l) 6 GPa, 950 °C, bulk 3, run SPCC11. 
See electronic version for color representation of the figures in this book.
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 recovered, most probably as a result of the high silica 
proportion in bulk 3. Glass is highly fragmented and 
vesiculated, as a result of the exsolution of volatile com-
ponents during quench. Run products on a bulk 3b, with 
lower H2O contents (~7 wt. %), include aragonite, gros-
sular, and coesite. Again, the liquid precipitates dendritic 
carbonates scattered on a glassy, fragmented groundmass 
characterized by diffuse, small vesicles (Figure 18.3i).

A set of experiments was performed at 6 GPa, at 900 °C 
and 950 °C, on bulk composition 3. The solid assemblage 
in this range of P‐T is aragonite + grossular + coesite, 
with inclusions of relic zoisite in poikilitic grossular. At 
900  °C, quench products are characterized by an inter-
growth of feathery silicates, dendritic carbonate, Al‐Si 
rich spherulites and whiskers (Figure 18.3j). At 950 °C, 
the segregated liquid precipitates a larger amount of 

 dendritic carbonates, with elongated skeletal and chain‐
type morphologies, arranged in a rhombohedral inter-
growth. Fragmented glass is observed (Figure  18.3 k 
and  l), and poikilitic silica globules include the other 
components, thus completing the precipitation sequence.

18.4.2. Chemistry of Precipitates and Composition 
of the Liquid

Since individual solid particles precipitated on quench-
ing are very fine grained, electron probe microanalyses 
provide a semi‐quantitative determination of their chem-
istry. Therefore, totals reported in Table 18.3 should not 
be considered entirely compensated by H2O and CO2, 
probably present in all precipitates. The composition of 
the vapor phase after quench unlikely reflects the H2O/CO2 
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Figure 18.4 Isobaric and isothermal composition diagrams for the system CaO‐Al2O3‐SiO2‐CO2‐H2O, projected 
from H2O and CO2. Phase assemblages are calculated using thermodynamic data in Holland & Powell (2011) 
and aragonite properties in Zhao et al. (2019). Diamonds are the bulk compositions investigated here. Note that 
bulk 3 and 3b differ by H2O content only. Squares refer to the compositions estimated for the liquid reconstructed 
from image analysis. See electronic version for color representation of the figures in this book.
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ratio in the mobile phase at run conditions. Equation of 
states for C‐O‐H fluids by traditional thermodynamic 
modeling using mixing properties of H2O and nonpolar 
species (e.g. Holland & Powell, 1991) predict low CO2/
(H2O+CO2) (<0.9) up to 900 °C (see Figure 7 in Poli & 
Schmidt, 1998). However, complexities in the speciation 
of complex fluids dissolving both silicates and carbonates 
(Tumiati et al., 2017; Facq et al., 2016) hinder a reliable 
estimate of the speciation of volatile species in the investi-
gated liquids at run conditions. Estimates of H2O‐CO2 
abundance in the mobile phase by mass balance would 
require an estimate of the volume of the mobile phase 
with respect to solids, but in most experiments vapor/
liquid segregates at the hot end of the capsule. Therefore, 
unless a 3D image is acquired, it is impossible to quantify 
its volume, and from that to try to reconstruct the relative 
proportions of voids (volatiles), quench products, and 
equilibrium solids. We will therefore discuss hereafter the 
composition of liquids in terms of Ca/Si/Al ratios.

Carbonate particles (spherules, dendrites, chains, 
 whiskery overgrowths) invariably show Ca as the unique 

cation detected by EPMA (other than carbon, not quan-
tified here), and they are therefore assumed to be CaCO3 
in composition. Silica‐rich droplets are characterized by 
Si/(Ca+Si+Al) (XSi) > 0.9, and glass exhibits a wider 
compositional range, although mean values converge on 
XSi = 0.7–0.8, XCa = 0.10–0.17, and XAl = 0.04–0.12. 
Whiskers grossly fall midway between Si and Al, 
 testifying to significant fractionation of alumina in this 
phase.

WDS X‐ray elemental maps on segregated precipitate 
intergrowths at the top capsule were acquired at a step 
size of 0.3 micrometers in order to determine the relative 
proportions of particles. Image analysis was performed 
using a customized routine developed as a Mathematica© 
notebook. The composition of the liquids in terms of Ca, 
Si, and Al (Table  18.4) was estimated by summing the 
weighted contribution of carbonate, glass, whiskers, and 
droplets. Although densities are unknown, we assume 
that silica droplets have a density in the order of 2/3 that 
of carbonate, in order to limit carbonate underestima-
tion, which is probably unavoidable, as H2O is likely to be 

Table 18.3 Composition of quench products (in wt.%).

Run SPCC3 SPCC8 SPCC9 SPCC10 SPCC11 SPCC13

P (GPa) 4.2
900
1

4.2
900
3

4.2
850
3

6
900
3

6
950
3

4.2
900
3b

T (°C)
Bulk

mean ±σ mean ±σ mean ±σ mean ±σ mean ±σ mean ±σ

Droplets
CaO 0.63 0.13 ‐ ‐ 0.85* 0.19* 0.31 0.05 3.1 1.79 0.77 0.11
Al2O3 2.51 1.68 ‐ ‐ 2.38* 0.18* 0.98 0.37 3.43 0.66 1.85 0.75
SiO2 64.06 11.80 ‐ ‐ 93.32* 3.79* 91.13 3.58 86.97 2.79 88.67 6.58
Total 67.47 13.27 ‐ ‐ 96.55* 4.11* 92.42 3.61 93.49 1.64 91.29 7.43
XCa 0.01 ‐ 0.01* 0.00 0.04 0.01
XSi 0.95 ‐ 0.96* 0.98 0.92 0.97
XAl 0.04 ‐ 0.03* 0.01 0.04 0.02

Whiskers
CaO 0.69 0.47 ‐ ‐ ‐ ‐ 0.32 0.07 ‐ ‐ ‐ ‐
Al2O3 42.96 21.99 ‐ ‐ ‐ ‐ 12.95 4.59 ‐ ‐ ‐ ‐
SiO2 38.27 13.88 ‐ ‐ ‐ ‐ 27.56 9.80 ‐ ‐ ‐ ‐
Total 83.12 9.95 ‐ ‐ ‐ ‐ 40.83 14.62 ‐ ‐ ‐ ‐
XCa 0.01 ‐ 0.01 ‐ ‐
XSi 0.45 ‐ ‐ 0.64 ‐ ‐
XAl 0.54 ‐ ‐ 0.35 ‐ ‐

Glass
CaO ‐ ‐ 10.85 0.04 ‐ ‐ ‐ ‐ 11.21 4.78 6.42 1.40
Al2O3 ‐ ‐ 2.49 0.14 ‐ ‐ ‐ ‐ 7.24 3.52 4.74 1.38
SiO2 ‐ ‐ 59.19 2.81 ‐ ‐ ‐ ‐ 49.01 8.00 61.35 10.02
Total ‐ ‐ 72.52 2.96 ‐ ‐ ‐ ‐ 67.46 6.62 72.72 10.11
XCa ‐ 0.16 ‐ ‐ 0.17 0.10
XSi ‐ 0.80 ‐ ‐ 0.70 0.83
XAl ‐ 0.04 ‐ ‐ 0.12 0.08

Note. XCa = Ca/(Ca+Si+Al); XSi = Si/(Ca+Si+Al); XAl = Al/(Ca+Si+Al).
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present in both silica‐rich droplets as well as in Si‐Al 
whiskers. Even a gross estimate of liquid abundance, and 
therefore (by mass balance) of total volatiles in the liquid, 
is further hampered both by the irregular geometry of the 
meniscus relative to capsule walls, and by difficulty in 
estimating the actual porosity of the run charge after 
quench. Nonetheless, assuming that a single volatile‐rich 
phase forms, and that H2O initially added in the starting 
material strongly fractionates in the segregated liquid, all 
liquids should contain more than approximately 30–40 
wt.% H2O.

At 850 °C and 4.2 GPa, it was not possible to clarify 
from textural evidence whether a solute‐rich vapor phase, 
or volatile‐rich liquid already formed. In both cases, as 
previously stated, we have no indication for two coexist-
ing mobile phases in this run, and the composition of the 
“liquid” is included in Table  18.4 and plotted in 
Figure  18.4b. With increasing temperature, the amount 
of solute content increases, as estimated qualitatively 
from image analysis, and a larger fraction of calcium car-
bonate precipitates, leading to a relative enrichment in Ca 
in Figure 18.4 c and d. It is worth pointing out that it is 
possible to reconstruct relative abundances only. As a 
consequence, relative silica enrichment as observed in liq-
uids at 4.2 GPa, 900 °C at bulk 3 or 3b (coesite‐bearing) 
does not imply that absolute amount of dissolved CaCO3 
(and then precipitated) is lower than at bulk 1 (corundum‐
bearing). The experiments performed at 6 GPa suggest an 
increase in carbonate dissolution and precipitation; how-
ever, silicate glass is formed at 6 GPa and 950 °C, but not 
at 900 °C. This might indicate that isopleths representing 
silicate dissolution should have a positive dP/dT slope, 
whereas carbonate dissolution has steeper or negative dP/
dT slopes. This is grossly consistent with what is expected 
from solubility models of CaCO3 and SiO2 in aqueous 
fluids at high temperatures and pressures in the coesite 

field (Caciagli & Manning, 2003; Connolly & Galvez, 
2018; Manning, 1994).

18.5. HYDROUS‐CARBONATITIC LIQUIDS 
FORM AT SUB‐ARCS

Subducted pelagic carbonates can be modeled as a 
simple mixture of predominant CaCO3 (nannofosils and 
foraminifera), minor flint (diatoms, radiolarians), and 
pelagic clay. The “White Cliffs of Dover” are the most 
popular example of such a sedimentary sequence. If  dry 
conditions prevail, eutectic melting of calcite, wollas-
tonite, and quartz occurs at temperatures higher than 
1300  °C (Huang et  al., 1980), therefore indicating that 
subduction promotes recycling of aragonite into the deep 
mantle (Figure 18.5). However, most relevant at subduc-
tion zones, serpentinized ultramafic lithosphere and 
altered oceanic crust are known to extensively dehydrate 
at sub‐arc conditions and to release aqueous vapors 
flushing the slab to mantle interface (Schmidt & Poli, 
2014), where calcitic/aragonitic marbles occur.

H2O strongly depresses the melting temperature of 
CaCO3 and the wet solidus in CaO‐CO2‐H2O should be in 
equilibrium with portlandite. Addition of silica (a 
 ubiquitous minor component in limestones, and a major 
solute in high pressure vapors) introduces numerous 
 mineral phases potentially present: dellaite Ca6Si3O11(OH)2, 
spurrite Ca5(SiO4)2(CO3), calciochondrodite Ca5(SiO4)2(OH)2, 
scawtite (Ca7Si6(CO3)O18•2(H2O), tilleyite Ca5Si2O7(CO3)2 
(Boettcher & Wyllie, 1969; Grice, 2005; Liu & Lin, 1995). 
Such minerals are rare in nature, or overlooked in high‐
pressure rocks and experimental studies. Boettcher and 
Wyllie (1969) proposed, on experimental basis, that 
eutectic melting of hydrous Ca‐silicate + CaCO3 + 
Ca(OH)2 + vapor occurs at very low temperatures 
and that the second critical end point in the system 

Table 18.4 Volume abundance of quench products (as percentage of the total) and reconstructed 
liquid compositions (in wt.%).

Run SPCC3 SPCC8 SPCC9 SPCC10 SPCC11 SPCC13

P (GPa) 4.2
900
1

4.2
900
3

4.2
850
3

6
900
3

6
950
3

4.2
900
3b

T (°C)
Bulk

Calcium carbonate 76% 30% 10% 61% 47% 22%
Silica droplets 10% ‐ 90% 29% 35% ‐
Al whiskers 17% ‐ ‐ 10% 17% ‐
Glass ‐ 70% ‐ ‐ ‐ 78%

Liquid
CaO 69.8 38.7 9.7 61.0 48.4 25.4
Al2O3 12.4 2.4 2.2 2.7 3.4 5.3
SiO2 17.8 58.9 88.1 36.3 48.2 69.3
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CaO‐SiO2‐H2O‐CO2 is located at 515  °C and 3.2 GPa 
(Figure  18.5), at low CO2/(H2O+CO2). Whether or not 
this model system is relevant for predicting the behavior 
of subducted marbles, hydrous carbonatitic liquids are 
potentially feasible at pressure‐temperature conditions 
routinely attained at the top of subducting slabs (Syracuse 
et al., 2010).

Clay minerals (ideally Al2Si2O5[OH]4 in the model 
system investigated here) provide a source of Al2O3 to 
form grossular and kyanite, and of H2O to form lawsonite, 
and zoisite, able to promote vapor or liquid on devolatil-
ization. Saturation in silica and in Al‐silicates for experi-
ments performed here is observed to prevent the formation 
of portlandite and of phases recovered in the Al‐free 
system, and most notably causes a shift of the liquidus 
surface. A diffuse porosity, to be ascribed to a vapor phase, 
is present at 800 °C, almost 300 °C above the supercritical 

liquid predicted in the system CaO‐SiO2‐CO2‐H2O. Vapor 
at 4 GPa, 800 °C is predicted to have a CO2/(H2O+CO2) = 
0.02 on a thermodynamic basis (Poli & Schmidt, 1998), 
very similar to what is expected at the second critical end 
point in the system CSHC. Because evidence of liquid is 
recovered only from 850  °C, a compositional/thermal 
barrier necessarily exists between the liquidus surface 
found by Boettcher and Wyllie (1969) in CaO‐SiO2‐CO2‐
H2O and what was found in our study. Such a composi-
tional barrier is possibly represented by aragonite + 
coesite, as experiments in Boettcher and Wyllie do not 
show saturation in silica, or by aragonite + coesite + gros-
sular/zoisite, in the case we currently underestimate the 
Al‐content of the liquids. All experiments performed in 
our study, at varying temperature, pressure, and water 
content do not show evidence for two coexisting vapor‐
liquid phases. Although this study was not designed to 
explicitly investigate the location of the second critical 
end point in CASHC, we speculate that experimental 
results suggest attainment of pressures at supercritical 
conditions.

Temperatures of  850  °C–900  °C at 4.2–6 GPa are 
predicted to occur in relatively warm subduction zones 
(Syracuse et  al., 2010), e.g. in the Central American 
and northern Andean subduction zones, where deep‐
sea drilling sites have shown the presence of  large 
masses of  pelagic limestones. Hydrous carbonatitic 
liquids are therefore expected to be generated at the 
slab – mantle interface at sub‐arc depth. Estimates of 
P‐T paths from orogenic terrains (Penniston‐Dorland 
et al., 2015) might suggest that warmer conditions are 
the rule rather than the exception, and 800 °C–900 °C 
at 4 GPa could be a common feature of  subduction 
channels. If  the pressure dependence of  the dissolu-
tion of  carbonates in the mobile phase is significantly 
larger than for silicates, as suggested qualitatively by 
our experiments (Figure  18.4) and by modeling of 
silica and CaCO3 dissolution in aqueous fluids 
(Figure  18.5b), then liquids released by the slab are 
expected to shift from silicate rich to carbonatitic with 
increasing pressure. Hydrous carbonatitic liquids pro-
mote carbon scavenging from the slab, its transfer to 
the mantle wedge, and reaction with ultramafic rocks 
generating carbonated metasomatic wehrlites (Lee & 
Wyllie, 2000).
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Figure 18.5 (a) Univariant phase relationships, and melting 
curves, experimentally determined for the systems CaCO3 (gray; 
Zhao et al., 2019), CaO‐SiO2‐CO2 (brown; Huang et al., 1980), 
and CaO‐SiO2‐H2O‐CO2 (black; Wyllie & Boettcher, 1969; 
Boettcher & Wyllie, 1969). K refers to the second critical end 
point determined in the system CSHC (Boettcher & Wyllie, 
1969). The red field represents the condition for generation of 
hydrous carbonatitic liquids from this study, compared to the P‐T 
path for a slab surface in a warm‐type subduction regime 
(thermal model D80 from Syracuse et al., 2010). (b) Red dashed 
lines are contours of carbon concentration in weight percent for 
aqueous fluids saturated in CaCO3 (Kelemen & Manning, 2015); 
green dashed‐dotted lines are contours of total Si molality in 
aqueous fluid (Connolly & Galvez, 2018). See electronic version 
for color representation of the figures in this book.
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The Viscosity of Carbonate‐Silicate Transitional Melts at Earth’s 
Upper Mantle Pressures and Temperatures, Determined by 

the In Situ Falling‐Sphere Technique

Vincenzo Stagno1,5, Yoshio Kono2,3, Veronica Stopponi1, Matteo Masotta4, 
Piergiorgio Scarlato5, and Craig E. Manning6

ABSTRACT

The circulation of carbon in Earth’s interior occurs through the formation, migration, and ascent of CO2‐
bearing magmas throughout the convective mantle. Their chemical composition spans from carbonatitic to 
kimberlitic as a result of either temperature and pressure variations or local redox conditions at which partial 
melting of carbonated mantle mineral assemblages occurs. Previous experiments that focused on melting rela-
tions of synthetic CO2‐bearing mantle assemblages revealed the stability of carbonate‐silicate melts, or transi-
tional melts, that have been generally described to mark the chemical evolution from kimberlitic to carbonatitic 
melts at mantle conditions. The migration of these melts upward will depend on their rheology as a function of 
pressure and temperature. In this study, we determined the viscosity of carbonate‐silicate liquids (~18 wt% SiO2 
and 22.54 wt% CO2) using the falling‐sphere technique combined with in situ synchrotron X‐ray radiography. 
We performed six successful experiments at pressures between 2.4 and 5.3 GPa and temperature between 1565 °C 
and 2155 °C. At these conditions, the viscosity of transitional melts is between 0.02 and 0.08 Pa˙s; that is, about 
one order of magnitude higher than what was determined for synthetic carbonatitic melts at similar P‐T condi-
tions, likely due to the polymerizing effect of the SiO2 component in the melt.

19

19.1. INTRODUCTION

The cycling of carbon in the Earth’s interior occurs in 
part through the ascent of carbonated magmas, in which 
the presence of variable amounts of CO2 depends on the 

degree of partial melting, as controlled by pressure, tem-
perature, and mantle oxidation state (Brey et  al., 2008; 
Brey et  al., 2011; Dalton & Presnall, 1998; Dasgupta 
et al., 2013; Gudfinnsson & Presnall, 2005; Hammouda 
& Keshav, 2015; Kiseeva et  al., 2012, 2013; Litasov & 
Ohtani, 2009a, 2009b; Litasov & Ohtani, 2010; Stagno & 
Frost, 2010; Stagno et  al., 2013). Experimental studies 
showed that carbonatitic melts produced by low degrees 
of partial melting of carbonated mantle rocks evolve to 
carbonate‐silicate melts as the degree of partial melting 
increases from less than 0.1% to about 1% (Dasgupta 
et  al., 2013). In the present‐day convective mantle, car-
bonate‐silicate melts with SiO2 content between 10 and 25 
wt% are likely to form by extensive redox melting of a 
graphite‐bearing peridotite at 75–100 km depth within 
–1.8 log units < fo2 (normalized to FMQ buffer) < –2.5 log 
units (Stagno et  al. 2013), while they likely formed at 
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shallower depths and more reduced fo2 conditions 
 (between FMQ‐2.3 and FMQ‐3.5 log units) beneath mid‐
ocean ridges in the Archaean (Aulbach & Stagno 2016), 
with important implications for the mobilization of 
oxidized carbon from the interior of  Earth to the 
atmosphere. There is evidence of  the stability of  car-
bonate‐silicate melts coexisting with mantle minerals 
from experimental studies performed within simplified 
carbonated systems like CaO‐MgO‐SiO2‐CO2 (Moore 
& Wood 1998), CaO‐MgO‐Al2O3‐SiO2‐CO2 (Dalton & 
Presnall, 1998; Gudfinnsson & Presnall, 2005; Keshav & 
Gudfinnsson, 2014), CaO‐MgO‐Al2O3‐SiO2‐Na2O‐CO2 
(Litasov & Ohtani, 2009b; Litasov & Ohtani, 2010), 
CaO‐MgO‐Al2O3‐SiO2‐Na2O‐K2O‐Cl‐CO2 (Litasov & 
Ohtani, 2009a), CaO‐Al2O3‐SiO2(±Na2O)‐CO2 (Brooker 
& Kjarsgaard, 2011), and more complex systems repre-
sentative of peridotite (Brey et al., 2008; Brey et al., 2011; 
Dasgupta & Hirschmann, 2007; Foley et al., 2009; Ghosh 
et al., 2014; Rohrbach & Schmidt, 2011; Stagno & Frost, 
2010) and eclogite (Kiseeva et  al., 2012; Kiseeva et  al., 
2013) mantle assemblages, respectively. These melts span 
compositions from ~14 to ~30 wt% SiO2, CO2 between 15 
and 40 wt%, and Ca# (CaO/(CaO+MgO) mole ratio) of 
0.5 on average but with a strong variation (±0.3) due to 
dependence on the coexisting mineral phases and 

bulk  composition of the starting material, especially 
the  alkali content. Transitional melts fall within the 
field  of carbonate‐silicate liquids and are characterized 
by SiO2+Al2O3 varying between ~18 and ~32 wt% 
(Moussallam et  al., 2015). A much narrower chemical 
variation was proposed by Gudfinnsson and Presnall 
(2005) with about 15–22 wt% SiO2, ~0.9–2.6 wt% Al2O3, 
and Ca# of 0.4–0.5. Based on these experimental studies, 
whose P‐T conditions are summarized in Figure  19.1, 
transitional melts represent a link between near‐solidus 
carbonatitic melts and relatively more SiO2‐rich melil-
ititic and kimberlitic melts (Martin et al., 2013) produced 
by the melting of CO2‐rich portions of the Earth’s mantle 
at variable depths.

Although P‐T conditions required for the stability of 
transitional melts have been experimentally constrained 
(Figure 19.1), very little is known about their rheology at 
depth. The knowledge of the viscosity of carbonate‐sili-
cate melts is needed to better constrain their mobility, 
migration rate (velocity) from the source rock, and the 
time of melt‐rock interaction.

To date, knowledge of viscosity of CO2‐rich melts at 
high pressure and temperature representative of the 
mantle is mostly limited to pure carbonate compositions 
chosen as analogue of natural carbonatitic melts. Dobson 
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Figure 19.1 Diagram showing temperatures and pressures set for the experiments of this study compared to previous 
studies where the stability of carbonate‐silicate melts with 16–20 wt% SiO2 was reported, plotted along with the 
mantle adiabat (Stixrude & Lithgow‐Bertelloni, 2007). Black circles are the P‐T conditions for the  viscosity experi-
ments from this study. Abbreviations for data sources: B2008 = Brey et al., 2008; B2011 = Brey et al., 2011; B&K2001 = 
Brooker & Kjarsgaard, 2001; D&P2008 = Dalton & Presnall, 1998; F2009 = Foley et al., 2009; G2014 = Ghosh et al., 
2014; G&P2005 = Gudfinnsson & Presnall, 2005; K2012 = Kiseeva et al., 2012; K2013 = Kiseeva et al., 2013; 
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et  al. (1996) published the first study on viscosity and 
density measurements of Mg‐K and Ca‐K carbonate 
mixtures at conditions of the Earth’s mantle obtaining 
data between 0.06 and 0.036 Pa˙s at 2–5.5 GPa and 
800 °C–1500 °C. Kono et al. (2014a) performed an in situ 
investigation of the viscosity of melts with both calcite 
(CaCO3) and dolomite (Mg0.40Fe0.09Ca0.51)(CO3)2 compo-
sitions up to 6.2 GPa. The study employed an ultrafast 
synchrotron X‐ray camera available at beamline 16 BM‐B 
of Advanced Photon Source (Lemont, Illinois, USA) to 
record the fall of a platinum sphere at up to 1000 
frame˙s−1. Measured viscosities of calcite and dolomite 
melts were surprisingly low, being in the range of 0.006–
0.010 Pa˙s and 0.008–0.010 Pa˙s, respectively. Using the 
same experimental technique, Stagno et al. (2018) deter-
mined even lower viscosities in the range of 0.003–0.007 
Pa˙s for Na2CO3 melt at mantle pressures and tempera-
tures that raises important questions on the effect of 
alkali elements on the rheology of carbonatitic magmas. 
These values are about 2–3 orders of magnitude lower 
than the measured viscosity of basaltic melts (Sakamaki 
et al., 2013), suggesting a strong effect of increasing SiO2 
content on the viscosity of magmas. In turn, transitional 
melts are expected to possess intermediate rheological 
properties in between basalts and carbonatites. Ghosh 
and coauthors (Ghosh, Bajgain, et  al., 2017; Ghosh & 
Karki, 2017) investigated the rheological properties of 
carbonated MgSiO3 melts by first‐principle calculations 
at depths of the core‐mantle boundary and temperature 
up to 5000 K. Extrapolation of their results to upper 
mantle conditions yields viscosities of ~0.025 Pa˙s. 
However, this study does not link directly to the chemical 
composition of carbonate‐silicate melts as those obtained 
in high P‐T experiments using the large volume press 
facilities (Figure 19.1).

We investigated the viscosity of a synthetic carbonate‐
silicate melt with ~18 wt% SiO2 and ~22 wt% CO2 by the 
falling‐sphere technique at high pressure and temperature 
using the Paris‐Edinburgh press combined with in situ 
synchrotron X‐ray radiography at the beamline 16 BM‐B 
of the Advanced Photon Source (Illinois, USA). Our 
results are compared with those of pure carbonate melts 
and synthetic basalts with implications for the CO2 
circulation throughout the Earth’s interior.

19.2. MATERIALS AND METHODS

Two starting materials were employed in this study, 
CB2 and CARB2, with composition representative of 
transitional melts (Gudfinnsson & Presnall, 2005), such 
as 18.28 wt% SiO2, 20.43 wt% CaO, 27.50 wt% MgO, 6.72 
wt% FeO, 1.95 wt% Al2O3, 1.37 wt% Na2O, 1.21 wt% 
ClO−, and 22.54 wt% CO2. CB2 was prepared by grinding 
under ethanol oxides and carbonates such as SiO2, FeO, 
Al2O3, CaCO3, MgCO3, and NaCl to make a nominal 

composition like the above. CARB2 was prepared by 
melting CB2 at ~0.3 GPa and 1410(±10) °C for 1 h, using 
a non‐end‐load piston cylinder (QUICKPress type) avail-
able at the Istituto Nazionale di Geofisica e Vulcanologia 
(INGV) in Rome (Italy). In the synthesis experiment, the 
CB2 mixture was loaded into a platinum (Pt) capsule of 
5 mm length and 5 mm diameter, welded at both ends. 
The capsule was loaded into a 19–25 mm crushable 
MgO‐borosilicate glass‐NaCl assembly (Masotta et  al., 
2012). Temperature was constantly monitored during the 
experiment using a factory calibrated C‐type thermo-
couple, with a maximum error of 5  °C. The run was 
quenched by shutting down the power. The recovered 
sample was analyzed by field‐emission scanning electron 
microscopy using a JEOL JSM 6500F, also available at 
INGV both for textural observations and chemical com-
position. The sample showed a typical quench texture 
expected for carbonate‐silicate melt compositions, 
alternating glassy portions with elongated crystals of 
olivine. Such observation appears in contrast with 
the  well‐quenched glass reported by Moussallam et  al. 
(2015) for synthetic transitional melts, and it is likely a 
consequence of the lower quench rate of the QUICKPress 
compared to that of the internally heated pressure 
 vessels  used by Moussallam et  al. However, we decided 
to  use both CARB2 and CB2 oxide mixture to test 
 possible effects of the starting material on viscosity 
measurements.

Viscosity measurements were conducted using the 
falling‐sphere technique with the Paris‐Edinburgh large‐
volume press at beamline 16‐BM‐B (Kono et al., 2014b; 
Kono, 2018). The starting material was placed in a 
cylindrical graphite capsule with a diameter of 1.2 mm 
and height of 2 mm. The majority of the experiments 
were performed using CARB2 starting glass, except in 
the run at 4.7 GPa/1565 °C, where CB2 oxide/carbonate 
mixture was employed (Table 19.1). A Pt sphere prepared 
by arc melting with diameter between ~70 and 190 μm 
(Table 19.1) was placed in the central portion of the cap-
sule. Some runs were performed using the double‐layered 
probing sphere configuration (Terasaki et al., 2001; runs 
at 4.7 GPa/1565 °C, 2.8 GPa/1885 °C, 3 GPa/1955 °C), 
where an additional Pt sphere was placed at the top of 
the  capsule surrounded by CaCO3 powder (calcite, 
Puratronic®, purity of 99.999%) to delay the fall of the 
probing sphere at a higher temperature than the sphere 
placed in the center of the sample, which was used to 
monitor the onset of melting. Details on the cell assembly 
used in this study are available in Kono et al. (2014b) and 
are the same than those used by Stagno et al. (2018). The 
generated pressure at the sample was constantly moni-
tored using the equation of state of MgO (Kono et al., 
2010) by collecting diffraction patterns on the MgO sleeve 
surrounding the capsule. After compression to target 
pressure, for each experiment the temperature was set 
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quickly (~100  °C/s) to the value at which the platinum 
sphere fell down and was estimated using the power vs. 
temperature calibration curve corrected for the proper 
hydraulic pressure (Kono et al., 2014b).

Viscosity measurements were conducted using the 
falling‐sphere technique combined with unfocused white 
X‐ray beam for radiographic images captured by a high‐
speed camera (Photron FASTCAM SA3) with 100–500 
frames per second (fps) recording time (Kono et  al., 
2014b; Kono, 2018). The image resolution of the ultra-
fast camera used for the viscosity measurements is 2.5 
μm/pixel except for the run at 4.7 GPa/1565  °C (CB2_
run3_2015), whose resolution is 5 μm/pixel. The radio-
graphic images acquired from the high‐speed camera 
were used to calculate the probing sphere terminal 
velocity as a function of elapsed time for each frame by 
using the Tracker plugin in the ImageJ software 
(Abramoff et  al., 2004); and from the velocity of the 
falling sphere(s), the melt viscosity was calculated using 
the Stokes equation,

 

gd F
E

s l
2

18
, (19.1)

where ν is the terminal velocity (mm/s) of the probing 
sphere; ρs and ρl are the densities (g/cm3) of the Pt sphere 
(~19.3 g˙cm−3 as calculated from the thermal equation of 
state; Dorogokupets & Dewaele, 2007) and melt, respec-
tively; d is the diameter of the sphere (mm) determined 
from the radiographic images using the Prosilica GC1380 
high‐resolution camera with pixel size of 0.945 μm/pixel 
(0.850 μm/pixel for runs at 2.4 GPa/1930  °C, 5.3 
GPa/2155 °C, 3 GPa/1955 °C); and E and F are correction 
factors for the wall effect and end effect, respectively. A 
fixed value of 2.3 g˙cm−3 was chosen for the density of 
carbonate‐silicate melts (ρl), as determined by numerical 
simulation by Ghosh et al. (2017). This value is slightly 
greater than the density of 2 g·cm−3 estimated for carbon-

atitic liquids (Liu & Lange, 2003), while the uncertainty 
of the density would not produce a significant error in the 
calculated viscosity because of the large difference in 
densities between Pt sphere (ρs) and the carbonate‐silicate 
melt density (ρl).

19.3. RESULTS

The run conditions and each calculated viscosity for 
synthetic carbonate‐silicate melts are shown in Table 19.1. 
Figure 19.1 summarizes the P‐T conditions of our experi-
ments along with literature data where transitional melts 
were quenched. The short fall time of the Pt sphere results 
in high terminal velocity ranging between 0.749 and 6.628 
mm/s. Figure 19.2 and Figure 19.3 show the fall of the Pt 
sphere through a series of radiographic images as a function 
of time, and the terminal velocity used to determine the vis-
cosity through equation (19.1), respectively. The results of 
the falling distance as function of time and falling velocity 
for each run are available in the Supplementary Materials. 
The calculated viscosity of synthetic transitional melts 
varies from a minimum value of 0.0202(±0.0008) Pa·s 
at  2155  °C and 5.3 GPa and a maximum value of 
0.0762(0.030) Pa˙s at 1930 °C and 2.4 GPa. The viscosity 
data obtained for melts with ~18 wt% SiO2 are shown in 
Figure 19.4, expressed in the logarithm form as function of 
pressure, along with previous studies on the viscosity of 
pure carbonate melts and carbonated silicate melts.

We carefully checked not only the falling of the sphere 
but also the lateral shift of the sphere during its fall, 
which might cause a decrease in the terminal velocity 
(Table 19.1). We observed that lateral shift ranges from 
0.009 to 0.076 mm during the whole fall. These values are 
very low compared to the fall distance, where the terminal 
velocity is achieved (see Supplementary Materials). In 
contrast, we noted that lateral shift occurs mainly when 
the starting material begins melting as a consequence of 
the softening of the powder surrounding the Pt sphere at 
its initial position. Some experiments performed at P < 2 
GPa showed the appearance of bubbles due to CO2 

Table 19.1 Experimental conditions and results.

Run Pb (GPa) Tb (°C)
ø Pt Sphere 
(mm)

Terminal 
Velocity (mm/s)

Recording 
Time (fps) Viscosity (Pa·s) logη

Horizontal 
shifta (mm)

CB2_3_2015 4.7 1565 0.117 1.864(±0.048) 100 0.0529(±0.0007) –1.277 0.021
CARB2_2_2016 2.8 1885 0.191 4.254(±0.165) 500 0.0510(±0.0016) –1.292 0.075
CARB2_3_2016 4.7 2012 0.140 3.611(±0.088) 500 0.0368(±0.0014) –1.434 0.030
CARB2_1_2018 3 1955 0.089 2.687(±0.170) 500 0.0228(±0.0018) –1.642 0.008
CARB2_2_2018 2.4 1930 0.086 0.749(±0.030) 167 0.0762(±0.0030) –1.118 0.011
CARB2_5_2018 5.3 2155 0.140 6.628(±0.259) 500 0.0202(±0.0008) –1.695 0.022

a Horizontal shift refers to a lateral shift of the Pt sphere during the fall that might result in decrease of the terminal velocity.
b Typical uncertainties on pressure and temperature in the Paris‐Edinburgh cell experiments are less than 0.4 GPa and 60 °C 
(e.g., Kono et al., 2014a; de Grouchy et al., 2017; Hudspeth et al., 2018).
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 exsolution that impeded the fall of the Pt sphere. These 
experiments are not presented here.

19.4. DISCUSSION

19.4.1. Effect of Pressure and Temperature 
on the Viscosity Data

Our data show viscosities between 0.0202 and 0.0762 
Pa˙s, which are higher than those determined by Di 
Genova et al. (2016) and Stagno et al. (2018) for Na2CO3 
melt, and Kono et al. (2014a) for calcitic and dolomitic 
melts by about an order of magnitude (Figure 19.4). The 
viscosity values for transitional melts appear comparable 

with data by Dobson et al. (1996) for molten K2Mg(CO3)2 
and K2Ca(CO3)2 ranging from 0.006 to 0.036 Pa·s, taking 
into account the high uncertainty due to the lowest 
recording time (40 fps) employed by the authors with 
respect to more recent in‐situ measurements. Figure 19.4 
includes the viscosity of carbonated silicate melts per-
formed on a CaCO3‐CaSiO3 mixture with 22.6 and 31.4 
wt% SiO2, respectively (Kono et al., 2014a). These exper-
iments yielded viscosities of 0.03 and 0.055 Pa˙s that are 
in agreement with our data. The viscosity calculated by 
molecular dynamics simulation by Ghosh and Karki 
(2017) covers a T range similar to our experimental con-
ditions. Their calculations applied to enstatitic melts with 
16 wt% of CO2 gave a viscosity of 0.025 Pa˙s at 2200 K 

Time (ms)
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Figure 19.2 X‐ray radiography images of the Pt sphere in carbonated silicate melt as function of time for 
experiment at 4.7 GPa and 2012 °C. See electronic version for color representation of the figures in this book.
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Figure 19.3 Results of the falling distance (circles) as function of time and the falling velocity (diamonds) as function 
of time for each frame (recording time is 500 fps) for the run at 4.7 GPa and 2012 °C. The terminal velocity reached 
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and 5 GPa. Both experimental (Kono et al., 2014a) and 
theoretical (Ghosh & Karki, 2017) studies highlight the 
effect of temperature in lowering the viscosity of carbon-
ated melts. This effect is also observable in Figure 19.4, 
where our data show a decrease in viscosity at increasing 
temperature of our experiments rather than a role of 
pressure. As also highlighted in Figure 19.1, our experi-
ments were performed at much higher temperatures than 
the mantle adiabat. This is likely due to the higher liquid‐
glass transition temperature of the starting composition 
used in this study, linked with the chemical composition 
of the synthetic starting glassy material, although a pos-
sible kinetic effect on the melting process cannot be 
excluded.

To test the possible effect of  the starting material, we 
performed an experiment (CB2_03_2015) using a mix-
ture of  oxides and carbonates. The viscosity determined 
at 4.7 GPa and only 1565 °C is 0.0529 Pa˙s (Table 19.1), 
which is higher than the viscosity determined for runs 
using CARB2. Although melting occurred at lower T, 
possibly due to the presence of  absorbed moisture from 
the sample, we conclude that the fall of  the sphere 
occurred at (near‐)liquidus conditions. The viscosity 
determined at 4.7 GPa decreases from 0.0529 Pa˙s 
(run  CB2_03_2015 at 1565  °C) to 0.0368 Pa˙s (run 
CARB2_3_2016 at 2012 °C) within about 400 °C. No 
obvious pressure effect can be claimed in our deter-
mined viscosities, similar to that reported by Stagno 
et al. (2018) for Na2CO3 melt and Kono et al. (2014a) 
for calcite and dolomite melts. Unfortunately, it remains 
difficult to collect isobaric data due to the pressure 
effect on the melting temperature of  synthetic starting 
glasses.

19.4.2. Implications for the Transport of Oxidized 
Carbon in the Upper Mantle

The presence of small volumes of carbonate‐silicate 
melts in the Earth’s upper mantle has been the subject of 
several experimental studies aimed at understanding the 
origin of seismic (Hier‐Majumder & Tauzin, 2017) and 
electrical (Gaillard et  al., 2008; Yoshino et  al., 2012) 
anomalies detected beneath mid‐ocean ridges, as well as 
the immiscible behavior of CO2‐rich melts during 
upwelling and as their role in graphite/diamond precipi-
tation or formation by redox melting during the Archaean 
(Aulbach & Stagno, 2016). Most of these processes imply 
interaction between migrating melts and host rock, caus-
ing CO2‐rich magmas to shift to transitional composi-
tions. We calculated the mobility and migration rate of 
transitional melts using our determined viscosities. These 
were calculated using the equation
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where k is the permeability, a is the characteristic grain 
diameter, and ϕ is the melt fraction, while n (equal to 2) 
and  C (equal to 1600) are numerical constants, g is the 
gravitational acceleration constant, and w0 is the melt ascent 
velocity. As representative viscosity value, we considered 

0.05 Pa·s, which leads to an average mobility, , of 

 transitional melts of ~25 g·cm−3·Pa−1·s−1, assuming Δρ 
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(density of the solid mantle‐density of carbonate‐silicate 
melt; Ghosh & Karki, 2017) equal to 1.2 g·cm−3 in the oceanic 
lithosphere. This value is between the mobility estimated for 
basalts of about 0.6 g·cm−3·Pa−1·s−1 (Sakamaki et al., 2013) 
and the high mobility of 148 g·cm−3·Pa−1·s−1 for Ca‐carbonatitic 
melts calculated at upper mantle conditions (Kono et  al., 
2014a), even higher (300 g·cm−3·Pa−1·s−1) in the case of 
Na2CO3 liquid (Stagno et al., 2018). In turn, this implies a 
dramatic effect of the SiO2 content of CO2‐rich magmas on 
their segregation and migration from the silicate mantle at sol-
idus temperatures over time, enhancing, therefore, the possi-
bility of melt‐solid interaction and element diffusion. The 
calculation using equation (19.2) and equation (19.3) results 
in the melt migration velocity of ~1850 m/yr using a of 2 mm 
and melt fraction of 0.1% in volume, respectively (Keller 
et al., 2017). The migration velocity thus appears much higher 
than that proposed for dolomitic melts (80–115 m/yr; Kono 
et al., 2014a), implying that during the ascent of mantle car-
bonatitic magmas, as they evolve to more silica‐rich composi-
tions, the rheological properties might change dramatically, 
in turn promoting acceleration of these melts to shallower 
depth in contrast with a stagnant behavior of pure carbon-
atitic magmas. In contrast, long residence times are expected 
for carbonated magmas in the mantle.

19.5. CONCLUSIONS

We determined the viscosity of carbonated‐silicate 
transitional melts with 18 wt% SiO2 at pressures between 
2.4 and 5.3 GPa (~70–160 km of depth) and temperatures 

between 1565  °C and 2155  °C. Results range between 
0.02 and 0.08 Pa˙s with a variation mainly related to the 
temperature dependence. Our results agree with the 
sparse data from previous studies on CaCO3‐CaSiO3 mix-
ture (Kono et al., 2014a) and confirmed by dynamic sim-
ulation models on carbonated‐MgSiO3 melts (Ghosh 
et al., 2017). The higher viscosity compared to carbon-
atitic melt is therefore shown to correlate with the 
concentration of SiO2. The relatively low ascent rate of 
transitional melts (~1850 m/yr) results in shorter residence 
time than carbonatitic melts within the upper mantle.
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Figure S1 Results of the falling distance of the Pt sphere (117 μm) for the run at 4.7 GPa and 1565 °C as function of time.
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Figure S2 Results of the falling velocity of the Pt sphere for the run at 4.7 GPa and 1565 °C.
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of time.

CARB2 at 2.8 GPa, 1885 °C
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Figure S4 Results of the falling velocity of the Pt sphere for the run at 2.8 GPa and 1885 °C.

CARB2 at 4.7 GPa, 2012 °C
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Figure S5 Results of the falling distance of the Pt sphere (140 μm) for the run at 4.7 GPa and 2012 °C as function 
of time.
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Figure S6 Results of the falling velocity of the Pt sphere for the run at 4.7 GPa and 2012 °C.
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Figure S7 Results of the falling distance of the Pt sphere (140 μm) for the run at 5.3 GPa and 2155 °C as function 
of time.

CARB2 at 5.3 GPa, 2155 °C
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Figure S8 Results of the falling velocity of the Pt sphere for the run at 5.3GPa and 2155 °C.

CARB2 at 2.4 GPa, 1930 °C
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Figure S9 Results of the falling distance of the Pt sphere (86 μm) for the run at 2.4 GPa and 1930 °C as function 
of time. See electronic version for color representation of the figures in this book.
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Figure S10 Results of the falling velocity of the Pt sphere for the run at 2.4 GPa and 1930 °C.
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Figure S11 Results of the falling distance of the Pt sphere (89 μm) for the run at 3 GPa and 1955 °C as function 
of time.
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Mixed Fluids of Water and Carbon Dioxide

Evan Abramson

ABSTRACT

Equations of state, miscibilities, and speciation in mixed fluids of water and carbon dioxide are discussed. 
A shift in speciation away from solvated molecules of carbon dioxide increases miscibilities. HKF theory as 
 currently formulated is found incapable of properly handling high pressure data, as partial molal volumes 
asymptote to a constant value with increasing pressure. Current knowledge of the miscibility surface allows an 
easy quantification of the fractions of water and carbon dioxide loaded into a diamond anvil cell, and thus 
should facilitate further research into these mixtures.

20

20.1. INTRODUCTION

Within Earth’s crust and mantle, mixed fluids of water 
and carbon dioxide are agents for metasomatism, induce 
melting in the surrounding rock, and may be presumed to 
be important vehicles for carbon transport both within 
subducting slabs and into and out of the mantle. Beyond 
the planetary sciences, high‐pressure mixtures of these 
molecules are involved in many industrial concerns, from 
oil and gas wells (and possible underground carbon 
sequestration), to supercritical water oxidation, to explo-
sives technology. As well, both water and carbon dioxide 
are inexpensive and nontoxic solvents; industrial 
processes may be envisioned that would profit from these 
desirable traits coupled with the chemical tunability of 
mixed‐solvent properties through variation of pressure, 
temperature, and mixing ratios.

Models of the mixed fluids inform our understanding of 
all the above processes. This chapter explores our 
knowledge of the thermodynamic properties of solutions 
of water and carbon dioxide at pressures above, roughly, 
0.5 GPa, how such properties have been modeled, and how 
predictions of the models compare with measurements. 

While applicability to the deep Earth is obvious, even “high 
pressure” industrial processes are typically undertaken at 
pressures less than 0.5 GPa, and so it might be thought 
that a study restricted to conditions above this limit would 
be irrelevant to industry. However, desired thermodynamic 
data often do not exist at pressures intermediate between a 
few MPa and those considered here, and extrapolations 
into this range, from lower pressure data, can be erroneous. 
Interpolations, on the other hand, between the data more 
easily obtained at a few MPa and and those available above 
0.5 GPa may produce useful predictions of properties at 
the desired intermediate pressures.

20.2. AVAILABLE DATA

Mixtures of water and carbon dioxide have been exten-
sively investigated up to pressures of several hundred 
MPa, with experimental results considerably less avail-
able at the higher pressures considered here (see compila-
tions in Duan & Zhang, 2006; Gernert & Span, 2016; 
Mader, 1991). Data include direct measurements of 
molar volume, miscibilities, conditions of chemical equi-
libria with thermodynamically characterized solids, and 
spectroscopic observations of speciation. Additionally, 
computer simulations have been used to predict both 
equations of state (EOS) and speciation (Brodholt & 
Wood, 1993; Duan & Zhang, 2006; Fu et al., 2017; Pan & 
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Galli, 2016). Only at quite low pressures, <30 MPa, have 
specific heats and enthalpies of mixing been reported. 
Regions in which higher pressure (experimental) data are 
available are shown in Figure 20.1. With the exception of 
the rectangle at lowest pressures, each of the depicted 
regions derives from a single study.

Of particular note are two studies of synthetic inclusions, 
that of Sterner and Bodnar (1991), up to 0.6 GPa and from 
400 °C to 700 °C taken in a quartz host, and of Frost and 
Wood (1997), between 1 and 2 GPa and from 1100 °C to 
1400  °C taken in corundum. Both indicate that excess 
volumes of mixing are positive and small (<4%), within the 
explored ranges of pressure and temperature. Volumes 
deduced from inclusions are uncertain by roughly 1%–2%, 
only slightly less than the reported excess volumes of mixing, 
but as pointed out, “The relative incompressibility … at 
high pressure (high density) tends to magnify the effect of 
even subtle non‐ideal behavior” (Sterner & Bodnar, 1991).

Chemical potentials have been determined directly 
from observations of chemical equilibria involving the 
carboxylation/decarboxylation or hydration/dehydration 
of various minerals in contact with solutions of defined 
mole fraction CO2 (XCO2). Such experiments have been 
run at temperatures as low as 310 °C and up to 1200 °C; 
pressures have typically not exceeded 0.6 GPa, although a 
few measurements have been made at substantially higher 

pressures. In particular, Aranovitch and Newton (1999) 
observed both decarboxylation and dehydration reactions 
of silicate minerals at pressures up to 1.4 GPa and from 
600 °C to 1100 °C, while Eggler et al. (1979) reported on 
a decarboxylation reaction at 2.6 GPa and 1100 °C.

Speeds of sound in mixed solutions have more recently 
been measured in a high‐pressure diamond anvil cell 
(DAC) by Brillouin spectroscopy (Qin et al., 2010) and by 
impulsively stimulated scattering (Abramson, unpub-
lished). A set of such measurements, accurate over a 
broad range of P and T, would be extremely useful. 
Unfortunately, at the temperatures of interest, pressure 
gauges of the usual kind either dissolve, have a poor (e.g., 
±0.1 GPa) precision, or both. Thus, the data taken in 
these preliminary experiments are not likely to be useful.

Observations of miscibility and of speciation taken in 
the DAC are also included in Figure 20.1, and will be dis-
cussed below. What is apparent from this initial diagram, 
however, is that information relevant to the nature of the 
CO2/H2O fluid above pressures of half  a GPa are few, 
span two separate ranges of pressure and temperature, 
and that these two ranges comprise quite different types 
of data. For this reason, the situation has not been greatly 
advanced since 1991, when Mader wrote, “It is concluded 
that the data‐base available is not yet adequate to derive a 
reliable equation of state for H2O‐CO2 mixtures.”

20.3. MISCIBILITIES

A basic question to be asked about the nature of these 
fluids is, to what degree are water and carbon dioxide mis-
cible at any given pressure and temperature? Until recently, 
the miscibility surface of this binary had been studied to a 
maximum pressure of 0.35 GPa (Mather & Franck, 1992; 
Sterner & Bodnar, 1991; Takenouchi & Kennedy, 1964; 
Todheide & Franck, 1963). Both Todheide and Franck 
(1963) and Takenouchi and Kennedy (1964) made direct 
measurements of the contents of coexisting phases, while 
Mather and Franck (1992) measured pressures and tem-
peratures of homogenization for (three) samples of known 
contents, and Sterner and Bodnar (1991) inferred the same 
from the use of synthetic fluid inclusions. As seen in 
Figure  20.2, the critical curve descends in temperature 
from the critical point of pure water, 374 °C (at 22 MPa), 
to a minimum at roughly 266  °C (at 0.245 GPa) before 
beginning to rise again with further increase in pressure; 
the associated critical concentration at the saddle point is 
around XCO2 = 42%. The values given in the preceding 
sentence are those from Todheide and Franck (1963), but 
though the four works are in loose agreement over the 
breadth of the measurements, they can still differ consider-
ably, particularly in the region of high XCO2. For example, 
in the two‐fluid regime at 0.20 GPa and 260 °C, XCO2 for 
the carbonic fluid is given as 47%, 57%, 63%, or 66%.
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Figure 20.1 Pressure‐temperature regions of published H2O/
CO2 data extending to higher pressures. Miscibility data, long 
dashed lines, are limited at higher temperatures by the critical 
curve (Abramson et al., 2017a); speciation, short dashed lines; 
volume by inclusions, dot‐dash (Frost & Wood, 1997, Sterner 
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representation of the figures in this book.
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Abramson et al. (2017a) have now measured miscibil-
ities of  water–carbon dioxide mixtures, up to a pressure 
of  7 GPa, through the visual observation of  homogeni-
zation (mixing) within a DAC. In these experiments, the 
cell contents were loaded as two separate fluids, the 
resulting XCO2 being determined through isotopic 
doping of  the water and subsequent measurement of  the 
amount transferred to the CO2. These studies are limited 
to pressures in excess of  0.4 GPa and thus do not overlap 
those previously cited, although they are in rough 
agreement with the results of  Todheide and Franck 
(1963). Even with these new results, the critical curve 
continues to rise to the highest pressure and temperature 
of  the experiments; the conditions under which two 
immiscible fluids can coexist thus extend yet higher, into 
unexplored regions.

An interesting feature of the data is the area of closely 
spaced contours above the saddle‐point and centered 
around XCO2 = 30%. In this region, an isothermal 
increase of pressure (e.g. applied to a fluid of XCO2 = 
30%, held at 300 °C, starting at 1 GPa) causes a homoge-
neous solution first to unmix, then to remix. The initial 
unmixing was the expected behavior for pressures 

exceeding that of the saddle‐point. The remixing, seen so 
far only for XCO2 < 40%, coincides with, and is presum-
ably due to, a pressure‐induced shift in speciation.

20.4. SPECIATION

At lower pressures, CO2 exists as the solvated molecule, 
CO2(aq). However, in Raman spectra taken at the higher 
pressures attained with the DAC (Abramson et  al., 
2017a), lines associated with CO2(aq) disappear, to be 
replaced with a new line, hypothesized to be due to the 
carbonic acid molecule (Wang et  al., 2016), but more 
likely to represent the appearance of the bicarbonate ion. 
The widely used Helgeson‐Kirkham‐Flowers (HKF) for-
malism (Helgeson et  al., 1981) for solutes in aqueous 
solution, as revised by Shock et al. (1992), can be used to 
approximate the CO2(aq)‐HCO3

−1 equilibrium with 
results as seen in Figure 20.3. These calculations are nec-
essarily approximate; the required thermodynamic 
parameters (Facq et  al., 2014) for bicarbonate are sup-
ported by the bicarbonate‐carbonate equilibrium 
observed at comparable pressure and temperature, but 
those pertaining to CO2(aq) only by data at pressures 
<35 MPa. Additionally, the dielectric constant was taken 
to be that of pure water, and no attempt was made to 
 calculate activity coefficients for a solution containing 
17 mol% CO2 (which coefficients were assumed to be 1, as 
for a dilute solution). Even so, the calculated pressures 
for equimolar solutions, while higher than those mea-
sured, are still within a few GPa, and are consistent with 
the hypothesis that the new species is bicarbonate rather 
than carbonic acid; data that would allow the 
corresponding calculation for carbonic acid do not exist. 
Guidance from theoretical calculations is available only 
from the work of Pan and Galli (2016), who have used 
molecular dynamics based on density functional theory 
to investigate speciation in a dilute (XCO2 = 1.6%) solu-
tion at 11 GPa and 1000 K. Their results show, as 
expected, no CO2(aq) to be present, with roughly 80% of 
the carbon existing as bicarbonate, and the balance either 
of equal amounts of carbonate and carbonic acid, or 
mostly carbonic acid, depending on the functional chosen 
to represent the exchange correlation.

From Figure 20.3, we see that the reaction of CO2(aq) 
to form the new species is favored by increasing pressure 
and decreasing temperature, in accord with the HKF cal-
culations for bicarbonate. The data of Facq et al. (2014) 
also show, similarly, that higher pressures favor de‐ 
protonation of bicarbonate to yield carbonate, while 
higher temperatures result in the reverse. HKF, however, 
did not reproduce the observed miscibility equilibrium of 
fluid carbon dioxide, CO2(f), with CO2(aq). Up to roughly 
1 GPa experimental data are qualitatively reproduced as 
pressure rises, with CO2 first forced into solution and 
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then, with further increase in pressure, progressive unmix-
ing. However, as pressure continues to rise, the experi-
mentally observed remixing is not predicted, even while 
the concentration of CO2(aq) is predicted (and seen) to 
diminish in favor of the bicarbonate species.

This divergence of experiment and theory was caused 
by the use of the current HKF formalism for the solutes 
in conjunction with experimentally determined fluid vol-
umes for CO2(f). Within the formalism, partial molar vol-
umes at infinite dilution, V0, are given by an expression 
that rapidly asymptotes to a constant value as pressure 
increases. The formula, developed for lower pressure 
work, thus results in a V0 with an unphysical lower limit. 

Shown in Figure 20.4 are the predicted volumes of both 
CO2(aq) and bicarbonate ion, as well as the experimen-
tally determined values for pure CO2 fluid. The solvated 
molecule upon compression is calculated to approach a 
limiting value of ~33 cm3/mol. The volume of the 
bicarbonate ion actually increases due to a diminution of 
the electrostrictive effect (as the compressibility of water 
also diminishes), but it too is predicted to reach a limiting 
value, of ~32 cm3/mol. In contrast, and as expected, the 
measured volume of CO2(f) decreases without apparent 
limit. The result is that there will always be a pressure 
high enough that the increases of chemical potential, cal-
culated for both aqueous species as ∫V 0dP, exceed that of 
the pure fluid, resulting in the incorrect prediction that 
the system will remain unmixed.

In contrast, recent analyses (Brown et  al., 2018) of 
solution data indicate that at pressures near 1 GPa, 
partial volumes of a solute will approach that of the pure 
substance (for the same pressure and temperature). 
Partial volumes of CO2(aq) and HCO3

−1 might then be 
expected to approximate to those of the pure fluid CO2 
rather than the behavior depicted in Figure  20.4. 
Although the current formalism can be forced to repre-
sent high pressure data (e.g. in Facq et  al., 2014), any 
close fit to observed equilibria is presumably due to com-
pensating errors and should not be expected to remain 
useful to higher pressures or in conjunction with experi-
mentally derived volumes.

20.5. EQUATION OF STATE

Several equations of  state of  the binary mixture, taken 
from the literature (Aranovich & Newton, 1999; Holland 
& Powell, 2003; Kerrick & Jacobs, 1981; Zhang & Duan, 
2010), have been tested against the miscibility surface 
(Abramson et al., 2017a). Measured and predicted criti-
cal curves are shown in Figure 20.5. Three of  these EOS 
were based entirely on the measurements available at 
relatively low pressures and high temperatures, while 
Zhang and Duan (2010) supplemented data with molec-
ular dynamic calculations up to 10 GPa, but with the 
assumption that the carbon dioxide continues to exist as 
the solvated molecule. Given the large disparity in the 
pressure‐temperature region from which data in support 
of  the various EOS derive, and the region of  the misci-
bility surface where the EOS are being tested (see 
Figure 20.1), it is surprising that the predictions are even 
as close to experimental measurements as seen. The 
EOS of  Holland and Powell (2003), for instance, relies 
on only a single, free fitting parameter for a small excess 
Gibbs energy and yet parallels (roughly) the observed 
critical curve.

For all four EOS, the experimentally determined two‐
phase region lies at higher pressures than predicted. It is 
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Figure 20.3 Fraction of CO2 dissolved as the solvated molecule 
(filled circles) or, probably, bicarbonate (diamonds) as measured 
from Raman spectra of a solution with 17 mol% CO2, and at 
temperatures of (a) 400 °C and (b) 300 °C. Solid lines are drawn 
through the data. Dashed lines indicate calculations based on the 
assumption that the higher pressure species is the bicarbonate ion, 
and use of the parameters given in Facq et al. (2014). See electronic 
version for color representation of the figures in this book.
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interesting to speculate as to whether this commonality is 
due to the observed shift in speciation, which might be 
expected to delay the onset of unmixing with rising 
pressure. The two diamonds drawn in the figure indicate 
where, in the data of Figure 20.3, the fraction of carbon 

dioxide existing as CO2(aq) has been reduced by 20%, 
and might be taken to roughly indicate where the new 
species begins to significantly affect the EOS. Thus, the 
nature of the EOS may approximate to an ideal mixing at 
lower pressures, but less so at higher pressures due to an 
altered speciation.

20.6. AVENUES FOR PROGRESS

Experiments in the high‐pressure DAC require a 
means of  quantifying the fractions of  the two indepen-
dently loaded components. Values of  the loaded XCO2 
can be estimated by a visual determination of  the relative 
volumes of  the immiscible phases (Qin, 2010); however, 
the accuracy of  this method is dubious. In Abramson 
et  al. (2017a), water was isotopically doped, and 
subsequent isotopic transfer within the DAC allowed 
proportions to be determined to ~3% absolute. The pro-
cess, which is both laborious and time consuming, can 
only be performed after the end of  the main experiment 
as it requires transferring contents of  the DAC into a 
mass spectrometer. Fortunately, now that the miscibility 
has been mapped out, the contents of  a DAC can be 
evaluated over much of  the possible range of  XCO2 by 
comparison of  the observed fluid‐fluid mixing with the 
miscibility surface; this should facilitate further research 
on  speciation in the binary. Of  course, the same 
comparison might also be used to define CO2/H2O ratios 
in systems with additional components (e.g. SiO2) as 
long as they do not  dissolve appreciably at the lower 
temperatures of  mixing.

As mentioned earlier, an (accurate) evaluation of 
speeds of sound would be very useful. Given the ability to 
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determine XCO2 from observations of mixing and unmix-
ing, it may now be possible to use the divided cell method 
in the DAC (Abramson & Brown, 2004) with the relatively 
accurate (but, unfortunately, water soluble) (Sm)SrB4O7 
pressure gauge, and either Brillouin spectroscopy or 
impulsively stimulated scattering. Traditional acoustic 
techniques may also be applied in large‐volume presses 
(Song et al., 2011).
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Experimental Determination of Calcite Solubility in H2O‐KCl‐NaCl‐LiCl 
Solutions at 700°C and 8 kbar

James Eguchi1,2, Yuan Li3, and Craig E. Manning2

ABSTRACT

The solubility of calcite in salt‐H2O fluids was determined at 700 °C and 8 kbar using hydrothermal piston‐
cylinder methods. The investigated salts included NaCl, KCl, LiCl, and CsCl. Results show that, at constant 
pressure and temperature, calcite solubility increases with increasing concentration of any individual salt and all 
investigated salt mixtures. Data regression indicates a simple dependence of solubility on the square of salt mole 
fraction. At a given salt concentration, solubility enhancement increases with decreasing salt cation size. 
Experiments on fluids with mixtures of multiple salts were used to derive simple relations that can be used to 
predict calcite solubility in a wide range of salt solutions at the studied conditions. The results provide a basis 
for extending this approach to different pressures, temperatures, and salt compositions.

21

21.1. INTRODUCTION

The calcium carbonate minerals calcite and aragonite 
are the primary reservoirs for oxidized carbon in the 
continental crust and upper mantle. They are also the 
dominant carriers of carbon into the Earth’s interior 
(e.g., Dasgupta & Hirschmann, 2010). In subduction set-
tings, models of decarbonation of model lithologies 
assuming a molecular fluid indicate that relatively little 
CO2 is liberated by breakdown of calcite and aragonite at 
high pressure (e.g., Gorman et al., 2006). Experimental 
and theoretical studies, on the other hand, reveal strong 

increases in calcite and aragonite solubility in H2O with 
pressure (e.g. Caciagli & Manning, 2003; Ellis, 1963; Facq 
et al., 2014; Fein & Walther, 1989; Kelemen & Manning, 
2015; Newton & Manning, 2002), implying that dissolu-
tion as ionic constituents may be important in liberating 
CO2 from the subducting slab. This hypothesis is at least 
locally supported by field evidence for congruent dissolu-
tion of calcium carbonate in exhumed subduction 
complexes (e.g., Ague & Nicolescu, 2014).

Experimental studies have also revealed that salinity 
plays a critical role in determining calcium carbonate sol-
ubility, especially at high P and T. Newton and Manning 
(2002) and Facq et  al. (2016) showed that calcite solu-
bility increases with increasing NaCl concentration, as 
well as with increasing P and T. These results are impor-
tant because saline fluids may be common at high P and 
T (e.g. Andersen & Neumann, 2001; Kawamoto et  al., 
2013; Kent et  al., 2002; Manning & Aranovich 2014; 
Newton et  al. 1998; Philippot & Selverstone, 1991; 
Scambelluri & Philippot, 2001; Van den Berg & Huizenga, 
2001; Manning 2018). These studies also reveal that the 
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salt components in the fluid phase may be a complex 
mixture of NaCl, KCl, and potentially other solutes. Yet 
no experimental or theoretical study has previously 
addressed the relative roles of different salt components 
on CaCO3 mineral solubility.

The present work was conducted to complement previous 
studies by Newton and Manning (2002) and Caciagli and 
Manning (2003) by investigating how different alkali halides 
and their mixtures affect calcite solubility at high P and T. We 
investigated calcite solubility in H2O‐salt mixtures at a fixed 
P and T of 8 kbar and 700 °C. The salt components were 
combinations of NaCl, KCl, LiCl, and CsCl. The experi-
ments identify and constrain systematic variations in solu-
bility that depend on concentration and salt identity and lead 
to a model for calcite solubility in H2O‐salt mixtures.

21.2. METHODS

21.2.1. Starting Materials

Experiments were designed to determine the solubility 
of calcite in aqueous solutions containing NaCl, KCl, 
LiCl, CsCl, and their mixtures at high P and T. Each 
experiment contained distilled and deionized H2O, 
reagent grade salt (either a single salt or a mixture of 
salts), and pure natural calcite. Inclusion‐free calcite 
rhombs of natural calcite from Rodeo, Durango, Mexico, 
weighing 0.5–3.5 mg were smoothed using a diamond file, 
and then polished using 150 grit sandpaper (Figure 21.1a).

21.2.2. Capsule Assembly

Experiments were performed using a double‐capsule 
technique (Manning & Boettcher, 1994). Inner capsules 
were cut from 2 mm OD platinum tubes. One end of the 
capsule was crimped shut and a polished calcite crystal 
was weighed, then placed inside the inner Pt capsule. The 
inner Pt capsule was then crimped shut, punctured twice 
to allow penetration of the solution, and weighed. Outer 
Pt capsules were made with 3.5 mm OD Pt tubing. After 
annealing, one end was crimped and welded, then the 
capsule was weighed. The inner Pt capsule and salts were 
loaded, weighing after each addition. Prior to loading, all 
salts were placed in a 300 °C furnace to drive off  adsorbed 
H2O. H2O was finally added; any H2O in excess of the 
target value was allowed to evaporate until the desired 
mass was reached. Salts and H2O were added in this 
fashion instead of as a premixed solution in order to 
achieve precisely measured salt concentrations that were 
often higher than salt saturation at ambient conditions. 
After loading, the open end of the capsule was crimped 
and welded. Weld integrity was checked by reweighing 

the capsule after holding at 110 °C furnace for 15 minutes; 
any capsules that lost mass were discarded.

The masses of the starting calcite crystal and inner Pt 
capsule were determined on a Mettler Toledo ultramicro-
balance with 1σ = 0.2 μg. The masses of  the outer Pt 
capsule and all materials were measured on a Mettler M3 
microbalance with 1σ = 2 μg. When propagating 1σ 
uncertainty through each weighing step, resulting 1σ 
uncertainty in Xtotal salt (see equation [21.2]) < 1.7 × 10−3 
and mCaCO3 < 1.9 × 10−3 molal.

21.2.3. Experimental Apparatus and Setup

All experiments were conducted in a 2.54 cm diameter 
end‐loaded piston cylinder apparatus, using NaCl‐
graphite furnaces. Capsules were loaded with long axes 
horizontal to minimize the temperature gradients. All 
experiments were conducted at 700  °C and 8 kbar. 
Temperature was monitored and controlled using Type S 
Pt‐Pt90Rh10 thermocouples, with an uncertainty of ±3 °C. 
Experiments were first pressurized to ~6 kbar, then 
heated. Thermal expansion initially brought the sample 
to the target pressure of 8 kbar, and pressure was held to 
within ±150 bars of the desired pressure throughout the 
duration of the experiment by bleeding pressure when 
necessary. At final run conditions, the NaCl cells are fric-
tionless and require no pressure correction (Manning & 
Boettcher 1994). All experiments were held at 700 °C, 8 
kbar, for at least 4 hours, then quenched by cutting power. 
Temperatures dropped rapidly to <100 °C in <1 min.

21.2.4. Solubility Determination

Quenched capsules were retrieved from the furnace 
assembly, soaked in distilled water for 5–10 minutes to 
dissolve any adhering NaCl, and dried at 110 °C. After 
drying, the capsule was weighed to check for fluid loss 
during the run. A second test to assess whether H2O was 
lost during the experiment was to puncture the capsule 
and place it stepwise in 110 °C and 300 °C furnaces to 
drive off  all water, then the dried capsule was reweighed. 
The mass difference between the full and dried capsule 
corresponds to the “water out” in Tables 21.1 and 21.2 
and provides second a check on fluid retention during an 
experiment. During heating to drive off  H2O, salts were 
sometimes lost from the punctured outer capsule due to 
vigorous boiling of H2O; therefore, this measurement 
could not be made for all experiments. The outer Pt cap-
sule was then cut open with a razor blade. The outer cap-
sule contained precipitated salts and quenched skeletal 
calcite crystals. The inner Pt capsule was then retrieved 
and inspected for any accidental damage caused by the 
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Figure 21.1 SEM images of starting crystal and run products. (b)–(f) are ordered from lowest to highest calcite 
solubility to illustrate the progression of textures with increasing dissolved CaCO3. Values in parentheses refer to 
experiment number and SEM mode. (a) Starting crystal (SE). (b) Dissolution‐rounded calcite crystal (L‐19; SE). 
(c) Dissolution‐rounded calcite crystal (MT‐4; SE). (d) Dissolution‐rounded calcite crystal showing incipient pits 
and grooves (NL‐1; BSE). (e) Dissolution‐rounded calcite crystals displaying deep pits and grooves (L‐10; SE). 
(f) Aggregate of dissolution‐rounded calcite crystals (L‐11; SE). (g) Small, euhedral calcite quench crystal on inner 
surface of inner Pt capsule (NL‐3; BSE). (h) Same as (g) but lower magnification, showing distribution of calcite 
quench crystals (BSE). (i) Skeletal calcite quench crystals observed only in runs with very high solubility, inter-
preted to be due to strong oversaturation upon quenching (run L‐14; BSE). See electronic version for color repre-
sentation of the figures in this book.
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razor blade when opening the outer Pt capsule. Experiments 
were discarded if inner Pt capsule had been damaged and/
or appeared to have lost any Pt.

The inner capsule was placed in a beaker of distilled 
water which was then stirred and heated for ~5 minutes. 
The capsule was then dried and weighed. This process 
was repeated until the inner capsule came to a constant 
mass, which signaled that all salts had been removed, 
leaving behind only insoluble calcite. This procedure has 
a negligible effect on the final result due to calcite’s 
extremely low solubility in H2O at ambient conditions. 
Calcite dissolves congruently in H2O and H2O‐salt solu-
tions (Caciagli & Manning, 2003; Newton & Manning, 
2002), so the weight change of a crystal yields a direct 
measurement of solubility. However, increasing calcite 
solubility raises the possibility that the calcite crystal 
will break into small pieces, which made direct weighing 
challenging because it became difficult to retrieve all 
the calcite fragments quantitatively. This can be circum-
vented by determining the weight change of the inner 
 capsule itself, provided that all dissolved calcite precipi-
tated in the outer capsule upon quenching. Calcite 
 solubility is calculated with
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where mCaCO3
 is the concentration of CaCO3 in solution 

in units of molality (moles of CaCO3 per kg H2O), 
w wic

i
ic
fand  are the initial and final masses of the inner Pt 

capsules, wH O2
 is the mass of water (all wi in mg), and 

100.078 is the molecular weight of CaCO3 (g/mol).
If  dissolved calcite precipitated in the inner capsule 

during quenching, the solubility determined by 
equation (21.1) gives a minimum value. The accuracy of 
solubility determined in this way was therefore checked in 
selected experiments by directly weighing calcite crystals 
where they could be recovered from the inner Pt capsule. 
The inner capsule contained undissolved calcite and 
small amounts of quenched skeletal calcite that could be 
distinguished based on texture under a binocular micro-
scope. If  the undissolved calcite crystal was unbroken or 
broken into just a few pieces, the fragments were sepa-
rated from the quench crystals and weighed to give a 
maximum calcite solubility. Maximum calcite solubility 
can be determined with equation  (21.1) by replacing 
w wic

i
ic
fand  with the initial and final masses of the calcite 

crystal. This solubility measurement is treated as a 
maximum, because it is possible that some undissolved 
fragments of the calcite crystal went unnoticed and 
unweighed. Minimum and maximum calcite solubility 
measurements are in close agreement when both could be 
measured, and maximum values are always greater than 

minimum values (Tables 21.1 and 21.2). The difference in 
measurements of minimum and maximum solubility was 
always much larger than the propagated 1σ weighing 
error in any individual solubility measurement. However, 
minimum and maximum solubility could not be mea-
sured in all cases. We therefore used the average range 
between minimum and maximum of 0.028 molal (n = 18) 
as a conservative estimate of uncertainty when plotting 
experiments for which only minimum solubility was 
determined.

21.2.5. Salt Concentration Notation

In the following discussion, the investigated range of 
salts and mixtures requires several alternate ways of por-
traying salt concentrations. The total salt mole fraction in 
a solution is defined as
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where ni is the number of moles of alkali‐halide i added 
to the aqueous solution. The mole fraction of salt i in a 
solution is
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For mixed‐salt solutions, the molar abundance of salt i 
(Ni) relative to all salts (excluding dissolved CaCO3) is
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21.3. RESULTS

Results for all experiments are given in Tables  21.1 
and 21.2.

21.3.1. Textures

Run products from the inner capsule were collected for 
textural analysis on a Tescan Vega 3 scanning electron 
microscope at UCLA. Figure 21.1 shows SEM images of 
a starting calcite crystal and several run products display-
ing different textures. In Figure 21.1, parts b–f are ordered 
from lowest solubility to highest solubility. At lowest sol-
ubilities, partly dissolved calcite crystals preserve original 
shapes but become more rounded. At highest solubilities, 
run product crystals are highly irregular in shape and 
display wormy pits and grooves. These textures are 
observed regardless of salt identity, suggesting that tex-



Table 21.1 Calcite solubility measurements at 700 °C and 8 kbar in H2O‐single‐salt solutions.

Run No. t (hrs) Salt In (mg) H2O In (mg) H2O Out (mg) Xtotal salt In Cap. In (mg)
Cap.
Out (mg)

CC
In (mg)

CC
Out (mg)

Minimum CaCO3 
Solubility (molal)

Maximum CaCO3 
Solubility (molal)

Pure H2O
W‐1 23 0.000 16.996 17.043 0.000 49.529 49.502 0.479 ‐ 0.016 ‐

KCl
K‐1 22 2.751 22.723 ‐ 0.028 56.615 56.522 0.468 ‐ 0.041 ‐
Y‐5 27 6.580 29.810 ‐ 0.051(1) 61.706 61.452 3.277 ‐ 0.085(1) ‐
Y‐1 24 13.874 30.213 ‐ 0.100 64.243 63.961 2.445 2.018 0.093(1) 0.141(1)
Y‐2 72 30.573 30.486 ‐ 0.195 60.946 60.474 3.142 2.527 0.155(1) 0.202(1)
MT‐4 17 15.557 15.178 ‐ 0.199 52.500 52.271 0.615 ‐ 0.151(1) ‐
Y‐3 23 53.238 29.985 ‐ 0.300 70.881 70.174 3.578 2.854 0.236 0.241
Y‐4 25 41.432 14.596 ‐ 0.407 62.145 61.628 3.945 ‐ 0.354(1) ‐
J‐4 25 47.575 16.352 ‐ 0.413 55.567 54.971 1.271 ‐ 0.364(1) ‐
J‐8 22 54.224 16.175 ‐ 0.448 49.054 48.371 1.077 0.380 0.422(1) 0.431(1)
Y‐6 22 61.794 15.558 ‐ 0.490 62.313 61.661 2.327 ‐ 0.419(1) ‐

NaCl
J‐6 24 11.201 30.453 ‐ 0.102 53.870 53.501 1.003 0.600 0.121(1) 0.132(1)
MT‐1 23 16.220 20.029 20.031 0.200 49.171 48.662 1.269 ‐ 0.253(1) ‐
J‐7 25 32.768 31.394 ‐ 0.243 56.207 55.147 1.906 0.800 0.337 0.352
J‐10 22 53.457 30.282 ‐ 0.352 62.475 60.529 2.690 0.673 0.642 0.665
J‐12 21 32.428 14.606 ‐ 0.406 57.934 56.826 2.490 ‐ 0.758 ‐
J‐16 24 42.328 14.748 ‐ 0.469 63.505 62.346 2.069 ‐ 0.785 ‐
J‐18 24 40.268 9.343 ‐ 0.571 47.659 46.942 1.551 ‐ 0.767(1) ‐

LiCl
L‐27 24 1.144 21.296 21.836 0.022(2) 50.562 50.374 0.646 ‐ 0.088(2) ‐
L‐9  4 1.444 25.520 26.009 0.023(1) 48.969 48.756 1.186 0.975 0.084(1) 0.083(1)
L‐19  8 1.918 33.985 34.511 0.023(1) 52.696 52.426 0.997 0.695 0.079(1) 0.086(1)
L‐26 30 1.296 23.679 24.268 0.023(1) 54.670 54.455 0.638 ‐ 0.091(1) ‐
L‐18 24 1.658 20.896 ‐ 0.033(1) 50.114 49.863 0.773 ‐ 0.120(1) ‐
L‐7  5 3.371 25.162 25.551 0.054 60.837 60.461 3.666 ‐ 0.149(1) ‐
L‐15 24 3.718 16.154 ‐ 0.089 48.517 48.009 1.206 ‐ 0.314(1) ‐
L‐8  5 10.023 24.393 24.819 0.149 63.979 62.589 3.140 1.602 0.569 0.630
L‐16 23 3.905 9.070  9.299 0.155 61.366 60.694 1.743 ‐ 0.740(1) ‐
L‐14 23 9.831 18.545 ‐ 0.184 52.850 50.961 2.107 ‐ 1.018 ‐
L‐17 23 4.487 8.425 ‐ 0.185 53.897 53.018 1.625 ‐ 1.043(1) ‐
L‐10 23 6.244 11.298 12.020 0.190 59.114 57.950 1.822 ‐ 1.029 ‐
L‐11  5 5.585 8.170  8.435 0.225 62.703 61.628 2.900 ‐ 1.314(1) ‐
L‐12 17 6.390 7.360 ‐ 0.270 65.337 63.735 2.365 ‐ 2.174(1) ‐
L‐13 19 9.796 10.263 ‐ 0.289 60.497 57.553 1.763 ‐ 2.865 ‐

CsCl
CS‐1 23 15.341 16.944 17.551 0.088 53.028 52.897 0.060 ‐ 0.079 ‐

Note. “Cap.” is the final Pt capsule containing solution and calcite crystal (CC). “In” and “out” refer to measurements made before and after experiment, respectively. 
“H2O in” measurements were used in all calculations of calcite solubility. The 1σ weighing uncertainty was propagated through each weighing step. Parenthetical numbers 
reflect 1σ uncertainty in last digit. Any 1σ < 0.0005 was excluded from table.
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Table 21.2 Calcite solubility measurements at 700 °C and 8 kbar in mixed‐salt solutions.

Run  
No. t (hrs)

KCl In  
(mg)

NaCl In 
(mg)

LiCl In 
(mg)

H2O In 
(mg)

H2O Out 
(mg) XKCl In XNaCl In XLiCl In Xtotal salt In

Cap.
In (mg)

Cap.
Out (mg)

CC
In (mg)

CC Out 
(mg)

Minimum CaCO3 
solubility (molal)

Maximum CaCO3 
Solubility (molal)

NaCl‐KCl
J‐3 25  2.187 1.576 0.000 27.393 ‐ 0.019 0.017 0.000 0.036(1) 50.995 50.848 1.312 ‐ 0.054(2) ‐
Y‐7 20  6.935 5.798 0.000 29.026 ‐ 0.052 0.055 0.000 0.107 62.555 62.229 1.795 ‐ 0.112(1) ‐
Y‐8 23 15.840 13.082 0.000 34.988 ‐ 0.089 0.094 0.000 0.183 62.355 61.721 2.712 2.040 0.181(1) 0.192
MT‐3 31 13.533 4.160 0.000 20.256 20.340 0.132 0.052 0.000 0.184 47.981 47.646 0.937 ‐ 0.165(1) ‐
MT‐2 25  4.044 7.959 0.000 15.219 15.322 0.052 0.132 0.000 0.184(1) 48.694 48.378 0.714 ‐ 0.207(1) ‐
J‐1 24 13.292 10.678 0.000 16.539 ‐ 0.139 0.143 0.000 0.282 61.508 61.018 1.628 ‐ 0.296(1) ‐
J‐2 24 20.679 16.343 0.000 16.283 ‐ 0.190 0.191 0.000 0.381 59.804 59.122 2.354 1.504 0.418(1) 0.522
J‐5 23 28.267 22.331 0.000 16.318 ‐ 0.227 0.229 0.000 0.457 58.197 57.308 2.459 1.543 0.544 0.561
J‐9 22 47.463 37.080 0.000 14.280 ‐ 0.308 0.307 0.000 0.616 58.562 56.963 3.038 ‐ 1.119 ‐
J‐11 23 48.678 37.801 0.000 11.224 ‐ 0.340 0.336 0.000 0.676 59.059 57.560 2.901 1.313 1.334 1.414
J‐14 24 37.513 29.691 0.000  5.745 ‐ 0.378 0.382 0.000 0.760 72.378 71.479 2.663 ‐ 1.563(1) ‐
J‐17 24 41.974 32.778 0.000  3.301 ‐ 0.431 0.429 0.000 0.860 66.214 65.668 0.000 ‐ 1.653(2) ‐

KCl‐LiCl
KL‐4 23  5.858 0.000 3.250 21.096 20.715 0.059 0.000 0.058 0.117(1) 51.085 50.529 1.111 ‐ 0.263(1) ‐
KL‐1 23  5.402 0.000 3.389 15.403 ‐ 0.072 0.000 0.079 0.151(1) 59.937 59.397 1.458 ‐ 0.350(1) ‐
MT‐8 23 10.267 0.000 2.048 14.959 ‐ 0.136 0.000 0.048 0.183(1) 51.887 51.418 0.925 ‐ 0.313(1) ‐
MT‐9 24  4.346 0.000 6.247 16.491 16.730 0.052 0.000 0.131 0.183(1) 52.775 51.596 1.717 ‐ 0.714 ‐
KL‐3 19 12.569 0.000 6.765 26.291 26.583 0.094 0.000 0.089 0.184 60.342 59.043 1.884 0.537 0.494 0.512

NaCl‐LiCl
NL‐3 20  0.000 2.917 2.017 25.917 26.477 0.000 0.032 0.031 0.063(1) 59.489 59.108 0.854 ‐ 0.147(1) ‐
NL‐2 23  0.000 4.702 2.861 20.023 ‐ 0.000 0.064 0.054 0.117(1) 59.219 58.678 0.775 ‐ 0.270(1) ‐
NL‐1 30  0.000 5.735 4.265 20.650 20.877 0.000 0.073 0.075 0.148(1) 65.955 65.161 1.846 ‐ 0.384 ‐
MT‐5 29  0.000 8.018 2.410 15.465 15.777 0.000 0.130 0.054 0.184(1) 51.737 51.104 0.968 ‐ 0.409(1) ‐
MT‐6 15  0.000 3.392 5.906 15.689 ‐ 0.000 0.054 0.130 0.185(1) 53.360 52.264 1.570 ‐ 0.698 ‐
NL‐4 22  0.000 5.638 4.409 14.173 14.431 0.000 0.098 0.105 0.203(1) 57.891 56.906 1.735 ‐ 0.694 ‐

NaCl‐LiCl‐KCl
KLN‐7 21  3.452 3.273 1.742 20.057 20.481 0.037 0.045 0.033 0.114(1) 58.236 57.856 1.589 ‐ 0.189(1) ‐
KLN‐8 22  6.120 5.165 1.296 20.890 21.209 0.060 0.065 0.022 0.148(1) 53.088 52.644 1.111 ‐ 0.212(1) ‐
KLN‐9 21  5.150 1.666 3.163 15.626 16.012 0.066 0.027 0.072 0.166(1) 62.990 62.356 2.229 ‐ 0.405(1) ‐
KLN‐3 19  9.214 3.313 3.643 21.408 21.448 0.085 0.039 0.059 0.183(1) 50.523 49.737 1.279 0.417 0.367 0.403
KLN‐5 22  1.978 2.491 5.401 15.744 ‐ 0.025 0.040 0.119 0.184(1) 58.991 57.978 2.046 ‐ 0.643 ‐
KLN‐2 25  2.027 5.646 2.633 14.873 14.720 0.027 0.096 0.061 0.184(1) 61.029 60.408 0.898 0.262 0.417(1) 0.427(1)
KLN‐1  8  4.847 3.671 2.628 15.105 15.076 0.063 0.061 0.060 0.185(1) 55.800 55.254 1.275 ‐ 0.361(1) ‐
KLN‐4 23 11.304 1.455 3.795 21.111 21.544 0.105 0.017 0.062 0.185(1) 51.901 51.154 1.491 0.723 0.354(1) 0.363

Note. “Cap.” is the final Pt capsule containing solution and calcite crystal (CC). “In” and “out” refer to measurements made before and after experiment, respectively. “H2O in” 
measurements were used in all calculations of calcite solubility. The 1σ weighing uncertainty was propagated through each weighing step. Parenthetical numbers reflect 1σ 
 uncertainty in last digit. Any 1σ < 0.0005 was excluded from table.
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ture is controlled by magnitude of solubility rather than 
solution composition. In low solubility experiments, a 
single, large grain was typically recovered (Figure  21.1 
b–d), whereas high solubility experiments typically 
yielded aggregates of small crystals (Figure 21.1 e, f). As 
solubility increased, dissolution pits and grooves likely 
cut channels through the entire width of the crystal, 
resulting in the aggregates of smaller crystals seen in 
Figure 21.1 e and f.

The small (~20 μm) euhedral rhombs shown in 
Figure 21.1g are interpreted to be quench material due to 
their uniform size, high nucleation density, and even dis-
tribution on all surfaces of the Pt capsules (Figure 21.1h), 
including the original calcite crystal (Caciagli & Manning, 
2003). Due to their small size, the mass of these crystals 
has a negligible effect on solubility determinations, espe-
cially in light of the generally high solubilities at investi-
gated conditions; they were therefore noted where present, 
but we did not attempt to account for them in solubility 

calculations. Large, skeletal crystals (Figure  21.1i) are 
observed in highest solubility experiments. These are 
interpreted to be quench crystals, consistent with their 
rapid‐growth textures, which can be expected from the 
extreme oversaturation upon quenching from very high 
solubility conditions.

21.3.2. Solubility in Single‐Salt Solutions

The first set of experiments was conducted using 
aqueous solutions containing a single salt. Multiple runs 
conducted at constant XLiCl = 0.023 showed no systematic 
variation of calcite solubility with time longer than 4 hr 
(Table 21.1). Caciagli and Manning (2003) showed that in 
pure H2O, equilibrium was reached by 12 hours; there-
fore, all other experiments were run for a minimum of 12 
hours. Figure 21.2a shows variation of calcite solubility 
with Xtotal salt for aqueous solutions containing KCl, NaCl, 
and LiCl. In all cases, calcite solubility displayed 
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quadratic growth with Xtotal salt. Experiments at high LiCl 
concentration yielded high calcite solubility and display 
significantly more scatter, likely due to increased amounts 
of quench calcite precipitating in the inner capsule at 
high solubility.

In NaCl and KCl solutions, calcite solubility increased 
until, at high Xtotal salt, no further change in calcite solu-
bility was observed, consistent with alkali‐halide‐satura-
tion. Where Xtotal salt in the fluid is greater than the 
saturating concentration, no further solubility increase 
occurs because the solution composition must remain 
constant, and all additional salt simply increases the 
volume of halite or sylvite grown during the experiment 
(e.g. Aranovich & Newton, 1996). Saturation values of 
NaCl and KCl inferred from our experiments are XNaCl ≈ 
0.40 and XKCl ≈ 0.45, which are in good agreement with 
previous studies: XNaCl ≈ 0.40 XKCl ≈ 0.50 (Aranovich & 
Newton, 1996, 1997). Figure  21.2a shows that LiCl 
 saturation was not attained.

A single experiment was conducted in a CsCl solution. 
Calcite solubility in CsCl is lower than that in LiCl, NaCl, 
or KCl at the same Xtotal salt (Table 21.1).

21.3.3. Solubility in Mixed‐Salt Solutions

A second set of experiments examined how mixing 
salts affects calcite solubility (Table  21.2). Mixtures 
included 1:1 molar ratios of two salts: NaCl‐KCl, NaCl‐
LiCl, and KCl‐LiCl, in which calcite solubility increased 
quadratically with increasing Xtotal salt (Figure 21.2 b–d). 
At any given Xtotal salt, calcite solubility in the mixed‐salt 
solution lies at a value between that in the end‐member 
single‐salt solutions of which the solution is composed 
(Figure 21.2 b–d).

In the NaCl‐KCl solution (Figure  21.2b), calcite  
solubility continued to increase until Xtotal salt > 0.8. 
Figure 21.2a shows that in single‐salt solutions, NaCl 
and KCl saturate at about XNaCl = 0.40 and XKCl= 0.45, 
respectively. Therefore, in a solution with a 1:1 molar 
ratio of  NaCl‐KCl, we might expect to see NaCl satu-
rate at Xtotal salt ≈ 0.80 (XNaCl = 0.40; XKCl = 0.40) and KCl 
to saturate at Xtotal salt ≈ 0.90 (XNaCl = 0.45; XKCl = 0.45). 
Figure 21.2b shows that at around Xtotal salt = 0.70, the 
curve changes concavity, which we interpret as sig-
naling NaCl saturation. As more NaCl and KCl are 
added beyond Xtotal salt = 0.70 in a 1:1 molar ratio, KCl 
concentration in the solution increases while any addi-
tional NaCl simply precipitates as halite, resulting in 
the behavior seen in Figure 21.2b. The flattening of  the 
curve around Xtotal salt = 0.90 is likely due to KCl 
saturation.

Another set of experiments was conducted in two‐salt 
solutions holding Xtotal salt constant (Xtotal salt = 0.18) while 
varying the proportion of the two salts (Figure  21.3). 
Figure  21.3a shows variation of calcite solubility with 

NaCl/(NaCl + KCl). As NaCl/(NaCl + KCl) varies from 
0 to 1, calcite solubility changes from calcite solubility in 
a pure KCl solution to that in a pure NaCl solution. 
Figure 21.3 shows that calcite solubility as a function of 
NaCl/(NaCl+KCl) is better fit by a second order polyno-
mial rather than a linear function. Experiments along the 
LiCl/(LiCl+NaCl) and LiCl/(LiCl+KCl) exhibit similar 
behavior.

Experiments were also conducted with solutions com-
prising three salts (KCl, NaCl, LiCl). Figure 21.3a shows 
experiments in which the mole fraction of LiCl relative to 
total salts (NLiCl) is kept constant at 0.33, while varying 
NaCl/(NaCl + KCl) at Xtotal salt = 0.18. Similar experi-
ments were also conducted along LiCl‐NaCl and LiCl‐
KCl joins (Figure  21.3 b, c). Mixing experiments in 
three‐salt solutions behaved similarly to those in two‐salt 
solutions.

21.4. DISCUSSION

21.4.1. Solubility at Xtotal salt < 0.05

The inset in Figure 21.2b shows calcite solubility at 
low Xtotal salt. Three experiments at Xtotal salt < 0.05 
yielded solubility lower than that predicted by the fit-
ted trends, and instead appear to lie on a separate 
trend projecting towards calcite solubility in pure 
H2O. This suggests that there are likely two different 
regions where the dominant species differ. Fein and 
Walther (1989) studied calcite solubility and specia-
tion in NaCl‐H2O solutions at 400  °C–600  °C and 2 
kbar and inferred that solutes were fully dissociated at 
low salt concentrations, but at least partly associated 
(e.g. CaCl+) at higher salt concentrations. More 
detailed studies of  the solubility patterns at low Xtotal 

salt in KCl and other salt solutions are required to more 
quantitatively evaluate this possible transition in 
 speciation. The following discussion applies only to 
solubilities at Xtotal salt > 0.05.

21.4.2. Dependence of Calcite Solubility on Xtotal salt

The rise in calcite solubility with total salt mole fraction 
(Figure 21.2) suggests a quadratic dependence of calcite 
solubility on Xtotal salt (Newton & Manning, 2002). Least‐
squares regressions of the salt‐undersaturated solubility 
results give

 m XCaCO3
1 715 0 0792

, . .KCl KCl  (21.5)

 m XCaCO NaCl NaCl3
4 581 0 0792

, . .  (21.6)

 m XCaCO LiCl LiCl3
27 043 0 0792

, . . . (21.7)



CALCITE SOLUBILITY IN H2O‐KCL‐NACL‐LICL SOLUTIONS AT 700°C AND 8 KBAR 253

The coefficients of determination (r2) for equations 
(21.5)–(21.7) are 0.985, 0.999, and 0.995, respectively, with 
standard errors of estimates of 0.015 molal, 0.006 molal, 
and 0.029 molal, respectively. Intercepts were fixed at 
0.079, which is the average intercept derived from regress-
ing each set of results separately, with a standard deviation 
of 0.008. Intercepts were fixed so that regressions could be 
employed with mixing models discussed below. The high 
coefficients of determination demonstrate that fixing the 
intercepts at 0.079 has negligible effects on fitting of 
curves. An intercept of 0.079 would suggest that at 700 °C 
and 8 kbar in pure H2O mCaCO3 = 0.079. However, the 
change in behavior at Xtotal salt ≈ 0.05 (Figure 21.2b) sug-
gests that mCaCO3 = 0.079 is an overestimation of calcite 
solubility in pure H2O, consistent with the salt‐free 
experiment (W‐1, Table  21.1). Three experiments with 
the highest XLiCl were excluded from the regression due to 

the higher amount of scatter, as noted above; however, 
extrapolation shows good agreement between the pre-
dicted and measured solubilities (Figure 21.2). It should be 
noted that the empirical equations presented here are only 
applicable from 0.05 < Xtotal salt < alkali‐halide saturation.

21.4.3. Dissolution Mechanism

Experimental results show that calcite solubility 
increases with increasing alkali‐halide concentration 
until alkali‐halide saturation (Figure  21.2), regardless 
of  the salt or salt mixture. This behavior suggests that 
H2O is not principally responsible for solubility and 
speciation reactions because as H2O activity decreases, 
calcite solubility increases (Manning et al., 2013). The 
fact that H2O activity has minimal effects on calcite sol-
ubility suggests the calcite‐solution equilibrium can 
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likely be described by a reaction that does not involve 
H2O (Newton & Manning, 2002):

 CaCO NaCl CaCl3 2 2 32 aq aq aqNa CO . (21.8)

This reaction predicts that C speciation in hydrous 
fluids at this P‐T is dominated by Na+‐CO3

2− complexes, 
which is supported by the ab initio calculations of Pan 
and Galli (2016). If  the dissolution reaction of the form 
of equation (21.8) is applicable, calcite solubility should 
be proportional to the square of Xtotal salt, which is demon-
strated by equations  (21.5)–(21.7). Behavior of calcite 
solubility in KCl and LiCl solutions is similar to that in 
NaCl solutions, which suggests equations analogous to 
equation (21.8) can be written for KCl and LiCl.

Figure 21.4 shows that at a given Xtotal salt, calcite solu-
bility increases with decreasing cation radius of the par-
ticipating salt. Aranovich and Newton (1997) investigated 
the activity of KCl in H2O solutions at high pressures and 
temperatures and found them to be lower than NaCl 
activities when pressure, temperature, and salt mole 
fraction were equal. Decreasing salt activity with 
decreasing cation radius may explain the trend seen in 
Figure 21.4; however, activity‐composition relations are 
not known for the other salts. Nevertheless, the increase 
in calcite solubility with decreasing cation size suggests 
the stability of the aqueous complexes in order from least 
to greatest would be Cs2CO3(aq) < K2CO3(aq) < Na2CO3(aq) 
< Li2CO3(aq). This trend in stability can be predicted using 
Pearson’s hard‐soft acid‐base principles, which state that 
hard acids form stronger bonds with hard bases and soft 
acids form stronger bonds with soft bases. The carbonate 
ion is a hard base, so it should form stronger bonds with 
harder acids. Parr and Pearson (1983) defined chemical 
hardness as

 
h

I A
2

, (21.9)

where h is hardness, I is ionization energy, and A is 
 electron affinity. Figure  21.4b shows calcite solubility 
increases with the hardness of the salt cation. Thus, the 
increased calcite solubility in solutions containing smaller 
cations is likely due in part to the harder cations forming 
more stable complexes with the hard carbonate ion. This 
suggests calcite solubility in aqueous alkali chloride solu-
tions may be predictable using the relationship between 
calcite solubility and chemical hardness of the alkali.

21.4.4. Predicting Calcite Solubility 
in Multisalt Solutions

The experimental data can be used to derive general 
relations for calcite solubility in two‐ and three‐salt solu-
tions. Below we develop a simple empirical scheme for the 
solubility of calcite at 700 °C, 8 kbar, Xtotal salt > 0.05, and 
a range of salt ratios.

21.4.4.1. Two‐salt Solutions
If  the effects of alkali‐halide mixing on calcite solu-

bility affect calcite solubility in an ideal fashion, then cal-
cite solubility can be calculated as a simple linear 
combination of calcite solubilities in the single‐salt 
solutions:

 m N m N mA B A A B B: , (21.10)

where mA : B is calcite solubility in the mixed‐salt solution, 
Ni is the molar abundance of salt i relative to other salts in 
solution, and mi is the calcite solubility in the single i‐H2O 
salt solution. If A:B is 1:1, then NA = NB = 0.5 in 
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equation  (21.10). However, Figure  21.2b shows that 
although the molar NaCl:KCl ratio is 1:1, calcite solubility 
at a given Xtotal salt is not one half the difference between that 
in the respective single‐salt solutions, so equation (21.10) 
cannot be used. Instead, an “effective mole fraction” xi can 
be defined for any two‐salt mixture such that

 m x m x mA B A A B A B A B B: : : , (21.11)

where xi i j:  is the effective mole fraction of salt i in an i‐j 
salt solution. In an A‐B solution, xA A B:  varies from 0 at 
NA = 0 (NB = 1) to 1 at NA = 1 (NB = 0), and

 x xB A B A A B: : .1  (21.12)

Combining the constraints from end‐member solutions 
with the assumption that xA A B( : ) is described by a simple 
second‐order polynomial of the form

 x a N a NA A B A A: 1 2
2  (21.13)

yields a function describing the variation of xNaCl NaCl KCl:  
with NNaCl in all NaCl‐KCl solutions. Regressions were 
made by fitting a polynomial to xNaCl NaCl KCl:  in a pure 
NaCl solution, pure KCl solution, and 1:1 NaCl:KCl 
solution at a constant Xtotal salt (Figure 21.3d). For NaCl‐
KCl solutions, this equation is

 x N NNaCl NaCl KCl NaCl NaCl: . . .0 295 0 705 2  (21.14)

At any NNaCl in NaCl‐KCl solutions, xKCl NaCl KCl:  can 
be derived from equation (21.12).

Using this approach, functions describing xA AB  in the 
other two‐salt solutions were derived:

 x N NLiCl LiCl NaCl LiCl LiCl: . .0 793 0 207 2  (21.15)

 x N NLiCl LiCl KCl LiCl LiCl: . . .0 695 0 305 2  (21.16)

For each two‐salt system, values of xB A B:  can be calcu-
lated using equation (21.12).

21.4.4.2. Three‐salt Solutions
The success of the predictive scheme developed for two‐

salt solutions suggests the same approach can be general-
ized to three‐salt solutions. If correct, we can write

 m x mCaCO i ii3
,
 

(21.17)

where mi is calcite solubility in a solution containing only 
salt i and xi is the effective mole fraction. A simple 
approach to deriving values of xA ABC  is to use xA AB  in 

a C‐free solution and then correct for the effect of 
addition of salt C. That is:

 x xA ABC A AB
 (21.18)

 x NC ABC A AB C AC B AB C BCx N x  (21.19)

 x xB ABC A ABC C ABCx1 . (21.20)

Calcite solubility was calculated in three‐salt solu-
tions using equations (21.5)–(21.7) and (21.17)–(21.20), 
with A ≡ NaCl, B ≡ KCl, and C ≡ LiCl. Figure 21.5 
shows measured vs. predicted calcite solubility in one‐, 
two‐, and three‐salt solutions. The tight clustering 
around the 1:1 line shows that this method of  predict-
ing calcite solubility accurately reproduces the experi-
mental data. The success of  the predictive scheme 
developed above implies that calcite solubility in solu-
tions comprising H2O‐NaCl‐KCl‐LiCl can be pre-
dicted over a wide range of  total salt mole fractions. 
Figure  21.6 shows ternary diagrams with contours 
of  constant calcite solubility calculated with the 
scheme described above. Figure 21.6 shows that calcite 
solubility greatly increases with increasing Xtotal salt, 
increasing NLiCl, and also that the range of  calcite 
 solubility greatly increases with increasing salt mole 
fraction.
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21.5. CONCLUSIONS

The results of this study present several conclusions:
1. Calcite solubility follows a consistent, predictable 

behavior with increasing salt concentration in aqueous 
KCl, NaCl, and LiCl solutions.

2. Calcite solubility in mixed salt solutions is not accu-
rately predicted by assuming ideal mixing of salts in solu-
tion; however, the present study provides a method to 
make corrections for mixing and accurately predict cal-
cite solubility in mixed‐salt solutions.

3. Calcite solubility in saline solutions is enhanced 
relative to pure H2O by complexation of the Ca2+ and 
CO3

2− ions with the dissolved salt ions. The observed trend 

of calcite solubility increasing with decreasing cation size, 
i.e. CsCl < KCl < NaCl < LiCl, is likely due to the CO3

2− 
ion forming more stable complexes with harder ions as pre-
dicted by Pearson’s hard‐soft acid‐base principles.

These findings allow for prediction of calcite solubility 
over a wide range of fluid compositions relevant to natural 
systems. However, calcite dissolution in dilute salt solutions 
(Xtotal salt < 0.05) deviates from the trends extrapolated from 
Xtotal salt > 0.05; therefore, more studies should be conducted 
on low salt concentration fluids. Furthermore, the present 
experiments were performed at a single P‐T condition; there-
fore, experiments over a large range of temperature and 
pressure are required to better constrain carbon transport in 
geologic fluids. In addition, geologic fluids are not composed 
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solely of alkali halides; CaCl2, MgCl2, and FeCl2 are com-
monly found salts, and the effects of salts such as these 
should also be studied. The results of the present study sug-
gest that mixing of salts in aqueous fluids is nonideal, and 
while the present study provides an empirical method to 
correct for nonideality and accurately predict calcite solu-
bility in mixed salt solutions, it does not provide a physical 
explanation of nonideality upon mixing. Therefore, nonideal 
mixing of salts in solution may also deserve more attention.
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The Changing Character of Carbon in Fluids with Pressure:  
Organic Geochemistry of Earth’s Upper Mantle Fluids

Dimitri Sverjensky1, Isabelle Daniel2, and Alberto Vitale Brovarone3,4

ABSTRACT

Decades of research have now firmly established that aqueous fluids in Earth’s crust from groundwater to deep 
basinal brines to shallow mid‐ocean ridge hydrothermal systems can contain metastable equilibria involving 
C‐species in which methane does not participate. It now appears, however, that this situation does not extend to 
the upper mantle. Instead, field evidence from theoretical models, experimental diamond‐anvil cell and fluid 
inclusion studies, and high‐pressure metamorphic rocks all indicate a wide variety of aqueous C‐species at high 
pressures. At pressures above about 2.0–3.0 GPa, methane and all other aqueous C‐species with different 
oxidation states between ‐4.0 and +4.0 can coexist in variable proportions. Furthermore, the aqueous fluids can 
coexist with immiscible hydrocarbon fluids. As a consequence, C‐species with a mixture of oxidation states in 
aqueous fluids and hydrocarbon fluids at high pressures in the upper mantle can influence the oxidation state of 
their upper mantle environment.

22

22.1. INTRODUCTION

A wide variety of aqueous carbon species occurs in 
fluids located at the surface of Earth to at least upper 
mantle depths. Interestingly, however, the modeling 
treatment of aqueous carbon species tends to depend on 
the geochemical environment in which they are found. 
For example, in seawater, aqueous inorganic carbon spe-
ciation has been treated using the classical inorganic C‐
species CO2, HCO3, and CO3

2 , and Ca and Mg complexes 
of the ions. Such models have been very thoroughly 

studied under surficial conditions, where their relative 
abundances generally reflect thermodynamic equilibria 
and are crucial to an understanding of seawater chem-
istry, life in the oceans, and therefore climate change. The 
same species in various proportions are important in 
rainwater, soil water, and shallow groundwaters, together 
with a wide range of organic C‐species that are com-
pletely out of thermodynamic equilibrium with the inor-
ganic species. However, in deep groundwaters, such as 
those in sedimentary basins where sampled fluids reach 
temperatures on the order of 150  °C, some aqueous 
organic carbon species (e.g. CH3COO−) are in chemical 
communication with the inorganic ones, forming meta-
stable thermodynamic equilibria, as will be discussed 
below (Shock, 1988, 1990). At the even higher tempera-
tures of hot‐spring and mid‐ocean ridge environments 
(up to about 400  °C), a wide array of metastable equi-
libria may exist (Manning et al., 2013; McCollom, 2013).

In contrast, in crustal metamorphic environments at 
temperatures much greater than 400 °C, a very different 
treatment of aqueous carbon speciation has prevailed. 
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Crustal metamorphic fluids have long been generally 
treated as simple molecular mixtures, e.g. CO2, CO, CH4, 
H2, and H2O. For simplicity, models of the fluids are 
often referred to as COH fluids (Zhang & Duan, 2009). 
Three assumptions are inherent in COH fluid models. 
First, the fluids are assumed to contain no other solutes, 
e.g. no Na, K, Mg, Fe, Ca, Al, or Si, even though they are 
generally regarded as being in equilibrium with their host 
rocks and every mineral in the rocks has a definite solu-
bility under these conditions. Second, only molecular 
species such as those listed above are in the model fluids. 
There are no ions. As a consequence, there can be no con-
cept of pH, which is such an important parameter in the 
near‐surface environment. Third, the fugacity of oxygen 
is the only chemical link between the fluids and rocks, 
except for the molecules listed above, typically CO2, CH4, 
and H2O. The same overall approach has been widely 
used for fluids in subduction zones, even though decades 
of experimental studies have shown that at temperatures 
of about 700 °C to 1,200 °C and pressures approaching 
2.0 GPa, the solubilities of minerals in aqueous fluids 
become substantial (Manning, 2004; Manning, 2018).

In upper mantle environments such as the subcra-
tonic  lithospheric mantle, at temperatures of about 
800 °C–1,400 °C and pressures of about 4.0 to 6.0 GPa, 
the COH fluid model has again been the default model 
for aqueous C‐species in the deep Earth. However, fluid 
inclusion and experimental studies have demonstrated 
the importance of much higher solute concentrations in 
the fluids than even in crustal metamorphic environ-
ments. Models of the C‐speciation vary from high‐
pressure extensions of the COH fluid model to discussions 
of a class of fluids termed high‐density fluids, or HDFs 
(Navon, 1999), which are often equated with melts. Such 
models are very constrained in their ability to explain the 
causes of diamond formation and how the fluids may 
also be involved in mantle metasomatic processes that 
influence the geochemical and mineralogical evolution of 
the subcratonic lithospheric mantle. The reason is that 
the COH fluid models have relied almost entirely on 
invoking redox changes as the cause of precipitation of 
diamond. In fact, either oxidation of CH4 or reduction of 
CO2 to form diamond are the only chemical processes 
that can be invoked using a COH fluid model. The HDF 
model relies more on inferring potential processes by 
using trace element and isotopic tracers as proxies for 
fluid and/or melt interaction with upper mantle rocks.

Recent developments in theoretical and experimental 
aqueous geochemistry enable a new treatment of aqueous 
C‐speciation in deep crustal and upper mantle fluids that 
is analogous to the classical models of surficial and shal-
low crustal fluids. A continuous modeling capability from 
surficial to upper mantle conditions is now possible 
with  the Deep Earth Water (DEW) model (Sverjensky, 

Harrison, et  al., 2014; Huang & Sverjensky, 2019). 
Predictive speciation models of subcratonic lithospheric 
mantle fluids involving aqueous ions and metal complexes 
have been developed (Huang et al., 2017; Mikhail et al., 
2017; Mikhail & Sverjensky, 2014; Sverjensky, Harrison, 
et  al., 2014; Sverjensky, Stagno, et  al., 2014) based on 
Raman spectroscopic data for C‐bearing ions (Facq et al., 
2016; Facq et al., 2014), ab initio theoretical results (Pan 
& Galli, 2016; Pan et al., 2013), and measured mineral 
solubilities (Manning, 1994; Tropper & Manning, 2007). 
The fundamental model does not change from shallow to 
deep conditions in the Earth. In contrast to the COH and 
HDF models, the DEW model enables examination of 
changes in equilibrium aqueous speciation from surficial 
to deep Earth conditions, and treats a much greater 
variety of species, including ions and metal complexes. 
As a result, it is possible to examine patterns of change in 
aqueous fluid speciation from shallow to deep conditions 
in a way that was not previously possible.

As an example of recent advances in the modeling of 
deep Earth fluids, it has been predicted that aqueous 
inorganic and organic C‐species can be in complete ther-
modynamic equilibrium in deep Earth fluids, in marked 
contrast to geochemical systems at lower temperatures 
(Sverjensky, Stagno, et al., 2014). Furthermore, recent ab 
initio calculations of speciation in aqueous fluids have 
demonstrated that under upper mantle temperatures and 
pressures, new species become important. At 1,000 K and 
10.0 GPa, ab initio and thermodynamic calculations 
show that CO2

0 is not an important species. Instead, 
H CO2 3

0 is the major oxidized neutral carbon species (Pan 
& Galli, 2016). This is a major difference to the tradi-
tional COH fluid model for metamorphic and deep Earth 
fluids. Experimental studies have also indicated changes 
in the character of aqueous C‐species at elevated pres-
sures. Aqueous methane forms rapidly and easily at high 
pressures (Huang et  al., 2017; Scott et  al., 2004) and 
immiscible aliphatic hydrocarbon fluids coexisting with 
oxidized species of carbon have been documented (Li, 
2017; Huang et  al., 2017). Together, these advances in 
theory and experiments represent a first step towards 
understanding the potential role of aqueous C‐species 
during fluid‐rock interactions in the deep Earth.

Recent field discoveries have also indicated marked dif-
ferences in the behavior of C‐species between conditions 
in the mid‐ocean ridge hydrothermal systems and those 
in subduction zones at upper mantle conditions. The 
amounts of aqueous methane in mid‐ocean ridge hydro-
thermal systems are small. They may be of biologic 
origin, or inherited from preexisting fluid inclusions in 
minerals in the igneous oceanic crust (McDermott et al., 
2015), or related to catalysis by chromitite minerals 
(Etiope et  al., 2018). In contrast, abundant immiscible 
abiotic methane has now been documented in alpine 
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ultramafic massifs previously equilibrated at upper mantle 
pressures (Vitale Brovarone et al., 2017). The effects of 
hydrocarbon immiscibility on the mobility and reactivity 
of deep carbon remain poorly constrained. Hydrocarbon 
immiscibility phenomena likely affect the wettability of 
porous media at depth, and thereby the mobility of deep 
carbon. This feature can potentially lead to unexpected reac-
tivity of mineral surfaces and localized‐fluid‐rock equilibria.

In the present study, we wish to draw attention to evi-
dence for the changing character of aqueous C‐species with 
temperature and pressure. Based on the discussion above, 
two major regimes with very different behavior of carbon 
species are now clear. Aqueous C‐species appear to behave 
completely differently in the shallow crustal environments 
compared with the upper mantle. In order to emphasize the 
transition between the two environments, we summarize 
below the key evidence for these two major regimes.

22.2. CARBON SPECIATION IN SHALLOW 
CRUSTAL FLUIDS

Long‐term metastability of aqueous C‐species on 
geologic timescales was first proposed decades ago based 
on theoretical interpretation of the measured abundances 
of short‐chain aliphatic acids in oil‐field brines (Shock, 
1988). As an example, it can be seen in Figure 22.1a that 
Gulf Coast brines systematically cluster about a line with 
a theoretical slope of 1.5 consistent with the equilibrium

3 2 2 23
0

2 3 2
0

2CH COOH H CH CH COOH H O (22.1)

and a rearrangement of the corresponding Law of Mass 
Action represented by

 

log . log
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3
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The correlation strongly suggests that there is an 
equilibrium between the organic acid anions.

The intercepts of the lines defined by equation (22.2), 
together with theoretically calculated values of logK, 
enable calculation of values of fH2 for the oil field brines. 
The values of logfH2 are shown by the symbols in 
Figure 22.1b. The contours on the plot represent theoret-
ically calculated values of logfCO2 calculated from the 
hypothetical equilibrium

 2 4 22
0

2 3
0

2CO H CH COOH H O (22.3)

Values of logfCH4 were calculated from another hypo-
thetical equilibrium:

 CH COOH H CH H O3
0

2 4 24 2 2 . (22.4)

The hatched area in Figure 22.1b is limited by an upper 
value of fCO2 equal to less than the total pressure in the 
system. It can be seen that the symbols in Figure 22.1b 
clearly overlap with the logfCO2 values, i.e. the calculated 
fH2 values of the brines are consistent with fCO2 values less 
than the total pressure. However, corresponding values 
of the calculated fH2 values of the brines are not  consistent 
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with fCH4 values less than the total pressure. Instead, they 
suggest hypothetical fCH4 values on the order of 10,000 
bars, which is completely unreasonable. Overall, 
Figures 22.1 a and b strongly suggest that a metastable 
equilibrium between aliphatic acids and CO2 is possible, 
but that CH4 is out of equilibrium with the other carbon‐
bearing species.

Subsequent experimental studies have confirmed the 
validity of the concept of metastable equilibrium bet-
ween aqueous C‐species when methane is kinetically hin-
dered from reacting under shallow crustal conditions. 
The first example involved the demonstration of 
equilibrium at 325 °C and 350 bars between ethene and 
ethane (Seewald, 1994), which can be written

 2 2 2 2 22 4
0

2 2 3 3
0

2C H H O H CH CH H O, (22.5)

with fH2 buffered by the mineral assemblage pyrite‐ 
pyrrhotite‐magnetite according to the equilibrium

 3 4 6 42 3 4 2 2FeS Fe O H FeS H O. (22.6)

Over a period of hundreds of hours, a steady state of 
the aqueous species was reached that is well within uncer-
tainties of the predicted thermodynamic metastable 
equilibrium. Numerous subsequent studies have con-
firmed reversible hydrothermal metastable equilibria 
among many types of aqueous organic species (McCollom 
& Seewald, 2003a, 2003b; Seewald et al., 2006), including 
aromatic aqueous C‐species (Shipp et  al., 2013; Shock 
et al., 2013; Yang et al., 2012).

Confirmation of  the existence of  metastable equi-
libria in the field has been more elusive (Etiope & 
Sherwood Lollar, 2013). The outstanding example 
remains that of  oil‐field brines discussed above. 
Numerous studies have suggested that small amounts 
of  methane in mid‐ocean ridge systems have been 
formed by abiotic synthesis facilitated by mineral catal-
ysis. But this is difficult to demonstrate beyond reason-
able doubt. Other studies have suggested that methane 
in gas seeps and springs associated with ultramafic 
bodies has an abiotic origin catalyzed by Cr or Ru in 
rocks (Etiope et al., 2018). The strongest evidence of  a 
metastable equilibrium is the recent study of  serpenti-
nite in the mid‐ocean ridge Atlantis Massif. The study 
demonstrated that the amino acid tryptophan formed 
from a natural abiotic synthesis catalyzed by iron‐rich 
clay minerals (Ménez et al., 2018). This remarkable dis-
covery has wide‐ranging implications for the metastable 
organic geochemistry of  mid‐ocean ridge hydrothermal 
systems, as the formation of  amino acids and other 
 biomolecules has long been predicted theoretically. 
Interestingly, tryptophan had previously been predicted 

to be one of  the two most likely amino acids to occur 
by abiotic synthesis in a wide range of mid‐ocean ridge 
hydrothermal systems (Shock & Canovas, 2010). 
Figures  22.2 a and b show predictions of the chemical 
affinity for tryptophan or phenylalanine to form during 
mixing of many different mid‐ocean ridge hydrothermal 
fluids with cold seawater under conditions of metastable 
equilibrium. The very large positive chemical affinities 
indicate a strong thermodynamic driving force favoring 
the formation of the organic molecule in each case in the 
absence of methane. This prediction agrees well with the 
Atlantis Massif  discovery of abiotic tryptophan.
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Overall, the kinetic reluctance of  aqueous methane to 
participate in reactions with other aqueous C‐species 
opens up the possibility of  a rich set of  metastable equi-
libria between C‐bearing species in crustal hydrothermal 
systems (Figure  22.3). The solid curves in the figure 
refer to the mineral reactions that might buffer the 
fugacity of  H2. The potential range of  conditions under 
which metastable equilibria are most likely to be detected 
is summarized by the shaded area in Figure  22.3 
(Manning et al., 2013, after Shock, 1992), i.e. at temper-
atures less than about 400 °C. It is at these temperatures 
that the kinetics of  formation of  CH4 are expected to be 
so slow that natural fluids in the shallow crust will con-
tain a wide variety of  aqueous organic carbon species in 
metastable equilibrium with CO2, HCO3 , and CO3

2 , as 
well as carbonate minerals. The likely upper tempera-
ture limit for metastable equilibria is suggested to be 
about 500  °C. Above this temperature, it is suggested 
that the kinetics of  reversible reduction of  CO2 to CH4 
are sufficiently fast that a full thermodynamic 
equilibrium in aqueous solution will exist. Such fluids 
should contain CO2, CH4, HCO3 , CO3

2 , and related 
metal complexes of  the ions. They should not contain 
other aqueous organic species in any significant concen-
trations (Manning et al., 2013). It should be emphasized 
that Figure  22.3 refers to a pressure of  500 bars. 
However, as will be discussed below, at much higher 

pressures, it is possible that a completely different 
situation exists.

22.3. CARBON SPECIATION IN UPPER  
MANTLE FLUIDS

22.3.1. Theoretical Studies

22.3.1.1. The End of Metastablity: The Aqueous 
Organic Geochemistry of the Upper Mantle

The COH fluid model has been widely used to address 
the expected species of aqueous carbon under upper 
mantle conditions. As an example, calculated variations 
in the mole fractions of CO2 and CH4 in fluids in 
equilibrium with graphite or diamond as a function of 
depth in the Earth (Zhang & Duan, 2009) only include 
these species and H2O, CO, H2, and C2H6. There are no 
ions. It is assumed that the fO2 is imposed exclusively by 
the intramineral equilibrium in rocks sampled as xeno-
liths from the subcratonic lithospheric mantle. Between 
depths of about 100 and 200 km, H2O‐rich fluids are pre-
dicted to transition from having CO2 as the predominant 
C‐species to CH4 as the main C‐species (Zhang & Duan, 
2009). In other words, the transition between about 100 
and 200 km is from fluids with high CO2/ CH4 ratios to 
fluids with high CH4/ CO2 ratios. This conclusion about 
C‐speciation in upper mantle fluids is widely used in dis-
cussions of diamond formation (Shirey et al., 2013). The 
simplicity of the COH model for C‐speciation at upper 
mantle conditions stands in contrast to the complexity of 
metastable C‐speciation possible below about 500  °C 
under shallow crustal conditions indicated by Figure 22.3 
and the crustal oil‐field type brines discussed earlier. The 
contrast has traditionally been taken to indicate that at 
shallow crustal conditions metastability prevails, with 
many different aqueous C‐species with different oxidation 
states, but that at upper mantle conditions a simple 
equilibrium C‐speciation exists, with the two main 
oxidation states of C, i.e. CH4 and CO2, and not much in 
between. This situation persisted for decades until it 
became possible to use a different model for upper mantle 
fluids.

At crustal pressures and at temperatures greater than 
about 500 °C, under which CH4 can be assumed to freely 
react, the expected thermodynamic equilibrium speciation 
of carbon should be simple, as illustrated in Figure 22.4a 
at 600 °C and 5.0 kb. It can be seen that equilibrium bet-
ween CH4, CO2, HCO3, and CO3

2  is depicted. No aqueous 
ionic C‐species with intermediate oxidation states have 
predominance fields on the diagram. In contrast, it can be 
seen in Figure 22.4b that consideration of acetic acid and 
acetate at 600 °C and the much higher pressure of 50 kb 
results in the prediction of a substantial predominance 
field for acetate and a very small one for acetic acid 
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(Sverjensky, Stagno, et  al., 2014). Calculations such as 
these, using the DEW model, give a different picture of 
C‐speciation in upper mantle fluids to that offered by the 
COH fluid model. More generally, it is predicted that in 
upper mantle fluids there is the possibility of a thermody-
namically stable, rich variety of aqueous C‐species with a 
wide range of oxidation states of carbon between those of 
carbon in CH4 and CO2. Furthermore, all the C‐species 
are thermodynamically linked to the major element 

 compositions of the silicate rocks. The richness of the 
aqueous organic C‐speciation in upper mantle fluids is 
analogous to that in the shallow crust. The major 
difference, however, is that at upper mantle pressures there 
is complete thermodynamic equilibrium between all the 
aqueous C‐species, including CH4, whereas in shallow 
crustal fluids metastable equilibria exists.

It is clear from Figures  22.4 a and b that fluids at 
50.0  kb are predicted to behave differently than fluids 
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at 5.0 kb. At what pressure does this transition take place? 
In the specific case of acetate, model calculations indicate 
the appearance of significant quantities of acetate relative 
to C(IV) species at about 29.0 kb at 600 °C, as shown in 
Figure  22.4c. At 800  °C, the transition pressure is pre-
dicted to be about 39.0 kb, and by 1000 °C there is no 
significant amount of acetate relative to oxidized C‐species 
(Sverjensky, Stagno, et  al.; 2014). It should be empha-
sized that the calculations reported in Figures  22.4 a–c 
considered only acetate and acetic acid as organic 
C‐species. Other organic C‐species, including metal‐
organic complexes, are likely to be more important 
(Huang & Sverjensky, 2019). Overall, these results 
 indicate that thermodynamic equilibrium between all 
aqueous C‐species, both inorganic and organic, is a 
strong function of the pressure of the fluid.

22.3.1.2. H CO2 3
0: The Forgotten Molecule in Upper 

Mantle Fluids
All the models discussed above have assumed that the 

predominant electrically neutral oxidized C‐species in 
water is CO2

0, as at ambient conditions. However, a theo-
retical ab initio molecular dynamics study of the 
Na2CO3 − H2O system at conditions up to 727  °C and 
10.0 GPa (Pan & Galli, 2016) revealed two surprising and 
very important results. First, a variety of NaHCO3 and 
Na − CO3 complexes dominate the aqueous C‐speciation, 
and second, H CO2 3

0 is a much more abundant molecule 
than CO2

0. The latter is the complete opposite to the 
situation under ambient conditions in water.

The discovery by ab initio molecular dynamics of  the 
importance of  H CO2 3

0 relative to the traditionally used 
CO2

0 in high pressure aqueous fluids made by Pan and 
Galli (2016) raises an important question. Under which 
conditions does the transformation takes place? 
Experimental determinations of  the thermodynamic 
stability of  H CO2 3

0 at near ambient conditions have long 
been reported (Soli & Byrne, 2002; Wissbrun et  al., 
1954). And in situ spectroscopic indications of  the 
existence of  H CO2 3

0 at low and high temperatures have 
been reported (Abramson et  al., 2017; Dubessy et  al., 
1999; Lam et al., 2014). The trace amounts of  H CO2 3

0 
relative to CO2

0 in aqueous solutions at ambient condi-
tions have made it convenient for geochemists to ignore 
the hydrate H CO2 3

0. Under crustal hydrothermal and 
metamorphic conditions extending into the upper 
mantle, numerous studies of  CO2  –  H2O fluids exist 
using mixtures of  the generic molecules CO2 and H2O 
(e.g. Zhang & Duan, 2009). Quantifying the tempera-
ture and pressure conditions of  the transformation of 
CO2

0 to H CO2 3
0 is important because it will potentially 

affect the modeling of  all deep Earth fluids, as well as 
our understanding of  carbon transport in the deep 
carbon cycle.

22.3.2. Experimental Studies

Recent experimental studies have started to test some 
of the predictions discussed above about aqueous 
C‐species under upper mantle conditions. Specifically, 
the prediction that organic acid anions might be stable at 
pressures above about 30.0 kb in high‐density fluids led 
to a diamond anvil cell study of the stability of Na‐
acetate solutions (Huang et al., 2017) at 300 °C and 30.0 
kb. A very high concentration of Na‐acetate (1.0 molal) 
was used to focus on acetate transformations. In situ 
analysis of the experimental products was made with 
Raman spectroscopy. Acetate was partly transformed 
into bicarbonate, and the bicarbonate to acetate ratio 
reached a steady state that persisted for the whole 
experiment, up to about 60 hours. However, the most 
dramatic result of the experiment was not predicted. 
Within a couple of hours of reaching the peak tempera-
ture and pressure in the experiments, it was discovered 
that immiscible isobutane fluid formed along with CH4 
and HCO3 and eventually appeared to reach a steady 
state, coexisting with aqueous acetate and Na‐carbonate 
crystals (Figure 22.5 a, b). The immiscibility could not be 
predicted, owing to a lack of adequate thermodynamic 
characterization at high pressures of even simple hydro-
carbon fluids such as isobutane.

The results shown in Figures 22.5 a and b are also of 
interest because at 30 kb, CH4 formed easily and rapidly 
in the experiments, even at a temperature as low as 300 °C. 
This behavior contrasts sharply with Figure  22.3, 
according to which, at crustal pressures, CH4 formation 
will be kinetically hindered at 300  °C. Consequently, it 
appears that high pressure facilitates the formation of 
CH4 even at only 300  °C. In order to gain a more 
fundamental understanding of the kinetics of methane 
formation and the conditions under which immiscibility 
might occur, it will be essential to do more experiments 
and to develop theoretical models that will enable extrap-
olations to different temperatures and pressures and 
chemically more complex systems relevant to nature.

Immiscible behavior of hydrocarbon fluids was also 
discovered in another recent experimental study using 
synthetic fluid inclusions trapped in quartz (Li, 2017). An 
initial fluid consisting of 3 wt % NaCl and 18.5 wt% 
HCOOH in 78.5 wt % H2O was buffered over a range of 
different oxidation states from Fe‐FeO to Re‐ReO2 at 
600 °C and 700 °C and 15.0 to 25.0 kb. The synthetic fluid 
inclusions showed evidence of trapping two immiscible 
fluids, one aqueous and one methane rich, denoted Type 
1 and Type 2 in Figures 22.5 c and d. Other organic com-
pounds were detected in both types of fluid inclusions, 
and H2 was also detected in methane‐rich fluid inclusions 
from the most reducing conditions (i.e. with the Fe‐FeO 
buffer). A remaining uncertainty for the latter inclusions 
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is the nature of the methane‐rich fluid at the elevated 
temperatures of trapping in quartz. It was clearly a hydro-
carbon fluid, but it may have been a different hydro-
carbon fluid before cooling to room temperature. It 
should be noted, however, that the experimental results 
shown in Figures 22.5 a–d refer to two different starting 
materials, Na‐acetate and formic acid, as well as to very 
different temperatures and experimental durations that 
could have allowed the immiscible fluids to behave differ-
ently in the fluid inclusions. Nevertheless, both resulted in 
immiscibility between aqueous fluids and hydrocarbon 
fluids.

22.3.3. Field Studies

Immiscible hydrocarbon‐rich fluids have now been 
documented in high‐pressure metamorphic rocks. The 

Lanzo massif  in the Italian Western Alps is an example 
of an exhumed segment of high‐pressure subducted oce-
anic lithosphere. The massif  includes carbonated ultra-
mafic rocks bearing hydrocarbon‐rich fluid inclusions 
(Vitale Brovarone et  al., 2017). Microstructures and 
stable isotope data constrained the genesis of the hydro-
carbons to high‐pressure events of fluid‐rock interactions 
leading to a reduction of subducted carbonate minerals. 
In these rocks, two clearly different yet microstructur-
ally  coexisting fluid populations can be observed 
(Figure  22.6a). One population is present as negative 
crystal-shaped to rounded inclusions and consists of a 
single phase CH4 + H2 fluid at ambient conditions, as 
identified by Raman spectroscopy (Figure  22.6b). The 
second population consists of two‐phase (liquid‐gas) 
inclusions and contains CH4 + H2O + H2 at ambient 
 conditions (Figure 22.6b). Figure 22.6a shows a trail of 
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 pseudosecondary fluid inclusions containing both popu-
lations. The microstructure shows that the two fluids were 
both present during the trail formation, a strong indica-
tion of fluid immiscibility. Mineralogical features suggest 
that the formation and entrapment of these fluids 
 happened at conditions of ≤400 °C and 1.0 GPa (Vitale 
Brovarone et al., 2017).

Documentation of natural high‐pressure immiscible 
hydrocarbons is still scarce. The identification of natural 
immiscible hydrocarbons in the rock record, the quantifi-
cation of the parameters controlling the immiscibility, 
and the definition of specific immiscible phases are ham-
pered by two main features. The first one is the posten-
trapment mechanical reworking of the fluid inclusions, 
which can lead to partial or even selective loss of the 
initial fluid composition (Bakker & Jansen, 1994; Hall & 
Sterner, 1993). As an example, Bakker and Jansen (1994) 
demonstrated that preferential H2O leakage can occur in 
H2O ‐ CO2 fluid inclusions along dislocations and planar 
defects in the host mineral. Slight compositional varia-
tions related to leakage may render the identification of 
coexisting immiscible fluids particularly challenging. 
Comparison between multiple samples might therefore 
be necessary, yet not always possible. The second one is 
the respeciation of the fluid inclusions during cooling 
and decompression from their formation conditions. 
Methane appears to be the most common hydrocarbon 
species present in fluid inclusions in high‐pressure rocks 
and analyzed at ambient conditions (Arai et  al., 2012; 
Herms et  al., 2012; Shi et  al., 2005; Song et  al., 2009). 
However, it is possible that the CH4 present in these inclu-
sions, or part of it, results from the respeciation of more 
complex hydrocarbon fluids. In the Lanzo case study, the 
effect of at least local respeciation is suggested by the 
presence of daughter graphite in some individual fluid 
inclusions (Vitale Brovarone et al., 2017), which clearly 
indicates carbon redistribution within the inclusion later 

than their formation (Cesare, 1995). Nevertheless, the 
resemblance of the natural fluid inclusions with the 
experimental results from Li (2017) under reducing con-
ditions is clear: immiscible C‐O‐H and C‐H fluids coex-
isted at subduction zone conditions. From this perspective, 
modern thermodynamic tools represent a powerful 
means to estimate the original speciation of natural 
hydrocarbon‐rich fluids at high‐pressure conditions.

22.4. CONCLUDING REMARKS

First, we have emphasized the long‐standing evidence 
of metastable equilibria among aqueous C‐species with 
different oxidation states under shallow crustal condi-
tions. A great variety of aqueous C‐species can coexist in 
this way when methane is prevented from forming, or 
reacting, by sluggish kinetics. Outstanding examples of 
this behavior include the short‐chain aliphatic acids in 
brines in sedimentary basins and the amino acid trypto-
phan in a mid‐ocean ridge environment, as well as a 
growing number of experimental studies of hydrocarbons, 
alcohols, and alkenes under hydrothermal conditions.

Second, we describe emerging evidence for a very dif-
ferent behavior for aqueous C‐species at higher tempera-
tures and pressures. It has long been assumed that 
temperatures greater than about 500 °C facilitate the ease 
of formation of methane in aqueous fluids, so that 
complete thermodynamic equilibrium among C‐species 
can exist. For example, at 600 °C and 5.0 kb, the expected 
speciation is very simple: CH4, CO2, H CO2 3

0, HCO3, and 
CO3

2 . In contrast, at 600 °C and at pressures greater than 
about 30.0 kb, additional organic aqueous C‐species may 
become thermodynamically stable, e.g. aliphatic acid anions 
in particular. Consequently, at upper mantle  temperatures 
and pressures, there could be a rich C‐ speciation present 
in fluids with a great variety of oxidation states of C 
 between −IV and +IV.
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Third, we summarize theoretical, experimental, and 
field evidence that immiscible hydrocarbon fluids may 
coexist with aqueous fluids at upper mantle temperatures 
and pressures. Hydrocarbon fluids in subduction zones 
could represent a new mode of carbon transport in the 
deep carbon cycle and influence the oxidation state of 
their environments.
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23.1. INTRODUCTION

Polypeptide synthesis in prebiotic environments is 
thought to be a pathway for the formation of  more com-
plicated molecules needed for the origins of  life (Barbier, 
Visscher, & Schwartz, 1993; Brack, 2007; Danger, 
Plasson, & Pascal, 2012). Condensation reactions 
involving the simplest protein‐forming amino acid gly-
cine (Gly) serve as an important model for understanding 
the formation of  more complicated polypeptides and 
proteins (Borsook, 1953; Faisal et al., 2005; Imai, Honda, 
Hatori, Brack, et  al., 1999; Imai, Honda, Hatori, & 

Matsuno, 1999; Kitadai, 2014; Lemke, Rosenbauer, & 
Bird, 2009; Sakata, Kitadai, & Yokoyama, 2010; 
Schreiner et al., 2009; Shock, 1992; Sugahara, & Mimura, 
2014; Van Dornshuld, Vergenz, & Tschumper, 2014). 
Glycine has been recovered from cometary comas and 
meteorites and could have been delivered to ancient 
Earth through an impact event (Altwegg et  al., 2016; 
Blank et al., 2001; Chyba & Sagan, 1992; Goldman et al., 
2010; Martins et al., 2013; Sugahara & Mimura, 2014, 
2015). Oligoglycine chains can be created during con-
densation reactions

 Gly Gly Gly H On n 1 2 , (23.1)

through formation of  C–N peptide bonds and the elim-
ination of  water. Peptide bonds in oligoglycine are quite 
stable once formed, with a 100+ year half‐life for the 

Free Energies of Reaction for Aqueous Glycine Condensation 
Chemistry at Extreme Temperatures

Matthew Kroonblawd1 and Nir Goldman1,2

ABSTRACT

We have performed high throughput quantum molecular dynamics simulations to determine the free energy 
 surface for aqueous glycine condensation reactions at conditions similar to oceanic hydrothermal vents (1 g cm−3 
and temperatures ranging from 400 K to 1000 K). Our simulations identify significant changes in the free energy 
surface topology and subsequent chemical reactivity with increasing temperature. We predict that temperatures 
at 400 K and below favor dipeptide formation, whereas higher temperatures facilitate the reverse hydrolysis reac-
tion, with solvated glycine molecules showing greater stability. This change in favorability is correlated with a shift 
in the location and characteristics of specific reaction bottlenecks or barriers. Simultaneously, we observe that 
relative free energy barriers (total energy plus entropic contributions) for both condensation and hydrolysis 
reactions generally decrease with increasing temperature. Our results indicate that relatively modest temperatures 
near 400 K may best facilitate formation of oligoglycine molecules in oceanic systems related to the synthesis of 
life‐building compounds.

23

1 Physical and Life Sciences Directorate, Lawrence Livermore 
National Laboratory, Livermore, California, USA

2 Department of Chemical Engineering, University of 
California–Davis, California, USA



272 CARBON IN EARTH’S INTERIOR

reverse (hydrolysis) reaction at room temperature and 
pressure without a catalyst (Wolfenden, 2011). One 
possibility for the formation of  polypeptides or pre-
cursor molecules on early Earth is the presence of 
extreme temperatures and/or pressures (Blank et  al., 
2001; Goldman et  al., 2010; Goldman & Tamblyn, 
2013; Martins et al., 2013; Sugahara & Mimura, 2014, 
2015). Extreme conditions are a known means to access 
otherwise unlikely and slow chemical synthetic routes 
and can prompt the formation of  new and exotic prod-
ucts and phases (Goldman et  al., 2010; Goldman & 
Tamblyn, 2013; Imai, Honda, Hatori, Brack, et  al., 
1999; Imai, Honda, Hatori, & Matsuno, 1999; Koziol & 
Goldman, 2015; Lemke et  al., 2009; Martins et  al., 
2013; Schreiner et al., 2009; Sugahara & Mimura, 2014, 
2015). This could have conceivably involved cycling 
between high and low temperatures in submarine 
hydrothermal vents, which can exhibit temperature 
variations of  up to ≈400 K, often reaching T > 600 K 
(Imai, Honda, Hatori, Brack, et al., 1999; Imai, Honda, 
Hatori, & Matsuno, 1999; Kitadai, 2014; Lemke et al., 
2009; Shock, 1992; Schreiner et al., 2009; Tivey et al.,  
1995; Yanagawa et  al., 1990). Individual prebiotic 
 synthesis scenarios thus can span a wide range of 
 relevant states, potentially resulting in large changes 
to  chemical kinetics and equilibria for even simple 
reactions such as peptide oligomerization. However, 
determining the specific temperatures and pressures or 
thermodynamic paths that might favor oligoglycine 
 synthesis through laboratory experiments alone can be 
slow and expensive.

Quantum‐based molecular dynamics (QMD) coupled 
with enhanced sampling methods such as metadynamics 
(Laio & Parrinello, 2002) or umbrella sampling (Torrie & 
Valleau, 1974)) can provide an independent method for 
predicting prebiotic chemistry in these systems 
(Kroonblawd et  al., 2018; Pietrucci & Saitta, 2015; 
Schreiner et al., 2009). Ab initio methods such as Kohn‐
Sham Density Functional Theory (Kohn & Sham, 1965) 
(DFT) can yield accurate information but are too compu-
tationally intensive to simultaneously probe a wide range 
of thermodynamic thermodynamic conditions. Force‐
matched semiempirical models (Goldman et  al., 2018; 
Goldman et al., 2015; Kroonblawd et al., 2018) based on 
the density functional tight binding (DFTB) method 
(Elstner et al., 1998; Koskinen, & Mäkinen, 2009; Porezag 
et al., 1995) offer an efficient alternative that is orders of 
magnitude less computationally intensive while retaining 
a high degree of accuracy. The computational efficiency 
of DFTB allows for running many independent simula-
tions concurrently to generate trajectories that can 
approach chemical equilibrium timescales (Cawkwell 
et al., 2015; Kroonblawd, & Goldman, 2018; Kroonblawd 
et al., 2018).

Very recently, we developed a force‐matched DFTB 
model for glycine that was tailored to reproduce DFT 
predictions for aqueous glycine condensation reactions 
at ρ = 1 g cm−3 and T = 300 K (Kroonblawd, et  al., 
2018). In that case, the efficiency of  DFTB was found 
to be critical for performing the multinanosecond long 
free energy (umbrella sampling) simulations needed to 
converge predictions for the free energy surface (energy 
plus entropy) of  reaction. Here, we extend these efforts 
to sample temperatures relevant to potential hydro-
thermal vent synthesis (i.e. 400 K ≤ T ≤ 1000 K). 
Accurate free energy calculations are essential to deter-
mine the temperature effects on condensed phase 
chemical reactivity, which can be significant at the ele-
vated conditions discussed throughout this work. We 
then use a chemical analysis of  the underlying trajec-
tories to obtain clear connections between features on 
the reaction free energy surface and particular reaction 
intermediates.

23.2. METHODS

In this section, we detail the number of parameters and 
variables that were set in our calculations. In addition to 
brief  description of the DFTB method, we include defi-
nitions of a reaction‐path‐specific set of variables that 
were necessary in order to efficiently monitor chemistry 
in such a high‐dimensionality system, and the schedule of 
different biasing potentials that were used to determine 
the underlying free energy surfaces. We also describe sim-
plified analytical tools that were employed to analyze 
the different types of  carbon‐nitrogen‐oxygen (CNO)‐
containing backbones produced over the course of our 
simulations.

23.2.1. Simulation Details

Molecular dynamics (MD) simulations of  aqueous 
glycine condensation were performed using the self‐
consistent charge DFTB method. DFTB (Elstner 
et  al., 1998; Koskinen & Mäkinen, 2009; Porezag 
et  al., 1995) is a semi‐empirical quantum simulation 
approach that yields a high degree of  computational 
efficiency while potentially retaining the accuracy of 
the computationally intensive Kohn-Sham DFT. The 
formalism for DFTB with self‐consistent charges has 
been discussed in detail elsewhere (Aradi et al., 2007; 
Gaus et  al., 2011; Goldman, 2015; Goldman et  al., 
2018; Goldman et  al., 2015; Koskinen & Mäkinen, 
2009). Briefly, the method assumes neutral, spheri-
cally symmetric charge densities on the atoms and 
expands the DFT Hamiltonian to second‐order 
in  charge fluctuations. The DFTB total energy is 
expressed as
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 E E E EDFTB BS Coul Rep. (23.2)

Here, EBS is the electronic band structure energy, which 
is evaluated within a tight‐binding framework (Slater & 
Koster, 1954), ECoul captures charge transfer between 
atoms, and ERep is an empirical term that accounts for 
ionic repulsion and Kohn‐Sham double counting terms. 
Parameters for EBS and ECoul were taken from the mio‐1‐1 
parameterization (available at http://www.dftb.org), a 
typical off‐the‐shelf  parameter set for organic systems. 
Most of the generic ERep interactions were replaced with 
force‐matched ones (Kroonblawd, et al., 2018) that were 
specifically tuned to accurately predict the glycine con-
densation free energy surface at 300 K and 1 g cm−3. The 
specific parameterization used here is the equal‐weight 
variant of the force‐matched DFTB model that is 
described in detail in Kroonblawd, et al. (2018).

All simulations were performed using a cubic, three‐
dimensionally periodic simulation cell at constant density 
1 g cm−3. The simulation cell had a side length of 12.374 
Å and contained two glycine molecules solvated in 55 
H2O molecules, which is equivalent to one diglycine mol-
ecule in 56 H2O molecules. Simulation parameters follow 
our previous results for glycine condensation at T = 300 
K. Deuterium masses were substituted for hydrogen 
masses and the electronic structure was evaluated without 
spin polarization at the Γ‐point only. Umbrella sampling 
simulations were driven using the PLUMED 1.3 plugin 
(Bonomi et al., 2009) using collective coordinates that are 
described in detail in section 23.2.2.

DFTB‐MD trajectories were integrated using Extended 
Lagrangian Born‐Oppenheimer dynamics (Niklasson, 
2008; Niklasson et  al., 2009; Niklasson et  al., 2006; 
Zheng et al., 2011) driven by the LAMMPS simulation 
software suite (Plimpton, 1995) with forces and stresses 
evaluated by the DFTB+ code (Aradi et al., 2007). The 
time step was set to 0.20 fs and isochoric‐isothermal 
(i.e., NVT) sampling was performed with a Nosé‐
Hoover‐style thermostat (Hoover, 1985; Nosé, 1984). 
The electronic structure was evaluated using four self‐
consistent charge cycles per time step and Fermi‐Dirac 
thermal smearing (Mermin, 1965) with the electronic 
temperature set equal to the instantaneous ionic kinetic 
temperature.

The DFT‐MD simulations discussed here were per-
formed using Car‐Parrinello dynamics (Car & Parrinello, 
1985) driven by the Quantum Espresso ab initio software 
package (Giannozzi et  al., 2009). Similar to previous 
work (Kroonblawd et al., 2018; Schreiner et al., 2009), the 
time step and electron mass were set to 0.145 fs (6.0 au) 
and 700 au, respectively, and both the ionic and electronic 
degrees of freedom were coupled to a Nosé‐Hoover ther-
mostat (Hoover, 1985; Nosé, 1984). We used the Perdew‐
Burke‐Ernzerhof (Perdew et al., 1996) generalized‐ gradient 

approximation functional with ultrasoft pseudopoten-
tials (Vanderbilt, 1990) and a 25 Ry planewave cutoff.

23.2.2. Free Energy Calculations

The initial glycine condensation reaction 2Gly → Gly2 + 
H2O was sampled at selected temperatures using the same 
path collective coordinates that we previously applied to 
this reaction at T = 300 K in Kroonblawd et al. (2018). 
Path coordinates are particularly useful for describing 
complicated reactions such as glycine condensation 
because they significantly reduce the dimensionality of 
the sampled collective coordinate space. Two path coor-
dinates are defined (Branduardi et al., 2007) in terms of 
the known reactant and product species as
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where D[R(t), Rk] is some appropriate distance metric to 
measure the displacement of an instantaneous atomic con-
figuration R(t) from a sequence of reference configurations 
Rk, and λ is a constant to be specified later. Coordinates s(t) 
and z(t) are respectively interpreted as measuring the 
progress along and deviation from the path defined by the 
sequence of Rk. The distance metric used here,
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is a function of the local coordination environment for 
particular atoms (Pietrucci & Saitta, 2015) that is quanti-
fied as
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Here, Ciβ(t) measures the number of atoms of type β 
coordinated to atom i of  type α at time t. The sum is 
taken over all atoms j of  type β in the system, rij is the 
separation distance between atoms i and j, and dαβ are 
constants (typically <2 Å) set for each pair type.
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Parameter choices for the path variables exactly follow 
our earlier work on aqueous glycine condensation. 
Equation (23.5) was evaluated for the four C and two N 
atoms that form the diglycine backbone, tracking the 
coordination of those atoms to all other C, N, O, and H 
atoms in the system. Two reference configurations define 
the reaction path, with endpoints at k = 1 for the two 
neutral aqueous glycine reactant molecules and k = 2 for 
the single aqueous neutral diglycine product molecule. 
The Ci

k  corresponding to these endpoints were set using 
time averages obtained at 300 K from short unbiased MD 
simulations of neutral glycine and diglycine in explicit 
H2O solvent performed using DFTB with the parameter 
set mio‐1‐1. The parameters dαβ were set to 1.8 Å for X–X 
pairs and 1.5 Å for X–H pairs, where atom type X is 
either C, N, or O. The parameter λ governs the surface 
topology and is usually chosen so that λD[Rk, Rk+1] ≈ 2.3, 
which for the present case is satisfied when λ = 0.70. 
Neutral glycine and diglycine configurations are approxi-
mately mapped to the (s, z) positions (1.1, −0.1) and (1.9, 
−0.1), and zwitterionic forms are in regions with z > 0.2.

Free energy surfaces were computed using umbrella 
sampling (Torrie, & Valleau, 1974), in which harmonic 
bias potentials
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were applied to the collective coordinates s and z. The 
free energy

 
F s z k T s z, ,B ln ,  (23.8)

was obtained within an arbitrary constant from an 
ensemble of independent biased simulations, each with 
different s0 and z0. We used the weighted histogram anal-
ysis method (WHAM) (Kumar et al., 1992; Roux, 1995) 
to compute the average unbiased distribution function 
〈ρ(s, z)〉 from our ensemble of simulations. Histogram bin 
widths were set to 0.01 for both the s and z dimensions. 
The self‐consistent WHAM equations were evaluated fol-
lowing the discussion in Roux (1995), with the maximum 
allowed per‐cycle change in the free energy constant for 
each biased distribution set to 10−5 kcal mol−1.

Based on our previous experience applying path coordi-
nates to glycine condensation reactions, we were able to 
devise an efficient schedule of bias force constants and cen-
troids to adequately sample s and z space. Sampling the s 
dimension is made somewhat complicated by a particularly 
large gradient along s in the free energy surface in 1.1 < s < 
1.3. We divided s‐space into three separate zones covered by 
23 simulations for a given z0, with each zone having a 
particular grid spacing for s0 and force constant Ks. The first 
zone had s0 = 1.050 and 1.100 with Ks = 1000 kcal mol−1. 

The second zone covered the high‐gradient region and had 
s0 set in 0.025 increments in 1.125 ≤ s0 ≤ 1.275 with Ks = 4000 
kcal mol−1. The third zone had s0 set in 0.050 increments in 
1.300 ≤ s0 ≤1.950 with Ks = 1000 kcal mol−1. Gradients along 
z were more uniform, so we set z0 in 0.100 increments in 
‐0.200 ≤ z0 ≤ +0.600 with Kz = 1000 kcal mol−1. Independent 
initial thermal configurations were prepared at s0 = 1.950, 
z0 = 0.200 for each temperature. From these starting points, 
we first expanded along s by seeding new umbrella sam-
pling simulations with configurations taken from simula-
tions with adjacent s0 to yield a “slice” of the surface. This 
“slice” was then expanded along z, similarly taking the 
initial configuration for each new simulation from a simula-
tion with adjacent s0 and z0 to yield the full surface.

23.2.3. Chemical Analysis

The diversity of chemical configurations sampled in our 
umbrella simulations was analyzed through a multipart 
approach. In the first part of the analysis, the trajectory for 
each independent simulation was passed through an in‐
house molecule recognition code to identify underlying 
stable and transient chemical structures sampled during 
the simulation. We removed all hydrogen atoms from our 
trajectories prior to the analysis to limit the search to only 
unique CNO backbone structures in order to simplify our 
analysis. Consequently, neutral and zwitterionic forms of 
glycine and diglycine are treated as equivalent. Molecules 
sampled in the umbrella simulations were identified using 
both a bond distance and lifetime criterion. Two atoms 
were considered connected in each instant of a given tra-
jectory if they were separated by no more than 1.9 Å. The 
instantaneous connections were used to construct a set of 
all unique molecules, and those molecules were considered 
stable if their interatomic connections persisted for at least 
40 fs. Molecules persisting for less than 40 fs were classified 
as transients. We note that our overall conclusions are not 
affected by these chosen parameter values. Time averages 
for the concentration of each unique CNO backbone 
species i were obtained for each umbrella sampling simula-
tion j, with the normalizing volume taken to correspond to 
the simulation cell. We denote these concentrations as ci, j, 
where each ci, j is a scalar with units mol L−1.

The second part of the analysis combined the information 
from the independent trajectories to obtain a map of the 
concentration for each chemical species ci(s, z) as a function 
of the path variables s and z. Our approach is shown sche-
matically for two simulations in Figure 23.1, although in 
practice the analysis was performed on the 207 independent 
simulations in each umbrella sampling ensemble. First, we 
mapped the concentrations ci, j to the path variable space (s, 
z) through the following heuristic. Each umbrella sampling 
simulation j has associated with it a biased distribution 
function ρj(s, z) corresponding to the region of (s, z) space 
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that it sampled. We assigned the scalar ci, j uniformly to the 
exact region of space spanned by ρj(s, z) for each simula-
tion j to obtain ci, j(s, z). (That is, ci, j[s, z] = ci, j where ρj[s, z] 
> 0 and ci, j[s, z] = 0 where ρj[s, z] = 0.) Overall maps for ci(s, 
z) were obtained by combining all of the ci, j(s, z) generated 
in the ensemble of  umbrella sampling simulations. By 
design, there are regions of  (s, z) space that were sampled 
by multiple simulations, so we took ci(s, z) to be the 
arithmetic average of all ci, j(s, z) from simulations sam-
pling such regions. The concentrations ci(s, z) thus obtained 
did not vary significantly with respect to the z‐coordinate, 
so we averaged ci(s, z) over z to obtain the concentration 
ci(s) as a function of s only. It should be noted that ρj(s, z) 
and ci(s, z) are both computed on the same histogram grid 
employed for computing the the free energy surface F(s, z).

23.3. RESULTS AND DISCUSSION

We begin this section with validation of our DFTB model 
through comparison to DFT‐computed results. In particular, 
we observe close correspondence between the two methods 
for the energetics of the reactants (aqueous glcyine) and 
products (diglycine). We also consider the potential diffi-
culties in converging condensed phase free energy calcula-
tions in part due to the large manifold of hydrogen‐bonding 
rearrangements that can occur. We then discuss the temper-
ature dependence of our results and focus on the transition 
from an exergonic (spontaneous release of free energy) to 
an endergonic (absorption of free energy) process that 
occurs between 400 and 500 K. Finally, we determine the 
different chemical pathways and energetics that are present 
over the range of temperatures studied here.

23.3.1. Validation and Convergence of Our Calculations

In order to provide a computationally feasible valida-
tion of our DFTB model, we have computed the average 
potential energy difference (e.g. excluding entropy effects) 
between the reactants and products with comparison 
to results from DFT (Figure  23.2). Here, values are 
compared between our DFTB model and DFT results 

for a system of two glycine molecules (E2Gly) solvated in 
55 H2O molecules vs. a single diglycine molecule (EGly˙2) 
solvated in 56 H2O molecules. These results were readily 
determined from single, unbiased NV T simulations run 
for 5 ps for each system at each temperature. Uncertainty 
in the average potential energy for each state was taken to 
be the standard deviation of the energy fluctuations, and 
those uncertainties were propagated when computing the 
average difference E2Gly − EGly˙2. Both DFT and DFTB 
predict that the reactants and products are nominally 
isoenergetic over the entire temperature interval consid-
ered. Although DFTB consistently predicts the energy 
difference to be more negative than does DFT, our results 
agree within uncertainty. Similarities between the DFT 
and DFTB predictions lend confidence in the transfer-
ability of our DFTB model, which was originally devel-
oped for glycine condensation reactions at 300 K.

Free energy surfaces F(s, z) for glycine condensation 
were computed as functions of the path coordinates s and 
z using DFTB and umbrella sampling simulations follow-
ing the approach described in section 23.2.2. Calculations 
were performed over temperatures from 400 K ≤ T ≤ 1000 
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Figure 23.1 Schematic for mapping concentration information generated in two umbrella sampling trajectories 
to collective coordinate space. See electronic version for color representation of the figures in this book.
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K in 100 K increments. A total of 207 independent 20 ps 
simulations were performed to generate the surface at 
each temperature (≈4.1 ns combined trajectory per sur-
face), which corresponds to nearly 29 ns of combined tra-
jectory overall. F(s, z) was computed in the domain 1.0 ≤ s 
≤ 2.0 and –0.2 ≤ z ≤ 0.6 and captures both neutral and zwit-
terionic forms for the reactants and products. Convergence 
of our free energy calculations was assessed through a 
blocking analysis (Figure 23.3). Our blocked predictions 
for the free energy of reaction ΔFrxn exhibit drift towards 
more positive values on the order of a few kcal mol−1 at 
400, 800, 900, and 1000 K, though the predicted barriers 
are perhaps more steady. Despite the very long combined 
QMD simulation time, our analysis reveals that our pre-
dictions are quasi‐steady over the last ten time blocks.

23.3.2. Temperature Dependence

Temperature dependence for ΔFrxn and the reaction 
barrier were assessed by computing the free energy 

surfaces using the last 10 ps of  each biased umbrella 
sampling trajectory. Figure  23.4 shows the temperature 
dependence for ΔFrxn in panel (a) and for the forward and 
backward reaction barriers in units of kcal mol−1 and kBT 
in panels (b) and (c), respectively. Values at T = 300 K were 
previously obtained with this model in Kroonblawd et al. 
(2018). Uncertainties in our calculations were computed 
as  the standard deviation of the mean obtained from 
the  last 10 ps in the blocking analysis described above 
and  were propagated (where appropriate) when isolating 

20
0.00 1.04

400 K

800 K

500 K

900 K

600 K 700 K

1000 K

2.07 3.11 4.14

15

(a)

(b)

10

5

0

–5

–10

40

35

30

25

B
ar

rie
r 

(k
ca

l m
ol

–1
)

∆
F

 (
kc

al
 m

ol
–1

)

20

15

10
0 5 10

Single Simulaiton Time (ps)

Total  Simulaiton Time (ns)

15 20

Figure 23.3 Blocking analysis for the predicted free energy 
difference ΔFrxn and barrier height of the glycine condensation 
reaction 2Gly → Gly2 + H2O. Each data point in a given panel 
corresponds to a single F(s, z) surface generated with the 
weighted histogram analysis method using biased histograms 
computed in nonoverlapping 1 ps windows. See electronic 
version for color representation of the figures in this book.

15

(a)

(b)

(c)

10

5

0

Backward

Forward

Backward

Forward

–5

–10

35

30

25

20

15

10

5

30

25

20

15

B
ar

rie
r 

(k
B
T)

B
ar

rie
r 

(k
ca

l m
ol

–1
)

∆
F

 (
kc

al
 m

ol
–1

)

10

5
200 300 400 500 600 700

Temperature (K)

800 900 1000 1100

Figure 23.4 Temperature dependence of (a) the free energy 
difference ΔFrxn and the reaction barrier in units of (b) kcal 
mol−1 and (c) kBT. See electronic version for color representa-
tion of the figures in this book.



AQUEOUS GLYCINE CONDENSATION CHEMISTRY AT EXTREME TEMPERATURES 277

 forward/backward reaction barriers. We note that due to 
the quasi‐steady nature of the computed free energy sur-
faces, the reported uncertainties may not fully capture fluc-
tuations anticipated in the limit of infinite simulation time.

Several qualitative trends are apparent in the isochoric 
temperature dependence of the free energy surface. The 
first trend is that ΔFrxn generally increases with increasing 
temperature. A transition from a nominally exergonic 
(ΔFrxn < 0) process at low temperatures to an endergonic 
(ΔFrxn > 0) one at high temperatures occurs between 
400 K and 500 K. Possible explanations for the abrupt 
decrease in ΔFrxn at 700 K are discussed in section 23.3.4 
in the context of the underlying chemical pathways. In 
terms of absolute values, the reaction barrier for both the 
forward and backward reaction generally increase with 
increasing temperature. However, in terms of kBT (the 
inherent kinetic energy of a system at a given tempera-
ture), the barrier decreases substantially going from 
300  K to 400 K, after which it more or less forms a 
 plateau. Commensurate with the transition from an 
 exergonic to endergonic process, the barrier for the back 
reaction is lower than the barrier to the forward reaction 
at elevated temperatures.

Glycine condensation reactions have been studied 
under a diverse set of reaction conditions, with variations 
in temperature, pressure/density, pH, presence of con-
taminants or catalysts, and under dynamically changing 
states (Borsook, 1953; Faisal et al., 2005; Imai, Honda, 
Hatori, Brack, et  al., 1999a; Imai, Honda, Hatori, & 
Matsuno, 1999b; Kitadai, 2014; Kroonblawd et al., 2018; 
Lemke et al., 2009; Radzicka & Wolfenden, 1996; Sakata 
et al., 2010; Schreiner et al., 2009; Shock, 1992; Sugahara 
& Mimura, 2014; Van Dornshuld et al., 2014). In drawing 
comparisons, it is important to consider that the present 
study focuses on the isochoric temperature dependence 
of  glycine condensation at neutral pH in pure water. 
The average pressure predicted by DFTB at the highest 
temperature considered here is ≈15 kbar (due to thermal 
pressurization), although the small system size leads to 
significant fluctuations of a similar magnitude. With few 
exceptions, most experimental and theoretical treatments 
that specifically discuss the free energy difference between 
glycine and diglycine have found ΔFrxn to be nominally 
zero within ≈5 kcal mol−1 across a wide range of condi-
tions (Borsook, 1953; Danger et al. 2012; Kitadai, 2014; 
Lemke et al., 2009; Shock, 1992; Wolfenden, 2011). Thus, 
our results for ΔFrxn are generally consistent in magnitude 
with the established literature.

The typical maximum bulk temperature and pressure 
at hydrothermal vents are Tmax ≈ 660 K and Pmax ≈ 0.2 
kbar, which are both well below the maximums consid-
ered here. Several studies found ΔFrxn to slightly decrease 
with increasing temperature at sub‐kbar pressures 
(Kitadai, 2014; Lemke et  al., 2009; Shock, 1992). 

However, equation of state models predict that ΔFrxn 
increases with increasing pressure under isothermal con-
ditions from the saturation pressure up to at least 5 kbar 
(Shock, 1992). A subset of hydrothermal experiments 
performed at 0.2 kbar and 513 K ≤ T ≤ 573 K showed 
spontaneous and nearly complete hydrolysis of diglycine 
into glycine and other products (Faisal et al., 2005), con-
sistent with the results presented here. Similar condensa-
tion reaction barrier heights to those computed here have 
been found in other quantum molecular dynamics calcu-
lations (Schreiner et al., 2009), computed over conditions 
of 300 K, 1.00 g cm−3 and 500 K, 0.85 g cm−3. However, 
the absolute values reported here for the reverse or back 
reaction (hydrolysis) are significantly lower due to the 
very large exergonic free energy change (ΔFrxn = −20 kcal 
mol−1) predicted in that study. In terms of kBT units, both 
studies predict that an increase in temperature will lower 
the effective barrier.

23.3.3. Exergonic‐to‐Endergonic Transition

We now focus on detailed results of the transition from 
a spontaneous process to one that requires heat 
absorption, between 400 and 500 K (Figure 23.5). Once 
again, free energy surfaces were computed using the last 
10 ps of the umbrella trajectories that correspond to a 
nominal steady state. Maps of regions accessible at an 
energy equivalent to the minimum barrier height were 
generated by “filling” the free energy surface to the 
corresponding energy level. No significant differences in 
chemical concentrations were observed with respect to 
our z path coordinate, so we averaged results to obtain 
the concentration ci(s) as a function of s only. Our anal-
ysis yielded five unique CNO backbone species during 
the course of reactivity, including glycine 1, diglycine 2, a 
linear intermediate 3 that we previously identified at 300 
K, and two different cyclic intermediates 4 and 5. The 
concentration of 1 is roughly twice that of 2 because 
there are two glycine reactant molecules and a single 
diglycine product molecule. At 400 K, the general 
sequence for the reaction is 1 → 3 → 4 → 2. A similar 
sequence is seen at 500 K, but with small quantities of 5 
detected early in the transition to diglycine. The elimina-
tion of water occurs during the transition from 3 to 4.

The two starkest changes in the free energy surface with 
temperature are the location of the absolute minimium and 
the overall reaction barrier (or bottleneck) in relation to the 
underlying chemistry. At 400 K, the free energy minimum 
corresponds to zwitterionic diglycine and the barrier is near 
the onset of the transition from glycine to intermediate 3. 
In contrast, at 500 K, the free energy minimum of the reac-
tion is neutral glycine and the barrier corresponds to the 
elimination of water from 3 and the subsequent transition 
to a mixture of 2 and 4. Another key difference is that the 



278 CARBON IN EARTH’S INTERIOR

400 K surface has an apparent free energy minimum 
corresponding roughly to intermediate 3 centered at 
approximately s = 1.4, z = 0.4. A second local maximum at 
s ≈ 1.6 is close in value to the bottleneck at s = 1.17 and has 

similar underlying  chemistry to the 500 K bottleneck. One 
possibility is that solute/solvent interactions are strong 
enough to stabilize 3 at 400 K but not at 500 K. Previous 
theoretical studies have shown that even modest increases 
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in temperature can significantly disrupt the hydrogen 
bonding network in liquid water (Sahle et al., 2013), thus 
affecting solubility and the stability of charged species.

23.3.4. Characteristics at Higher Temperatures

We assessed the the changes in the free energy landscape 
for glycine condensation in 100 K increments up to a 
maximum temperature of 1000 K. As mentioned, the 
maximum temperature at hydrothermal vents is typically 
near 700 K. The higher temperatures considered here 
approach conditions that are relevant to more extreme 
prebiotic scenarios, such as during cometary impacts. 
Free energy surfaces were computed using the last 10 ps 
of our umbrella sampling trajectories and are shown for 
each temperature in Figure  23.6. Although not shown, 
the product and reactant species (i–iv) identified in 
Figure 23.5 map to the same analogous regions of F(s, z) 
as at lower temperatures.

A distinct transition in the relative free energies for the 
diglycine end product itself  occurs as the temperature in 
increases from 500 K to 700 K (see Figure 23.5d for the 
500 K surface). At 500 K, the zwitterionic form (iv) is ≈5 
kcal mol−1 lower in free energy than the neutral form (iii). 
When the temperature is increased to 600 K, these two 
forms have practically the same free energy and there is 
no appreciable barrier to interchange between them. 
Finally, at 700 K the neutral form becomes more favor-
able, being >5 kcal mol−1 lower in free energy than the 
zwitterion. Concurrently, there is a subtle increase in the 
favorability of  neutral glycine (i) over its zwitterionic 
form (ii) with increasing temperature. One possible cause 
for the apparent minimum in the global ΔFrxn(T) previ-
ously noted at 700 K in Figure  23.4a could be due to 
these changes and the overall energetic favorability of 
neutral molecules. The apparent minimum in ΔFrxn(T) is 
relatively shallow (≈5 kcal mol−1), which is on the same 
order of  magnitude as the relative differences in free 
energy between the neutral and zwitterionic forms. 
Above 700 K, the surface topology does not change sub-
stantially with increasing temperature, consistent with 
the approximately monotonic behavior of  ΔFrxn(T) in 
700 K ≤ T ≤ 1000 K.

A chemical concentration analysis was performed on 
the biased sampling trajectories for each temperature in 
600 K ≤ T ≤ 1000 K and is shown in Figure  23.7. The 
qualitative chemical transformation process (1 → 3 → 4 
→ 2) and location of the bottleneck are similar to the 
results obtained at 500 K in Figure  23.5f. Perhaps the 
most significant outlier is the response at 800 K, which 
exhibits a significantly reduced concentration of linear 
intermediate 3 relative to the other temperatures. Given 
that 3 and cyclic intermediate 4 appear similar in terms of 
the biased collective coordinates, the apparent scatter in 
their relative concentrations as a function of temperature 

is likely a consequence of limited sampling trajectory. 
Similarly, cyclic intermediate 5 is present at both 500 K 
and for 700 K ≤ T ≤ 1000 K, but it is absent from our sim-
ulations at 600 K. When present, the concentration of 5 is 
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generally quite small compared to the other intermedi-
ates. However, the combined trajectory length generated 
here is substantially longer than would presently be 
obtainable with a purely ab initio approach such as DFT.

23.4. CONCLUSIONS

We have performed quantum‐based molecular 
dynamics simulations to predict free energy surfaces (i.e. 
the manifold of temperature effects on chemical reac-
tivity) for aqueous glycine condensation reactions at 1.0 g 
cm−3 and at temperatures ranging from 400 K up to 1000 
K. Diglycine (glycylglycine) is predicted to be lower in 
free energy than glycine at ≈400 K and below, but higher 
temperatures are predicted to promote hydrolysis to form 
glycine as the thermodynamically preferred product. Our 
calculations show that the changes in the relative free 
energies between glycine and diglycine are likely entropic 
(temperature driven) in origin. In terms of a factor of kBT 
(e.g. normalizing energies relative to the system tempera-
ture), the free energy barriers for the forward (condensa-
tion) and reverse (hydrolysis) reaction are predicted to 
decrease substantially with increasing temperature, pro-
moting overall chemical reactivity. Chemical analysis 
of  the underlying trajectories reveals that the nature of 
our determined reaction barrier changes between 400 K 
and 500 K, coinciding with an exergonic to endergonic 
transition for the total reaction. At 400 K, it is likely that 
hydrogen‐bonding networks can help stabilize the formation 
of different charged intermediates, thus facilitating digly-
cine synthesis. In contrast, these solvent‐mediated effects 
are less prevalent at higher temperatures, promoting 
hydrolysis of the diglycine peptide. Our results indicate 
that elevated temperatures near 400 K might best pro-
mote facile formation of peptide bonds, while more 
extreme temperatures (and pressures) may result in the 
potential destruction of these types of life‐building mole-
cules. Our detailed chemical free energy analysis can 
be  useful for developing coarse‐grain models such as 
equation of state and kinetic simulation methods for 
larger scale computations. Our overall goal with these 
efforts is to provide a “bottom‐up” approach for under-
standing organic chemistry under extreme conditions, 
where there is a strong need for knowledge of the kinetics 
and thermodynamics of chemical bond formation and 
breaking over extended periods of time
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24.1. INTRODUCTION

Subduction zones transfer material from the shallow 
crust of  the Earth to the upper mantle, including vola
tiles, such as H2O, CO2, and organic compounds, that 
are carried within hydrous and other volatile‐rich phases 
of  the downgoing sediment, slab, and mantle. Along the 
path of  subduction, volatiles move through the sub
ducted material, are transferred into the overlying 
mantle wedge. Volatiles injected into the mantle wedge 
can drive fluid‐melt‐rock reactions, including dissolu
tion, precipitation, oxidation‐reduction, melting, and 
crystallization processes. Those not transferred through 
subduction into the mantle are released at the surface in 

fluids venting at trenches, and in gases and melts erupted 
by arc volcanoes.

The release of volatiles from the subducting slab into 
the mantle wedge is linked to the pressure‐temperature‐
dependent breakdown reactions of hydrous minerals (e.g. 
Fumagalli & Poli, 2005; Grove et  al., 2006; Schmidt & 
Poli, 1998; Till et al., 2012; Ulmer & Trommsdorff, 1995). 
Models constraining the thermal structure of subduction 
zones (e.g. Abers et  al., 2006; Peacock 2003; Syracuse 
et al., 2010) and slab surface temperature (e.g. Penniston‐
Dorland et al., 2015; Syracuse et al., 2010) help us predict 
where these breakdown reactions occur (Cerpa et  al., 
2017; Hacker, 2008; van Keken et al., 2002); however, the 
compositions of the released fluids remain elusive. 
Subduction fluids have been characterized by direct sam
pling (e.g. Fryer et al., 1990; Kimura et al., 1997; Manning, 
2004) from fluid inclusions in high‐pressure metamorphic 
rocks (e.g. Vitale Brovarone et al., 2017; Frezzotti et al., 
2011; Hermann et  al., 2006; Scambelluri & Philippot, 
2001) and are constrained by experimental (e.g. Caciagli 
& Manning 2003; Facq et al., 2014, 2016; Li, 2017) and 
theoretical studies (e.g. Manning et al., 2013; Facq et al., 
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2014, 2016; Huang et al., 2017). Altogether, these studies 
indicate that shallow subduction zone fluids are relatively 
dilute with salinities similar to seawater, but that calcite 
and aragonite become highly soluble at elevated condi
tions, and methane or larger C‐compounds may be 
immiscible at high pressures. Theoretical studies suggest 
a thermodynamic drive to stabilize small organic com
pounds at high pressure‐temperature (P‐T) conditions 
(Sverjensky, Stagno, et al., 2014). These recent advances 
in the geochemical thermodynamics of high‐pressure 
aqueous solutions (Sverjensky, Harrison, et  al., 2014) 
facilitate predictive studies of subduction zone fluid com
positions at elevated pressures and temperatures, and 
inspired the research reported here. The P‐T ranges now 
accessible by aqueous thermodynamic modeling are 
shown in Figure 24.1, where they are compared to slab 
surface temperature trajectories from model D80 in 
Syracuse et al. (2010). Now that these P‐T conditions are 
accessible, we can further explore the role of pH and 
oxidation state on fluid composition.

In the subduction setting, fluids released from the slab 
are called upon to explain the oxidized nature of the 
mantle wedge (e.g. Brounce et al., 2015; Kelley & Cottrell, 
2009; Parkinson & Arculus, 1999; Wood et  al., 1990), 
although the dominant oxidizing agent is uncertain (i.e. 

carbon, iron, sulfur). Fe and S may be involved in the 
oxidation of  the mantle wedge, but aqueous carbon 
species are sufficiently abundant to influence the oxidation 
of the mantle wedge according to Sverjensky, Stagno, 
et al. (2014). When looking at the range of oxygen fugacities 
in the sub‐arc mantle relative to the fayalite‐magnetite‐
quartz (FMQ) mineral buffer, discussed in detail below, 
sub‐arc mantle xenoliths record a relatively narrow range 
of oxygen fugacities from ΔFMQ 0 to +1.5 (Figure 24.2; 
Bénard et  al., 2018; Brandon et  al., 1996; Parkinson & 
Arculus, 1999). Arc lavas are generally more oxidized, 
with positive values relative to FMQ that are thought to 
be caused by oxidizing slab fluids (e.g. Brounce et  al., 
2015; Kelley & Cottrell, 2009). Some suggest oxidation is 
via crystallization during ascent and crustal storage (e.g. 
Lee et al., 2005; 2010), but these models are not supported 
by experimental studies (Waters & Lange, 2016). Relatively 
more reduced, the MORB mantle oxygen fugacities are 
constrained from abyssal peridotites, with a wide range of 
oxygen fugacities from ΔFMQ –2.5 to +1.4 (Figure 24.2; 
Birner et al., 2018; Bryndzia & Wood, 1999).

Gas fluxes at arc volcanoes are rarely characterized 
from direct measurement of CO2 concentrations; instead, 
SO2 and CO2/SO2 measurements help constrain these 
emissions (Kelemen & Manning, 2015). Volcanic gas flux 
measurements of 3He together with 3He/CO2 measure
ments of  gases, fluids, and volcanic glasses, also help 
constrain the concentrations of CO2 emitted from arc 
volcanoes (Kelemen & Manning, 2015). Nevertheless, the 
gases emitted from arc volcanoes are oxidized (e.g. CO2, 
CO, SO2, etc.), consistent with the oxidized nature of the 
eruptive products at arcs. Diffuse degassing in the forearc 
of subduction zones is also a source of CO2 at convergent 
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margins. At depth, the bulk composition, redox state, 
pressure, and temperature of the system combine to con
trol the fluid/volatile chemistry, all of which can be visu
alized through thermodynamic modeling. For example, 
the reduction of CO2 to CH4 can be represented by

 CO 2H O CH 2Oaq aq g2 2 4 2 , (24.1)

where the reduction of C is tied to the oxidation of H2O. 
This is an appealing representation for petrologic applica
tions because it can be linked with values of the fugacity 
of O2 (ƒO2) obtained from mineral equilibria. The dispro
portionation of H2O represented by

 
2H O 2H Oaq g2 2 2  (24.2)

can be combined with reaction (1), leading to

 
CO 4H CH 2H Oaq aq aq2 2 4 2 ,  (24.3)

which can be linked to aqueous reactions in which activ
ities of H2 (aH2) can be used to represent the oxidation 
state of the system. If  equilibrium, with respect to reac
tion (2), is attained, then reactions (1) and (3) are inter
changeable. It follows that equilibria at low values of ƒO2 
(and therefore high values of aH2) will be dominated by 
CH4, and those at high values of ƒO2 (and therefore low 
values of aH2) will be dominated by CO2.

These familiar consequences can be represented by a 
relative predominance diagram such as that shown in 
Figure  24.3. This diagram shows the equilibrium 

 concentrations of aqueous CH4 and CO2 as functions of 
the oxidation state of a system at 300 °C and 2 GPa for a 
system containing 10−3 m total dissolved carbon and only 
these two aqueous species. The oxidation state is repre
sented by differences (Δ) from that set by the FMQ 
assemblage according to

 
3Fe SiO O 2Fe O 3SiOg2 4 2 3 4 2  (24.4)

in units of log ƒO2. Note that at a slightly positive value 
of ΔFMQ, i.e. a value of ƒO2 somewhat greater than the 
value set by FMQ at this temperature and pressure, the 
distribution of dissolved carbon shifts from aqueous CH4 
to aqueous CO2.

By considering only reaction (3), it would be possible to 
conclude that these two aqueous species represent the 
speciation of carbon in a fluid found in a shallow subduc
tion system. The assemblage of minerals hosting that fluid 
in the subduction channel would impart some chemical 
characteristics on the fluid. At equilibrium, the mineral 
assemblage (i.e. rock) would lead to the formation of 
aqueous complexes with the major rock‐forming elements 
in the fluid. In fact, the rock would be able to buffer the pH 
and other solute activities. The potential for the fluid to 
have a pH value immediately raises the possibility that 
aqueous CO2 is accompanied by other fully oxidized 
forms of carbon such as aqueous bicarbonate (HCO3

−) 
and aqueous carbonate (CO3

2−). The likelihood that other 
solutes derived from the rock may also be present leads to 
the possibility that inorganic metal‐bicarbonate and metal‐
carbonate complexes could also be present. Once we allow 
these considerations, we can rapidly conclude that the 
actual speciation of carbon in a subduction zone fluid may 
be more complicated than represented by Figure 24.3. If we 
also consider the possibility that aqueous carbon species 
other than the redox endmembers CO2 and CH4 might be 
present, including compounds such as CO, or formic 
acid (HCOOH) or methanol (CH3OH), etc., we may 
wonder what sorts of true complexity may be glossed over 
by an idealized representation such as that in Figure 24.3.

Here we present a series of stable equilibrium specia
tion calculations for aqueous carbon along a model sub
duction fluid trajectory, including results for aqueous C1 
and C2 organic species. In addition, we explore the 
response of inorganic and organic carbon speciation at 
metastable equilibrium conditions, where methane 
formation from other forms of aqueous carbon is inhib
ited, in an effort to depict the potential complexity of 
aqueous organic carbon speciation near the slab‐mantle 
interface. It should be kept in mind that seeking answers 
to questions through thermodynamic modeling yields 
two types of responses: no and maybe. No is a definitive 
response, and maybe means that the potential for trans
formations may be realized if  mechanisms exist. The need 
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oxygen fugacities from FMQ–3 to FMQ+3. Concentration of 
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for reaction mechanisms is acutely felt when confronted 
by unknown or unfamiliar transformations of organic 
compounds in aqueous solutions at high pressures and 
temperatures and is a research area ripe for experimental 
and theoretical developments (Shock et al., 2019).

24.2. SPECIATION CALCULATIONS FOR  
HIGH P‐T AQUEOUS FLUIDS

Prior to the development of the Deep Earth Water 
(DEW) model (Sverjensky, Harrison, et al., 2014; see also 
Facq et al., 2014), speciation and mass‐transfer calcula
tions involving aqueous fluids were limited to 1000  °C 
and 0.5 GPa (Shock et al., 1992, 1997; Sverjensky et al., 
1997). The DEW model extended the pressure range of 
such calculations to 6.0 GPa, which has allowed new pre
dictions for the lower crust, upper mantle, and subduc
tion zones. In the present study, we expanded on the 
variety of aqueous organic solutes and metal‐ligand 
complexes included in the DEW model and used the EQ3 
speciation code (Wolery & Jarek, 2003) with a completely 
customized database of equilibrium constants generated 
with the DEW model. A complete list of aqueous species 
included in these calculations is shown in Table  24.1, 
together with the abbreviations used in subsequent fig
ures and the average oxidation state of carbon in each 
compound (ZC). DEW parameters for newly added 
species are listed in Table 24.2. Note that standard state 
thermodynamic properties at the reference conditions of 
298.15 K and 0.1 MPa for these aqueous species are taken 
from sources that maintain internal consistency with 
minerals and aqueous species used in the DEW model. 
As in the case of other applications of the DEW model, 
activity coefficients are set equal to 1, and activities are 
equated with molalities (Sverjensky, Stagno, et al., 2014). 
Results may differ once a suitable activity coefficient 
model is developed.

Initial fluid compositions used in the speciation calcu
lations are selected to be simple yet representative of gen
eral features of subduction zone fluids that would allow 
for experimental testing of the predictions. Manning 
(2004) showed that sampled subduction zone fluids are 
similar in composition to seawater; thus, a seawater‐like 
salinity was chosen for these calculations. Na+ and Cl− 
are both input with concentrations of 0.5 m, similar to 
the composition of seawater, and the total dissolved inor
ganic carbon (DIC) was set to 0.001 m, which is a conser
vative estimate of the DIC in seawater (Manning, 2004; 
McCollom, 2008; Shock & Canovas, 2010).

All speciation calculations were conducted at 
equilibrium with diopside, forsterite, and antigorite to 
represent a hydrated mantle assemblage relevant for min
eralogies observed above the slab‐mantle interface, within 
the subduction channel. As a consequence, the activities 

of Ca2+, Mg2+, and SiO2(aq) in the modeled subduction 
zone fluids were fixed by this assemblage in a manner 
analogous to fluid‐rock reactions that control the pH and 
activities of major rock‐forming elements within subduc
tion zone fluids. Predicted total concentrations of 
 dissolved calcium, magnesium, and silica are shown in 
Figure 24.4. Note that these total concentrations are cal
culated by summing the molal abundances of all aqueous 
species containing each of these constituents. Also shown 
in Figure  24.4 are calculated pH values in equilibrium 
with the diopside‐forsterite‐antigorite assemblage, which 

Table 24.1 C1 and C2 compounds included in speciation 
calculations arranged according to ZC, the average oxidation 
state of carbon in each compound.

Name Symbol Zc

Methane CH4 −4
Acetaldehyde* CH3COH −3
Ethane C2H6 −3
Ethanol CH3CH2OH −2
Ethylene C2H4 −2
Methanol CH3OH −2
Calcium formate* CaCH2O

+ −1
Ethyne* C2H2 −1
Magnesium formate* MgCH2O

+ −1
Sodium formate* NaCH2O −1
Acetate CH3COO− 0
Acetic acid CH3COOH 0
Calcium acetate* CaCH3COO+ 0
Formaldehyde* CH2O 0
Magnesium acetate* MgCH3COO+ 0
Sodium acetate NaCH3COO 0
Calcium glycolate* C2H3CaO3

+ +1
Glycolate HOCH2CO2H +1
Glycolic acid C2H4O3 +1
Magnesium glycolate* C2H3MgO3

+ +1
Sodium glycolate* Na(CH3OCO2) +1
Calcium diformate* Ca(CHO2)2 +2
Carbon monoxide CO +2
Formate HCOO− +2
Formic acid HCOOH +2
Magnesium diformate* Mg(CHO2)2 +2
Sodium diformate* Na(CHO2)2

− +2
Oxalate* C2O4

2− +3
Oxalic acid* HOOCCOOH +3
Bicarbonate HCO3

− +4
Calcium bicarbonate Ca(HCO3)

+ +4
Calcium carbonate CaCO3 +4
Carbon dioxide CO2 +4
Carbonate CO3

2− +4
Magnesium bicarbonate Mg(HCO3)

+ +4
Magnesium carbonate MgCO3 +4
Sodium bicarbonate NaHCO3 +4
Sodium carbonate NaCO3

− +4

* Species has been added to the Deep Earth Water (DEW) 
model as part of the current study.



Table 24.2 Nonsolvation parameters for species added to the DEW model in the current study. Estimated in accordance with Sverjensky et al. (2014).

Zc a1 x 10 a2 x 10−2 a3 a4 x 10−4 c1 c2 x 10−4

Name Symbol cal mol−1 bar−1 cal mol−1 cal K mol−1 bar−1 cal K mol−1 cal mol−1 K−1 cal K mol−1

Acetaldehydec CH3COH −3 9.8306 5.0765 0.5815 −2.9889 23.2243 4.0745
Calcium formated CaCH2O

+ −1 4.6033 0.0997 4.7545 −2.7831 27.4191 3.2190
Ethynea C2H2 −1 10.8770 6.0729 −0.2540 −3.0301 33.0425 7.7615
Magnesium formated MgCH2O

+ −1 4.0399 −0.4367 5.2043 −2.7609 34.0760 4.2375
Sodium formated NaCH2O −1 8.0897 3.4191 1.9712 −2.9203 19.2524 1.6098
Calcium acetateb CaCH3COO+ 0 7.3852 2.7483 2.5337 −2.8926 58.2181 13.8929
Formaldehydec CH2O 0 6.5616 1.9642 3.1912 −2.8602 11.8522 0.1635
Magnesium acetateb MgCH3COO+ 0 6.8123 2.2028 2.9911 −2.8701 64.6340 14.8910
Calcium glycolated C2H3CaO3

+ +1 7.2320 2.6025 2.6559 −2.8866 57.8082 13.9947
Magnesium glycolated C2H3MgO3

+ +1 6.6165 2.0164 3.1473 −2.8624 63.4637 15.0132
Sodium glycolated Na(CH3OCO2) +1 10.7698 5.9708 −0.1684 −3.0258 50.2551 12.3855
Calcium diformated Ca(CHO2)2 +2 11.5661 6.7289 −0.8040 −3.0572 42.6363 9.7374
Magnesium diformated Mg(CHO2)2 +2 10.7310 5.9338 −0.1374 −3.0243 48.3211 11.7133
Sodium diformated Na(CHO2)2

− +2 15.6445 10.6120 −4.0599 −3.2177 32.2630 6.1319
Oxalatee C2O4

2− +3 8.8670 4.1591 1.3508 −2.9509 −8.7110 −17.9658
Oxalic acide HOOCCOOH +3 10.9784 6.1694 −0.3348 −3.0340 16.7460 1.5894

a Shock and Helgeson (1990).
b Shock and Koretsy (1993).
c Schulte and Shock (1993).
d Shock and Koretsky (1995).
e Shock (1995).
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are mildly alkaline at these pressures and temperatures 
(7.7 to 4.5) and similar to those observed in mafic lithol
ogies modeled by Galvez et al. (2016). Neutral pH along 
this P‐T path is shown in Table 24.3, along with log ƒO2 
fixed in these calculations, at the FMQ mineral buffer. An 
abbreviated range of concentrations is shown in 
Figures 24.5 through 24.9 (10−3 to 10−12 molal).

24.3. EQUILIBRIUM SPECIATION OF AQUEOUS 
ONE‐CARBON (C1) COMPOUNDS

The results presented in Figure 24.5 summarize calcula
tions for a variety of  aqueous C1 species, including 
inorganic carbon oxides and metal complexes, as well as 
organic compounds and methane (CH4 (aq)). The three 
panels in Figure 24.5 contain plots for speciation calcula
tions along the subduction fluid trajectory of Figure 24.1 
at oxygen fugacities relative to FMQ. The left panel shows 
the calculated equilibrium speciation of carbon at three 
log ƒO2 units below FMQ (FMQ‐3), and the center and 

right panels show results for FMQ (FMQ0) and three log 
ƒO2 units above FMQ (FMQ+3), respectively. As a frame 
of reference, predicted concentrations for aqueous CO2 
and aqueous CH4 are shown as slightly bolder curves than 
the other aqueous species. Any C1 aqueous species listed 
in Table 24.1 that fail to attain predicted concentrations of 
at least 10−12 m do not appear in these diagrams.

The center panel in Figure  24.5 at FMQ provides a 
framework for interpreting the results in all three panels. 
Predicted equilibrium concentrations of various C1 
aqueous species are shown as functions of temperature 
at  the pressures indicated in Figure 24.1. At FMQ, the 
equilibrium speciation of aqueous carbon is domi
nated  by oxidized species, especially carbonate (CO3

2−), 
bicarbonate (HCO3

−), and their calcium complexes at the 
pH values and total Ca abundances of the modeled fluid. 
The aqueous CaCO3 complex is predicted to dominate 
the speciation of  dissolved carbon below ~450  °C at 
these  conditions. The Mg complexes of bicarbonate 
(Mg(HCO3)

+
(aq)) and carbonate (MgCO3(aq)) are predicted 

to be at much lower abundances than their Ca counter
parts owing to the difference in total concentration of 
Mg relative to Ca (see Figure 24.4). In contrast, the Na 
complexes are predicted to be less abundant than Ca 
complexes owing to their lower stability, despite the 
greater abundance of total Na in the model fluid (see 
Figure 24.4). Note that the combined effects of pH values 
set by equilibrium between the diopside‐forsterite‐antig
orite mineral assemblage and the fluid, together with the 
shifting pK values for the carbonic acid system, lead to 
the prediction that relative abundances of bicarbonate 
and carbonate aqueous species tend to decrease with 
increasing temperature, with the exception of Ca(HCO3)

+, 
and that aqueous CO2 becomes more abundant than 
bicarbonate or carbonate ions above about 550  °C. In 
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Table 24.3 Input parameters for speciation calculations. Log 
ƒO2 and neutral pH values were calculated using the DEW 
model. Neutral pH is shown here for comparison to pH 
controlled by antigorite‐diopside‐forsterite.

Temperature (°C) Pressure (GPa) Log fO2 Neutral pH

300 2.0 −32.5 3.77
350 2.5 −28.2 3.50
400 2.5 −25.3 3.42
450 2.5 −22.7 3.37
500 3.0 −20.0 3.17
550 3.0 −18.2 3.14
600 3.0 −16.5 3.11
650 3.0 −15.1 3.10
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effect, the decrease in pH with increasing temperature 
moves from more alkaline conditions where CO3

−2 > 
HCO3

− > CO2(aq) at temperatures below ~420 °C to more 
acidic conditions where CO2(aq) > HCO3

− > CO3
−2 above 

~560  °C. As temperature decreases, the predicted 
concentration of CO2(aq) plunges over six orders of mag
nitude, reaching nearly 10−10 m at 300 °C.

Turning to redox relations, the curves showing calcu
lated concentrations of CH4(aq) and CO2(aq) cross at about 
325 °C and FMQ0, as could be anticipated from the sim
plified system depicted in Figure 24.3. However, in con
trast with the streamlined version in Figure 24.3, neither 
CO2(aq) nor CH4(aq) are expected to be major contributors 
to the speciation of carbon at these conditions. Where the 
curves cross, they both represent concentrations <10−9 m. 
The sinuous curve showing the predicted concentration of 
CH4(aq) increases by ~two orders of magnitude as temper
ature increases. This shift reveals that, even though the 
predicted speciation of aqueous carbon is progressively 
dominated by CO2(aq), the oxidation state set by FMQ 
shifts to conditions that are slightly more reduced relative 
to speciation in the C‐O‐H system as temperature increases 
at the varying pressures along the subduction fluid trajec
tory. This subtle shift is also the reason why calculated 
concentrations of aqueous CO, methanol, and formic 
acid increase with increasing temperature. Note that the 
predicted concentrations of aqueous formate and the 
metal‐formate complexes show maxima with increasing 
temperature, which reflects the shift in the calculated pH 
relative to the predicted speciation of formic acid.

There is considerable similarity between the more 
 oxidized conditions at FMQ+3 shown in the right panel 
of Figure 24.3 and the moderate redox conditions (FMQ0) 
of the center panel. As an example, the speciation of the 
most oxidized forms of aqueous carbon (i.e. CaCO3, 
CO3

2−, HCO3
− Ca(HCO3)

−, CO2, MgCO3) are virtually 
unchanged at FMQ+3 compared with FMQ0. In contrast, 
CH4(aq) is predicted to attain extremely low concentrations 
(~10−16–10−14 m) at FMQ+3, which fall below the lowest 
concentration shown. The relative positions of formate to 
formic acid and of formate to its complexes remain the 
same, but the curves have shifted by 1.5 orders of magni
tude to lower concentrations at FMQ+3. Likewise, CO(aq) 
is predicted to attain lower concentrations than in the 
FMQ0 case and reaches concentrations above 10−12 m only 
above 440 °C. The methanol curve has shifted to concen
trations below the plotted range (10−19 to 10−15 m).

At strongly reduced conditions (FMQ‐3) shown in the 
left panel of Figure 24.3, CH4(aq) is the dominant aqueous 
carbon species at all temperatures above ~365  °C, and 
thus no crossover between CH4(aq) to CO2(aq) is observed 
over the range of temperatures considered. However, the 
interplay between the shifts in pH, association constants 
for carbonic acid species and complexes, and the relative 

effects of the redox state on the C‐O‐H system means that 
carbonate and especially the aqueous CaCO3 complex are 
predicted to decrease in abundance as temperature 
increases. With increasing temperature, the predicted 
concentrations of these forms of oxidized aqueous 
carbon decrease as CH4(aq) dominates the carbon specia
tion. It can be seen that the pH‐driven temperature tran
sitions in carbonic acid speciation described for FMQ0 
and FMQ+3 persist at FMQ‐3, though at lower relative 
concentrations, especially at high temperatures. Reduced 
conditions at FMQ‐3 enhance the concentrations of 
formic acid, formate, and its complexes at lower tempera
tures compared with FMQ0, but the overwhelming pre
dominance of CH4(aq) with increasing temperature drives 
several of the formate species to lower concentrations 
than at corresponding temperatures at FMQ0. The distri
bution of aqueous carbon among minor species is pre
dicted to be particularly complicated between ~400  °C 
and ~500 °C, where six different aqueous species attain 
concentrations around 10−5 m, including forms of car
bonate, bicarbonate, and formate. The interplay of subtle 
shifts in ƒO2 and pH, together with the redox‐ and pH‐
dependence of reactions between C1 species, leads to 
undulations in the predicted concentration curves, 
including several local maxima around 500 °C. Note that 
the predicted concentrations of methanol are consider
ably enhanced at FMQ‐3 compared with FMQ0, and 
that formaldehyde concentrations actually attain values 
within the plotted concentration range.

In summary, results in Figure 24.5 demonstrate that the 
speciation of C1 compounds can be considerably more 
complex than a binary choice between CO2(aq) and CH4(aq). 
Several oxidized forms of aqueous carbon (i.e. CaCO3, 
CO3

2−, HCO3
−, Ca(HCO3)

−) are more abundant than 
CO2(aq) along this subduction fluid trajectory. In particular, 
the speciation results for both FMQ0 and FMQ+3, where 
oxidized forms of aqueous carbon dominate, CO2(aq) 
never reaches predicted concentrations as high as aqueous 
CaCO3 at low temperatures or Ca(HCO3)

+ at high tem
peratures. At FMQ‐3, where CH4(aq) dominates the pre
dicted speciation at most temperatures, formate and 
Ca(For)+ concentrations rival those of  carbonic acid 
species, indicating a thermodynamic drive for transfer 
of  carbon between inorganic and organic C1 forms. 
Experimental confirmations of such transformations are 
provided by McCollom and Seewald (2003a, 2003b) and 
Seewald et al. (2006).

24.4. EQUILIBRIUM SPECIATION INCLUDING 
AQUEOUS TWO‐CARBON (C2) COMPOUNDS

The making and breaking of carbon‐carbon bonds 
influences the complexity of carbon speciation in sub
duction fluids. While mechanisms for these reactions are 
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underconstrained at present, a thermodynamic analysis 
can reveal conditions where C2 compounds may exist 
together with the C1 compounds considered above. 
Speciation results including both C1 and C2 aqueous 
species are shown in Figure 24.6 for the subduction fluid 
trajectory adopted in this study. The C1 speciation 
depicted in Figure 24.5 is largely unchanged in the calcu
lations of both C1 and C2 species in Figure 24.6.

At FMQ0, as shown in the center panel of Figure 24.6, 
Ca(Ac)+, acetate, and Ca(For)2 appear at concentrations 
below 10−10 m. The concentrations of these C2 species 
maximize between 400  °C and 550  °C, with broad pla
teauing curves. In contrast, at the more oxidized condi
tions (FMQ+3) shown in the right panel, C2 compounds 
are not observed above concentrations of 10−12 m; thus, 
the speciation of aqueous carbon is predicted to be the 
same as the C1 case shown in the right panel of Figure 24.5.

In the reduced case (FMQ‐3), nine new forms of 
aqueous carbon with concentrations greater than 10−12 m 
join the speciation results: acetate, Ca(Ac)+, Mg(Ac)+, 
Na(Ac), acetic acid, ethane, ethanol, Ca(For)2, and 
Ca(Glyc)+. This is a consequence of the average oxidation 
state of carbon (ZC) being lower for C2 compounds than 
corresponding C1 compounds. As an example, ZC for 
acetic acid is 0 and ZC for formic acid is +2. Curves show
ing predicted concentrations for all of these compounds 
exhibit a similar positive excursion at 500  °C, observed 
for  the C1‐only results in Figure  24.5. The highest 
concentration curves are for acetate and Ca(Ac)+. These 
curves are nearly parallel with Ca(Ac)+, predicted to be 
around an order of magnitude higher in concentration. 
The Na(Ac) curve is similar in shape to that of acetate 
and Ca(Ac)+ but falls off  with a steeper slope to lower 
concentrations at temperatures below 400 °C. Predicted 
concentrations of ethane and methanol switch in relative 
abundance across the diagram, with ethane > methanol 
at lower temperatures and methanol > ethane at higher 
temperatures. Methanol is predicted to reach higher con
centrations than any of the C2 compounds above ~550 °C. 
The ethanol concentration curve increases more than two 
orders of magnitude between 300  °C and 500  °C, after 
which it plateaus, varying in concentration between 2 and 
3 × 10−10 m.

Compared with the results for C1 shown in Figure 24.5, 
speciation results that include C2 compounds in 
Figure 24.6 indicate the potential for three C2 species to 
attain equilibrium concentrations > 10−12 m at FMQ0, 
and at FMQ‐3, six additional C2 species can reach such 
concentrations. In the FMQ+3 case, no C2 compounds 
attain equilibrium concentrations above 10−12 m. It is 
worth emphasizing that including the C2 species has neg
ligible effects on the predicted concentrations of the C1 
species. Instead, the calculated results attain a greater 
richness owing to the inclusion of many more aqueous 

species. We anticipate that including additional species 
with higher carbon numbers will cause small changes in 
C1 or C2 speciation. In general, the control of pH and ƒO2 
by water‐rock reactions dictates how the predicted 
concentration curves are distributed. The main influence 
on relative concentrations is the ZC values of the various 
aqueous organic species, which largely determines how 
they will respond to changes in ƒO2. The abundance of C2 
(and higher carbon number) compounds will also corre
late positively with the total dissolved carbon in the 
system. Superimposed on these patterns are variations 
driven by pH changes that affect relative abundances of 
the organic acids and their complexes.

24.5. SENSITIVITY OF AQUEOUS CARBON 
CHEMISTRY TO OXYGEN FUGACITY

The oxidation states selected for Figure 24.6 frame the 
dependence of aqueous carbon speciation on ƒO2, and 
the sensitivity can be explored more thoroughly in the 
isothermal results in Figure 24.7 that show how predicted 
concentrations depend on ƒO2. By examining the 300 °C 
panel, for example, it can be seen that the most oxidized 
forms of aqueous carbon are nearly insensitive to changes 
in ƒO2, with curves that gently slope to lower concentra
tions as the oxidation state is progressively more reduced 
than FMQ. A ranking of oxidized forms of carbon shows 
that aqueous CO2 is among the least abundant forms, 
owing to the pH of the fluid and the relative stabilities of 
aqueous carbonate and bicarbonate complexes. Note 
that the predicted concentration of aqueous CH4 
increases dramatically, indicating that its speciation is 
highly sensitive to small changes in ƒO2. The various for
mate‐containing species also increase with decreasing 
ƒO2, although less dramatically than aqueous CH4. Note 
that C2 compounds attain concentrations > 10−12 m only 
at the most reduced conditions considered. The trajec
tories of the acetate‐bearing compounds are nearly 
parallel with that of aqueous CH4. Ethane is the steepest 
curve in the plot. At 400 °C, shifts in pH and cation con
centrations lead to shifts in the relative abundances of the 
most oxidized forms of aqueous carbon, as well as subtle 
shifts among the formate‐containing species. Aqueous 
CO2 is more abundant than in the calculations for 300 °C, 
but it is still a minor contributor to the speciation of oxi
dized carbon in these fluids. The concave downward cur
vature of the oxidized aqueous carbon species toward 
more reducing conditions (negative ΔFMQ values) is 
directly related to the dramatic increase in predicted con
centrations of aqueous methane. Likewise, there is more 
curvature in the formate curves at 400 °C than at 300 °C. 
Note that the C2 compounds appearing in the lower 
left  portion of the plot attain higher concentrations at 
400 °C than at 300 °C, all else being equal. All of these 
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observations are consequences of the interplay between 
oxidation states set by mineral equilibria, ZC of the var
ious aqueous carbon species, and the shifts in equilibrium 
constants with temperature and pressure.

The contrast between results at 300 °C and 400 °C in 
Figure  24.7 sets precedents for observable differ
ences in the plots for 500 °C and 600 °C. Aqueous CO2 
climbs  up in a ranking of  the relative abundances of 

 oxidized carbon species with increasing temperature, 
again because of  shifts in pH and cation abundances. 
Increasing curvature is evident for the fully oxidized 
carbon species and formate‐bearing compounds 
throughout. Even the curves showing predicted abun
dances of  aqueous CH4 show curvature as temperature 
increases, which results from the interplay of  stabilities 
of  aqueous CH4 and the other reduced forms of  carbon, 
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including the C2 species. Note, however, that the C2 
species are comparatively more abundant in the results 
for 400 °C and 500 °C than they are at 600 °C, which is 
a consequence of  the shift to rock‐dominated condi
tions that are more oxidized overall at the highest tem
perature relative to the stability of  carbon‐bearing 
compounds. To summarize, it is not that C2 and other 
reduced‐carbon species are inherently less stable than C1 
compounds at higher temperatures, but the fact that 
rock‐influenced oxidation states shift to relatively more 
oxidized conditions, allowing fully oxidized forms of 
carbon to reach higher abundances than their reduced 
counterparts as temperature increases.

24.6. DISEQUILIBRIUM AND ITS EFFECTS 
ON THE SPECIATION OF AQUEOUS CARBON

The results summarized in Figures  24.5 through 24.7 
apply to systems that have reached stable thermodynamic 
equilibrium. Therefore, the predicted concentrations of 
organic compounds are all minimum values, and there is 
no thermodynamic drive for them to be lower than shown. 
However, in some settings, invoking stable equilibrium 
may not be valid. Disequilibrium between CO2 and CH4 is 
observed in crustal fluids and is more pronounced at tem
peratures below 500  °C (e.g. Charlou et al., 1998, 2000; 
Janecky & Seyfried, 1986; Manning et al., 2013; McCollom 
& Seewald 2001; McDermott et  al., 2015; Shock, 1988, 
1989, 1990, 1992, 1994; Shock & Schulte, 1998; Shock 
et al., 2019; Wang et al., 2015, 2018). In order for CO2 and 
CH4 to reach equilibrium (i.e. react reversibly), a kinetic 
barrier, involving breaking bonds and transferring eight 
electrons, must be overcome (Manning et al., 2013). Stable 
equilibrium between CO2 and CH4 may only be attained 
at high pressures and temperature (Manning et al., 2013), 
but constraints on kinetic rates at these conditions are 
lacking.

The conditions where metastable equilibrium states 
can form in the aqueous C‐O‐H system correspond to 
low‐grade metamorphic conditions and shallow, cold 
subduction zone paths (e.g. Tonga, N. Marianas; 
Figure 24.1). Therefore, it is possible that reaction path
ways from dissolved inorganic carbon compounds to 
small organic solutes are available during subduction, 
even though complete reduction to methane is inhibited. 
If  metastability persists, even transiently, along cooler 
P‐T paths of subduction zones, then fluids in such sys
tems could contain aqueous organic solutes produced 
abiotically during subduction. We simulated the presence 
of kinetic barriers to methane production by removing 
CH4(aq) from our thermodynamic database in a set of cal
culations. These results illustrate the potential for greater 
diversity in speciation of carbon in subduction zone 
fluids under conditions that permit disequilibria.

Suppressing methane to simulate metastability leaves 
the speciation of aqueous carbon for the FMQ+3 shown 
in Figure 24.6 unaffected, as shown in Figure 24.8. The 
only visible difference at FMQ0 is the lack of a curve 
showing CH4(aq) concentrations in Figure  24.8. Because 
the amount of carbon represented by CH4(aq) at stable 
equilibrium is quite small, the other curves are not dra
matically affected by its absence from the model. In con
trast, suppression of aqueous CH4 to simulate metastable 
equilibrium at the most reduced conditions (FMQ‐3) 
drives all concentrations of organic and inorganic 
aqueous carbon species higher, and several species appear 
in the plot in Figure  24.8 that are not present in the 
corresponding plot in Figure  24.6. Furthermore, the 
slopes in the FMQ‐3 plot in Figure 24.8 tend to be steeper, 
especially at temperatures above 400  °C, where CH4(aq) 
dominates the stable equilibrium speciation shown in 
Figure 24.6. The changes in both the position and slopes 
of the curves at FMQ‐3 for metastable equilibrium com
pared with stable equilibrium are explained by the redis
tribution of the dissolved carbon from CH4(aq) to other 
species.

Comparison of the FMQ‐3 plots in Figures 24.6 and 
24.8 also shows that the diversity of carbon species is 
greater in the metastable equilibrium case. In the absence 
of CH4 (aq), the speciation of the fully oxidized forms of 
aqueous carbon (i.e. CaCO3, CO3

2−, HCO3
−, Ca(HCO3)

−) 
in the FMQ‐3 plot have the same speciation pattern 
observed at FMQ0 in either the stable (Figure 24.6) or 
metastable (Figure  24.8) examples. Comparison of the 
plots for FMQ‐3 and FMQ0 in Figure 24.8 reveals that 
the curves from formate‐bearing aqueous species plot at 
higher concentrations at FMQ‐3. Note that in this plot 
the Ca(For)+ and formate curves are superimposed upon 
the bicarbonate curve at low temperatures (below 400 °C), 
and that the Ca(For)+ and HCO3

− curves cross one 
another three times as temperature increases. Formate is 
predicted to be more abundant than Ca(HCO3)

− at tem
peratures <~450 °C, and nearly as abundant as Ca(HCO3)

− 
between 450  °C and 500  °C. Ca(Ac)+ concentrations, 
which are calculated to exceed those of aqueous CO2 up 
to ~525 °C, maximize in the range of 10−5 m, representing 
a two‐orders‐of‐magnitude positive shift in concentration 
relative to the equilibrium case. All acetate‐bearing 
species show increasing concentrations with increasing 
temperature at FMQ‐3, and all but acetic acid 
(CH3COOH) maximize above 550 °C, owing to the shift 
in pH relative to the speciation of acetic acid. Methanol 
and ethanol are predicted to increase in abundance with 
increasing temperature at FMQ‐3, with the calculated 
abundance of ethanol approaching that of methanol at 
higher temperatures. Calculated abundances of aqueous 
ethane rival those of aqueous CO2 at lower temperatures 
and continue to increase at the highest temperatures 
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shown, despite the overall shift to relatively more oxidizing 
conditions favoring CO2. These same conditions allow 
species with ZC values of +1 (i.e. glycolate, Na(Glyc), 
Ca(Glyc)+, and Mg(Glyc)+) to appear at concentrations 
greater than 10−12 m. Calculated Ca(Glyc)+ and glycolate 
concentrations maximize at 550 °C, with similarly shaped 
curves, while Na(Glyc) and Mg(Glyc)+ plateau at 550 °C 
and maintain concentrations of 4 × 10−11 m and 2 × 10−11 
m, respectively, as temperature increases.

The effects of  temperature and ƒO2 on metastable 
distributions of  aqueous carbon species can be explored 
further with the plots in Figure 24.9, which shows meta
stable companions to the stable equilibrium plots in 
Figure  24.7. Comparison of  the plots in Figures  24.7 
and 24.9 reveals that the relative positions among the 
fully oxidized carbon species are the same at the selected 
temperatures, as are the relative positions among the 
formate‐bearing species and among the acetate‐bearing 
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species. Unaffected by the suppression of  methane, the 
relative positions of  the curves are maintained despite 
an increase in total predicted abundances. At 300 °C, the 
distribution of  fully oxidized carbon species is predicted 
to be virtually independent of  ƒO2 in the metastable 
equilibrium case. The suppression of  aqueous methane 
formation eliminates the curvature shown in the 300 °C 
plot in Figure  24.7. The corresponding curves in the 
plots for higher temperatures in Figure  24.9 exhibit 
small amounts of  curvature with decreasing ƒO2, 
corresponding to the increasing abundances of  various 
formate‐bearing species. Note that the elimination of 
aqueous methane from the model also means that the 
diagonal curves showing calculated concentrations of 
the various formate‐bearing species show negligible cur
vature in Figure  24.9. In all cases, the relative abun
dances of  C2 and reduced C1 compounds are calculated 
to be greater in the metastable state than in the stable 
equilibrium state shown in Figure  24.7. In addition, 
there is a greater variety of  aqueous carbon species in 
the metastable equilibrium results than in the stable 
equilibrium results, which is expected based on the 
greater variety of  compounds shown at FMQ‐2 in 
Figure  24.8 compared to the corresponding plot in 
Figure  24.6. In summary, disequilibrium conditions 
inhibiting the path to aqueous CH4 at reduced condi
tions (FMQ‐3) enhances the aqueous organic carbon 
speciation, including a strong thermodynamic drive to 
stabilize ~20 aqueous organic carbon species.

24.7. CONCLUDING REMARKS

In conceptual models of  subduction, aqueous carbon‐
bearing fluids are given critical jobs like triggering 
partial melting (Dasgupta, 2013), oxidizing the mantle 
wedge (Evans, 2012; Frost & McCammon, 2008), mantle 
metasomatism, and diamond formation (Frost & 
McCammon 2008; Sverjensky, Stagno, et al., 2014), and all 
of these are the motivations for the predictions described 
above. Some efforts have been made to model C‐O‐H sys
tems by using a mixture of neutral gases, including CO2, 
CH4, and H2O, without consideration of aqueous ions or 
organic compounds (Connolly, 2005; Zhang & Duan, 
2009). In reality, these supercritical aqueous fluids contain 
ions and neutral species whose speciation is dependent 
upon the coexisting mineral assemblage (i.e. the rock). 
Researchers are beginning to explore these systems through 
theoretical and experimental studies (e.g. Dvir et  al., 
2011, 2013; Facq et  al., 2014, 2016; Huang et  al., 2017; 
Kessel et al., 2005, 2015; Sverjensky, Stagno, et al., 2014); 
however, much of the accessible pressure‐temperature‐
compositional space remains unexplored.

The mineral assemblage coexisting with the fluid con
trols, to some extent, the bulk composition of the fluid 
and buffers the pH and ƒO2 of the fluid, especially in the 

subduction setting where the fluid‐to‐rock ratio is low 
(<<1). From a petrologic perspective, the FMQ mineral 
buffer is often assumed to be a constant frame of  refer
ence; however, from the perspective of the fluid, the 
meaning of FMQ changes as a function of temperature 
and pressure. An example of this shifting frame of refer
ence for the fluid can be seen in Figure 24.7. At FMQ0 in 
the 300  °C panel, the concentration of aqueous CH4 is 
higher than aqueous CO2 as it is in the simple speciation 
shown in Figure 24.3. This has to be the case at equilibrium 
regardless of how many additional aqueous species are 
considered in Figure 24.7. Nevertheless, it is useful to see in 
Figure 24.7 that many oxidized forms of carbon are more 
abundant than aqueous CH4 at FMQ0, which is not the 
impression left by Figure 24.3. Examining the other panels 
in Figure 24.7 reveals that at FMQ0 the concentration of 
aqueous CO2 is higher than that of aqueous CH4, reflecting 
the trend of carbon oxidation in the fluid as temperature 
increases. This change in meaning of FMQ from the fluid 
perspective is also reflected in numerous other changes in 
carbon speciation. Similarly, when the pH is buffered by a 
mineral assemblage, it imposes changes in fluid speciation 
because the mineral‐buffered pH alters the speciation of 
carbonic, formic, acetic, and other acids, which also affects 
their complexes. As demonstrated in the predictions 
outlined above, metal‐ligand complexes can be dominant 
forms of  carbon in subduction fluids, raising the possi
bility that such complexes may be intimately involved 
in metasomatism. Small shifts in pH and ƒO2 can have 
dramatic consequences in the speciation of aqueous 
carbon, as demonstrated by the results summarized above.

The calculations presented here capture only a small range 
within the accessible pressure‐temperature‐composition 
regime. It is our hope that the framework and methodology 
presented here will empower others to investigate rock‐
fluid interactions along pressure‐temperature paths, with 
fluid compositions, mineral assemblages, and ƒO2 values 
that reflect their interests in calculations or experiments. 
Future directions may include

 • In‐depth interrogations of changes in oxidation state 
that can be recorded in mineral assemblages sampled from 
subduction zones. This study reveals that small changes in 
ƒO2 may result in dramatic changes in carbon speciation 
in aqueous fluids. Each time pressure‐temperature‐ƒO2 
results are obtained from petrologic studies, they can be 
used to evaluate the composition of the fluid that was 
simultaneously present. This can be particularly useful as 
primary fluids are rarely pristine, if  preserved at all.

 • A renewed search for organic compounds in fluid 
inclusions and at grain boundaries of rock samples from 
subduction zones. Calculations of the type presented 
here provide guidance to find the samples with the 
greatest potential for organic constituents and can pro
vide prioritized lists of species to target. It should be kept 
in mind that the present study included only C1 and C2 
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organic compounds, and none containing nitrogen or 
sulfur. Vastly expanding predictions for the DEW model 
could further transform our appreciation for the com
plexity of subduction zone fluid compositions.

 • Consideration of the influence of metastable states on 
the potential for abiotic organic synthesis in subduction 
zones, which could represent nutrients for the deepest 
parts of the biosphere that may reside in shallow portions 
of  subduction zones.

 • New models might include interplay among Fe, S, 
and C species in fluids, leading to quantitative tests of 
which redox‐sensitive aqueous species are the most effec
tive oxidizing agents in diverse subduction zone settings.
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Energetics of the Citric Acid Cycle in the Deep Biosphere

Peter A. Canovas, III1,2 and Everett L. Shock1,2,3,4

ABSTRACT

Constraints on the internal composition of microbial cells are used together with standard state thermodynamic 
data to evaluate energy demands associated with the citric acid cycle and its individual steps to explore geobio-
chemical processes in the deep subsurface biosphere. Two pressure‐temperature ranges are considered: up to 
200 °C and to ~2 kb with the revised Helgeson‐Kirkham‐Flowers equations of state, and up to 200 °C from 10 
to 60 kilobars with the Deep Earth Water model. The former pressure‐temperature ranges encompass condi-
tions for known life in natural systems, and the latter push the upper pressures for life into those of subduction 
zones using guidance from laboratory experiments. The neutral solutes H2(aq) and CO2(aq) can diffuse freely 
across cell membranes and impose external conditions into the composition of microbial cells, and as a result 
there is a range of chemical affinities for citric acid cycle reactions that prevail throughout the deep subsurface 
biosphere. These ranges raise the possibility that the citric acid cycle releases energy when run in either the for-
ward or reverse directions depending on the affinities involved. The results of this theoretical study support the 
notion that life may extend far deeper into subduction zones than is generally appreciated.

25

25.1. PHYSICAL CONDITIONS OF THE  
DEEP BIOSPHERE

It is estimated that 10%–33% of the total number of 
living cells on Earth reside within the subsurface deep 
biosphere on the continents and in the seafloor (Colman 
et  al., 2017; Hoshino & Inagaki, 2019; Inagaki et  al., 
2015; Ino et al., 2016; Kallmeyer et al., 2012; Magnabosco 
et  al., 2018; Trembath‐Reichert et  al., 2017; Whitman 
et  al., 1998). These estimates are limited by sampling, 
which means we are still just beginning to explore the 
extent, biodiversity, and potential for novel metabolic 
pathways in the deep biosphere. Our goal is to assist that 
exploration by providing a geochemical framework for 

integrating the deep biosphere into geologic processes to 
facilitate predictions. One way to approach this goal is to 
determine energetic demands of biochemical pathways 
and cycles that are met in the deep biosphere by geochem-
ical energy sources. In this chapter, we combine our stan-
dard state thermodynamic data for aqueous species 
involved in the citric acid cycle (Canovas & Shock, 2016) 
with estimates of their intercellular abundances to eval-
uate thermodynamic affinities for reactions within the 
citric acid cycle at elevated pressures and temperatures. 
We also evaluate new parameters for the same aqueous 
species consistent with the Deep Earth Water (DEW) 
model (Sverjensky, Harrison, et al., 2014), which allows 
us to extrapolate the energetics of the citric acid cycle 
into conditions of shallow subduction zones. At present, 
there are no data to indicate that shallow portions of sub-
duction zones are populated with microbes, but existing 
field and laboratory data indicate that temperatures and 
pressures in these systems are not necessarily inhibitory 
for life. We propose that shallow reaches of subduction 
zones represent the deepest habitats of the deep 
biosphere.
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Abundant evidence suggests that extant microbial 
communities inhabit the subsurface to depths of at least 
5 km with well‐documented microbial communities 
flourishing at 4.2 km beneath the Earth’s surface 
(Figure 25.1). Microbes are known to thrive at tempera-
tures in excess of 100 °C at elevated pressures, and at least 
one strain lives at 121 °C (Takai et al., 2008). These results 
are summarized in Figure  25.1a, together with conver-
sions of depth to pressure (Figure 25.1b), high‐pressure 
evidence from lab experiments (Figure  25.1c), and the 
pressure‐temperature framework of the present study 
(Figure 25.1d). Although not all reported depths can be 
converted to pressures owing to incomplete information 
in primary sources, many pressures can be estimated for 
the deep biosphere, and pressures used in laboratory 
microbial growth experiments extend well beyond those 
of currently explored subsurface habitats.

Depths and temperatures reported for subsurface sam-
ples of microbial life are summarized in Figure  25.1a, 
which also shows trajectories of crustal geothermal gra-
dients appropriate for continental (a.k.a. terrestrial, 20 °C 
km−1), oceanic (a.k.a. marine, 35  °C km−1), and hydro-
thermal (100 °C km−1) settings. Note that some tempera-
tures where subsurface life thrives are <0 °C. While depth 
may be a physical barrier for microbes to overcome, it is 
not necessarily a physiochemical barrier. Therefore, pres-
sures were estimated from depths for those cases where 
sufficient data were reported, as plotted in Figure 25.1b.

Studies of marine sediment and rock samples often 
include a seawater depth, which we converted to pressure, 
assuming that a 10.3 m column of seawater would exert 1 
atm or 1.013 bar pressure. For terrestrial (continental) 
samples, pressure was calculated as overburden using 
either lithostatic or hydrostatic pressure, whichever was 
appropriate for the system. Overburden (Pob, in Pa) was 
calculated as

 P g dob * * , (25.1)

where ρ represents density in kg m−3, g indicates the 
gravitational constant 9.806 m s−2, and d stands for the 
depth in meters. Equation (25.1) provides a close estimate 
of the pressure beyond that which the atmosphere is 
exerting on a sample at depth. If  the density of a 
particular rock type was unavailable for a sampling site 
from literature sources, an estimated average density was 
used (i.e. 2.65 g cm−3 for granite, 2.55 g cm−3 for sand-
stone, and 0.92 g cm−3 for ice, etc.). Additional estimates 
were needed for in situ down‐borehole pressures for some 
groundwater sample locations if  the available information 
was limited to the depth and the artesian head. As an 
example, one sampling site came from a depth of 1270 m 
from an artesian well with a head of 466 ft or ~142 m, 
indicating the ability of the well pressure to sustain a 
column of water 142 m above the surface, and making the 

total pressure at the sampling locale that of a column of 
water under hydrostatic pressure with an apparent depth 
of 1412 m plus one bar of atmospheric pressure at that 
location or a total of ~140 bars.

Laboratory experiments confirming microbial growth 
summarized from the literature shown in Figure 25.1c were 
conducted at temperatures and pressures throughout and 
beyond those reached in known subsurface habitats. 
Presently, laboratory experiments show that microbes are 
capable of persisting to somewhat higher temperatures 
than where they are found in nature, as indicated by the 
highest temperatures in Figure 25.1c. Researchers have also 
shown that microbes can survive and thrive at pressures of 
tens of kilobars, which are considerably higher than those 
known from natural systems. These pressures are reached 
at several tens of kilometers and suggest that the deep bio-
sphere may extend much deeper than previously thought.

Field and laboratory evidence depicted in Figures  25.1 
a–c allows the pressure‐temperature (P‐T) reference frame 
for the deep biosphere shown in Figure 25.1d, in which all 
known habitable P‐T space is encompassed in the gray zone. 
In the study summarized here, we extended the temperature 
range to 200 °C and pressures to 60 kilobars (6 GPa) to be 
inclusive. As shown in Figure 25.1d, it is not presently pos-
sible to conduct theoretical calculations over all of this P‐T 
space, and the results shown below are truncated by the 
vapor‐liquid saturation (boiling) curve for H2O at low pres-
sures and high temperatures, and by the liquid‐ice phase 
boundary at high pressures and low temperatures.

We tackled thermodynamic calculations for the citric 
acid cycle in two stages. First, we assessed chemical affin-
ities for the overall cycle and its component reactions at 
temperatures and pressures covered by the revised 
Helgeson‐Kirkham‐Flowers (HKF) equation of state 
(Shock et al., 1992), which permits calculations to 5 kb 
(0.5 GPa). Second, higher pressure calculations were 
accomplished by estimating an additional set of revised‐
HKF parameters for the DEW model (Sverjensky, 
Harrison, et al., 2014), and then completing the extrapo-
lation of chemical affinities to higher pressures. These 
developments are described below, after the following 
discussion of the thermodynamic framework employed.

25.2. THERMODYNAMIC FRAMEWORK 
AND COMPUTATIONAL METHODS

A first step in assessing the thermodynamic viability of 
a process in the citric acid cycle is to calculate the stan-
dard Gibbs energy, ,o

rG  of  the reactions involved, which 
relate to the equilibrium constants, Kr, via

 G RT Kr
o

rln , (25.2)

where R represents the gas constant and T stands for 
temperature in Kelvin. Both standard Gibbs energies and 
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equilibrium constants are functions of temperature, 
pressure, and choice of standard state.* The overall Gibbs 
energy of a reaction, ∆Gr, can be calculated from

 G G RT Qr r
o

rln , (25.3)

where Qr stands for the activity product given by

 
Q ar i i

i rv , , (25.4)

where ai stands for the activity of the ith chemical species 
in the reaction and vi, r stands for the stoichiometric reac-
tion coefficient of the ith chemical species in the rth reac-
tion, which is positive for products and negative for 
reactants.

The overall Gibbs energy change of a chemical system 
(ΔG) depends on the progress of the various reactions pos-
sible in that system. Focusing on individual reactions is facil-
itated by evaluating their chemical affinities, Ar, defined as

 
A

G
r

P Tr
k, ,

, (25.5)

where ξr represents the progress of the rth reaction of 
interest and ξk stands for the progress of all other reactions 
in the system (Helgeson, 1979). According to equation (25.5), 
as a reaction proceeds and lowers the Gibbs energy of the 
system, its chemical affinity will be positive and reach 
zero at equilibrium. Negative affinity values mean that 
the reverse reaction is favored to proceed. The above rela-
tions can be combined to yield

 
A RT

K
Q

r
r

r
ln . (25.6)

In practice, we evaluate equilibrium constants for 
reactions in the citric acid cycle with equations, data, and 
parameters from Canovas and Shock (2016), together 
with a new set of parameters developed in this study for 
the DEW model. Activity products are calculated from 
compositional constraints from natural or laboratory 
systems. In the present study, we used this approach to 
evaulate thermodynamic drives (a.k.a. chemical affin-
ities) for individual steps in the citric acid cycle, as well as 
the overall cycle over ranges of temperature and pressure 
that prevail in subsurface environments.

25.3. EVALUATING CHEMICAL AFFINITIES 
FOR THE CITRIC ACID CYCLE WITHIN 

MICROBIAL CELLS

Evaluating chemical affinities requires equilibrium 
constants and activity products, as demonstrated in the 
preceding discussion. The revised‐HKF equations of state 
together with data and parameters provided by Canovas 
and Shock (2016) make it possible to estimate standard 
state thermodynamic data, including equilibrium 
constants, for species involved in the citric acid cycle as 
illustrated in Figure 25.2. The stepwise reactions indicated 
in Figure 25.2 are listed in Box 25.1, together with defini-
tions of abbreviations. Standard Gibbs energies of these 
reactions are illustrated at elevated temperatures and up 
to 5 kb by Canovas and Shock (2016). It should be kept in 
mind that microbial metabolisms sometimes involve 
reactions as shown in Figure  25.2, and sometimes the 
reverse of these reactions. The traditional forward 
direction of the citric acid cycle reflects human metabo-
lism. Also, we have adopted the convention common to 
biochemistry in which metabolic reactions are written as 
if  involving only the fully dissociated ionic forms of acids 
and other compounds, which rarely reflects the actual spe-
ciation of these compounds at natural conditions whether 
inside or outside cells (Canovas & Shock, 2016).

In addition to equilibrium constants, activity products 
are also needed to evaluate chemical affinities, and to do 
so requires constraints on the abundances of all of the 
chemical species shown in Figure 25.2 and linked through 
the reactions listed in Box 25.1. Data for most of these 
compounds are scarce from natural environments, but 
many of their concentrations are constrained within 
microbial cells. However, these constraints are chiefly 
from Escherichia coli and not from any of the thermo-
philes or barophiles that thrive in the deep biosphere. 
Nevertheless, assuming that data from microbes provide 
better constraints than setting values to arbitrary ranges, 
we have adopted the data listed in Table  25.1 for the 
purpose of estimating a set of chemical affinities for the 
citric acid cycle within cells throughout the deep bio-
sphere. Note that we list these values as apparent activ-
ities, as a reminder that we have yet to conduct a 
comprehensive speciation of these and other solutes 
within microbial cells. When that becomes possible, and 
when a greater variety of solute concentrations are 
obtained on a wider variety of organisms through 
advances in metabolomics, improvements in the calcu-
lated affinities of metabolic processes can be anticipated.

A few notes about the data in Table 25.1 are warranted. 
As indicated, most of these values come from studies of 
Escherichia coli, which is one of the most thoroughly 
studied bacteria and from which much has been learned 
about microbial metabolism and biochemical pathways. 
Nevertheless, we expect that additional investigations 

* The aqueous solution standard state adopted in this study 
is a hypothetical one molal solution referenced to infinite dilu-
tion at any temperature and pressure. The standard state for 
gases is the pure gas at any temperature and 1 bar, that for 
liquid H2O is the pure liquid at any temperature and pressure, 
and that for minerals is the pure crystalline solid at any temper-
ature and pressure.
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would yield variations in the values selected. In the case 
of HPO4

2−, more than one concentration is reported in 
the literature, so we allowed its activity to vary between 
the minimum and maximum values reported in Table 25.1. 
In contrast, we were unable to find measurements on two 
solutes that appear repeatedly in the citric acid cycle, 
H2(aq) and CO2(aq). One reason is that neutral solutes 
diffuse more easily across cellular membranes than do 
ions, which are typically pumped through special ion 
channels. We have taken advantage of these properties of 
neutral solutes to assert that their activities within cells 
are set by their activities in the external environment. In 
the case of H2(aq), we chose a lower value set by the 
concentration in bottom seawater (McCollom, 2007; 
Shock & Canovas, 2010), and a higher value set by the 
concentration in hydrothermal fluid venting at the 
Rainbow hydrothermal field on the mid‐Atlantic ridge 
(Charlou et al., 2002; Shock & Canovas, 2010). The lower 
value for CO2(aq) is again taken from bottom seawater 

(McCollom, 2007; Shock & Canovas, 2010), while the 
higher value was measured during active fermentation 
(Merlin et al., 2003) and therefore has somewhat more to 
do directly with microbial metabolism.

As an example of how affinities are calculated, consider 
the reaction for step 3 in the citric acid cycle, given by

 

isocitrate NAD -ketoglutarate
NAD CO aq

ox
2

red

3

2
2 .  (25.7)

The version of equation (25.4) for the activity product 
of reaction (7), Q7, corresponds to

 
Q

a a NAD aCO aq

aisocitrate

red
7

2 2
2

3

-ketoglutarate

a NADox

, (25.8)

which can be evaluated with data in Table 25.1 to yield 
Q7  =  10−4.45 using the minimum activity for CO2(aq). 
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308 CARBON IN EARTH’S INTERIOR

Combining this value for Q7 in equation (25.6) with values 
of the equilibrium constant for reaction (7), K7, calcu-
lated with data and parameters from Canovas and Shock 
(2016) yields the affinities for reaction (7) shown in 
Figure 25.3 for step 3 of the citric acid cycle.

The contoured plots of affinity in Figure  25.3 show 
minimum values as calculated using values of H2(aq), 
CO2(aq), and HPO4

2− from Table 25.1, which affect the 
affinities calculated for steps 0, 3, 4, 5, and the overall 
cycle. Maximum affinities for these steps using alternate 
data from Table 25.1 are shown in Figure 25.4. Note that 
the pressure‐temperature diagrams in these figures have 
inverted pressure axes to allow interpretations of changes 
with depth downward on the plots. The plots cover tem-
peratures from 0 °C to 200 °C, and pressures up to 2 kb. 
The contours are labeled in kcal mol−1 for the reactions as 
written in Box 25.1. In the case of the overall reactions, 
these are the calculated affinities for one complete turn of 
the forward cycle. One striking feature of the majority of 
the plots shown in Figures 25.3 and 25.4 is that the affin-
ities of most of the reactions in the citric acid cycle depend 
little on changes in pressure over the pressure range that 
encompasses all of the known natural occurrences of 
microbial life, as indicated in Figure 25.1a. Perhaps a use-
ful assumption for most steps of the citric acid cycle in the 

known subsurface biosphere is that affinities shift mean-
ingfully with temperature but very little with pressure.

Examination of Figure  25.3 reveals that minimum 
affinities for step 0, in which pyruvate from outside the 
cycle and oxaloacetate from inside the cycle are combined 
with H2O to form citrate and CO2(aq) coupled with 
reduction of NAD (nicotinamide adenine dinucleotide), 
are positive and decrease with increasing temperature at 
all pressures considered. Positive values of affinity mean 
that energy would be released as the reaction proceeds as 
written. Small positive values of affinity are associated 
with the dehydration of citrate to form cis‐aconitate in 
step 1, and they become slightly more positive as temper-
ature increases at all pressures. In contrast, the hydration 
of cis‐aconitate to form isocitrate in step 2 is accompa-
nied by small negative affinities that become increasingly 
negative with increasing temperatures. The results 
obtained here indicate that this step requires the input of 
energy throughout the biosphere. Minimum values of 
affinity for step 3 shown in Figure  25.3, and given by 
reaction (7) above, are positive and approximately twice 
the magnitude of the minimum affinities for step 1. 
Apparently, the oxidative decarboxylation of isocitrate to 
yield α‐ketoglutarate and CO2(aq), which is coupled to 
the reduction of NAD, can be an energy‐yielding process 

Box 25.1 Individual reactions representing forward steps in the citric acid cycle, balanced by mass and charge, as illus-
trated in Figure 25.2 using the biochemical convention of fully dissociated anions.

1. citrate3− → cis‐aconitate3− + H2O
2. cis‐aconitate3− + H2O → isocitrate3−

3. isocitrate3− + NAD−
ox → α‐ketoglutarate2− + NAD2−

red + CO2(aq)
4. α‐ketoglutarate2− + NAD−

ox + ADP3− + HPO4
2− → succinate2− + NAD2−

red + CO2(aq) + ATP4−

 4A. α‐ketoglutarate2− + CoA + NAD−
ox → succinyl‐CoA− + NAD2−

red + CO2(aq)
 4B. succinyl‐CoA− + ADP3− + HPO4

2− → CoA + ATP4− + succinate2−

5. succinate2− → fumarate2− + H2(aq)
 5A. succinate2− + FAD → fumarate2− + FADH2

6. fumarate2− + H2O → malate2−

7. malate2− + NAD−
ox → oxaloacetate2− + NAD2−

red + H+

0. pyruvate− + NAD−
ox + oxaloacetate2− + H2O → citrate3− + NAD2−

red + CO2(aq) + H+

 0A. pyruvate− + NAD−
ox + CoA → acetyl‐CoA + NAD2−

red + CO2(aq)
 0B. acetyl‐CoA + oxaloacetate2− + H2O → citrate3− + CoA + H+

Overall forward citric acid cycle resulting in pyruvate oxidation, NAD and FAD reduction, and ATP generation:
pyruvate− + 4NAD−

ox + ADP3− + HPO4
2− + 2H2O + FAD → 3CO2(aq) + 4NAD2−

red + 2H+ + ATP4− + FADH2

Substituting reaction (5) for 5A as a proxy for the reduction of FAD, as in Figure 25.4:
pyruvate− + 4NAD−

ox + ADP3− + HPO4
2− + 2H2O → 3CO2(aq) + 4NAD2−

red + 2H+ + ATP4− + H2(aq)

acetyl‐CoA = acetyl‐coenzyme A
ATP = adenosine triphosphate
ADP = adenosine diphosphate
CoA = coenzyme A
FAD = oxidized flavin adenine dinucleotide
FADH2 = reduced flavin adenine dinucleotide
NAD−

ox = oxidized nicotinamide adenine dinucleotide
NAD2−

red = reduced nicotinamide adenine dinucleotide
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throughout the known biosphere. Minimum affinity con-
tours for step 4 are shaped differently than contours for 
all other steps in the citric acid cycle, revealing a broad 
shallow trough of small positive values in pressure 
and  temperature associated with the conversion of α‐
ketoglutarate to succinate and CO2(aq) coupled to pro-
duction of adenosine triphosphate (ATP) from adenosine 
diphosphate (ADP) and reduction of NAD. The positive 
values of affinity for steps 3 and 4 are consistent with the 
notion that the CO2(aq)‐producing steps of the forward 
citric acid cycle are associated with energy release cou-
pled to biosynthesis. In contrast, step 5, in which succinate 
is oxidized to form the double bond in fumarate, is ener-
getically costly, as revealed by the negative values of 
affinity at all temperatures and pressures shown in 
Figure 25.3. However, these results show that the ener-
getic cost of this step decreases with increasing tempera-
ture. The hydration of fumarate to malate in step 6 
requires energy as indicated by the negative affinity values 
at all temperatures and pressures, but the magnitudes are 
much lower than those associated with step 5. Note that 
the energy cost of step 6 is predicted to increase slightly 
with increasing temperature at all pressures. The only 
step in the citric acid cycle that exhibits a change in the 
sign of its affinity is step 7, in which malate oxidation 
to  oxaloacetate is coupled to NAD reduction. Step 7 
requires the input of energy at low temperatures, is 
accompanied by a release of energy at high temperatures, 
and is predicted to be the least pressure‐dependent of all 
of the affinities shown in Figure 25.3.

Finally, the plot in the lower right‐hand corner of 
Figure 25.3 shows minimum affinities for the overall for-
ward citric acid cycle in which pyruvate is oxidized to 
CO2(aq) and coupled to the reduction of NAD and pro-
duction of ATP. The minimum affinity values shown for 
the other steps combine to yield contours that are closely 
spaced at high temperature and approach an increasingly 
flat plateau as temperatures decrease, suggesting that 
energy from the overall citric acid cycle at low tempera-
tures is nearly independent of pressure. They also yield 
the surprising result that the affinity for the overall for-
ward cycle can be negative at low temperatures and 
positive at high temperatures while having only a slight 
pressure dependence. This implies that the citric acid 
cycle run in reverse would release energy at temperatures 
below 100 °C at all pressures when using minimum affinity 
values. Portions of the reverse citric acid cycle are often 
recognized as aspects of microbial metabolism, and 
results shown in Figure  25.3 are consistent with the 
release of energy during CO2 fixation into larger organic 
compounds via the citric acid cycle under these condi-
tions. This combination of CO2 fixation into organic 
forms with the release of energy is an example of how 
biochemical cycles may have emerged from geochemical 
precursors (Shock & Boyd, 2015).

Table 25.1 Chemical species in and associated with the citric 
acid cycle and their apparent activities within microbial cells 
used in the present study (see text).

Chemical Species Apparent Activity

citrate−3 2 * 10−3a

cis‐aconitate−3 1.6 * 10−5a

isocitrate−3 2 * 10−3b

α‐ketoglutarate−2 4.4 * 10−4a

succinate−2 5.7 * 10−4a

fumarate−2 1.2 * 10−4a

malate−2 1.7 * 10−3a

oxaloacetate−2 3 * 10−5c

pyruvate− 9 * 10−4d

NAD−
ox 2.6 * 10−3a

NAD−2
red 8.3 * 10−3a

ADP−3 5.6 * 10−4a

ATP−4 9.6 * 10−3a

FAD 1.7 * 10−4a

FADH2 3.8 * 10−5e

H2(aq) 1.6 * 10−2 (4 * 10−10)f

CO2(aq) 2 * 10−2 (4.93 * 10−5)g

HPO4
−2 5 * 10−3 (2 * 10−2)h

H+ 1 * 10−7i

H2O 1j

a Bennett et al. (2009)
b Set equal to that of citrate because no in situ measurement is 
available
c Peng et al. (2004)
d Sundararaj et al. (2004) and Phillips et al. (2008)
e Ishii et al. (2007)
f There are no measurements, but easily diffuses across 
membranes, and intracellular concentration and apparent 
activity are assumed to mimic that of the extracellular 
environment (see text). Value without parentheses corre-
sponds to the dissolved hydrogen concentration from vent 
fluid at the Rainbow hydrothermal field from Charlou et al. 
(2002), while the value in parentheses corresponds to that of 
bottom seawater from McCollom (2007).
g Value without parentheses was measured by Merlin et al. 
(2003) during active fermentation and is used as the value 
that provides the lowest calculated apparent affinity, while 
that in parentheses corresponds to the concentration of 
CO2(aq) of bottom seawater and therefore aligns with 
statement by Lu et al. (2009) that the internal CO2(aq) 
concentration of cells is essentially that of the external 
environment.
h The value outside of the parentheses corresponds to the 
concentration from Sundararaj et al. (2004) and Phillips et al. 
(2008) and provides the lowest calculated apparent affinity, 
while that in parentheses is the value assumed by Bennett 
et al. (2009).
i Set to neutrality at 25 °C and 1 bar to simplify the calcula-
tions, though it should be noted that neutrality depends on 
temperature and pressure.
j Set to unity to simplify the calculations, though it should be 
noted that the actual activity of water could deviate from this 
value depending on salinity.



310 CARBON IN EARTH’S INTERIOR

The notion that the overall forward citric acid cycle 
would cost energy to run is at odds with its role in human 
metabolism, but it must be kept in mind that the minimum 
affinity values from Escherichia coli and geochemical con-
straints used to generate the plot in Figure  25.3 are 
unlikely to correspond to conditions within human cells. 
In fact, the notion of the overall forward cycle costing 
energy at environmental conditions may be challenged by 
the maximum affinity values shown in Figure  25.4. As 
mentioned above, steps 0, 3, 4, and 5 all involve either 
CO2(aq) or H2(aq) that can diffuse freely across microbial 
membranes and impose external environmental condi-
tions inside cells. The plots for these steps in Figure 25.4 
reflect the maximum affinities enabled by the ranges of 
values shown in Table 25.1. The consequences of external 

control of CO2(aq) and H2(aq) are that affinities for steps 
0, 3, and 5 can be about 10 kcal mol−1 more positive at the 
maximum values shown in Figure 25.4. In the case of step 
5, which is energetically costly regardless of composi-
tional constraints, maximum affinities are considerably 
less costly than the minimum values shown in Figure 25.3. 
Note also that the differently shaped contours for step 4 
exhibit considerably more positive, energy‐releasing values 
in Figure 25.4 than in Figure 25.3, and that the trough has 
shifted to lower temperatures. The combined effects of all 
of these differences cause the maximum affinities for the 
overall forward cycle to be large and positive at all temper-
atures and pressures, as shown in Figure  25.4. If these 
conditions for H2(aq) and CO2(aq) are attained in subsur-
face environments, then the reverse citric acid cycle would 
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not be a source of energy as it evidently is when minimum 
affinity values are considered. The consequences of the 
differences between results in Figures 25.3 and 25.4 under-
score the need for development of clever methods to 
determine solute abundances within microbial cells in lab-
oratory experiments and in natural ecosystems.

25.4. THE CITRIC ACID CYCLE IN A  
SUBDUCTION ZONE DEEP BIOSPHERE

Does the deep biosphere extend only to the depths we 
have explored? We doubt it. Laboratory experiments sum-
marized in Figure  25.1c indicate that microbes survive 
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Figure 25.4 Contours of maximum affinity values (in kcal mol−1) as functions of temperature and pressure calculated 
as in Figure 25.3 for steps in the citric acid cycle affected by variations in H2(aq), CO2(aq), and HPO4

2− from Table 25.1. 
See electronic version for color representation of the figures in this book.
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pressures of tens of kilobars. Coupled with the success of 
life at temperatures >100 °C, these data suggest a deep bio-
sphere that is far more extensive than revealed by observa-
tions of natural systems. Specifically, high pressures and low 
temperatures found in some subduction zones overlap the 
conditions of extreme laboratory growth experiments. 
Based on evidence from these experiments, depths up to 50 
km at many continental margins where subduction zones 
inject cold, altered oceanic crust into the mantle could pro-
vide stable and habitable zones where microorganisms could 
thrive. Habitable depths might be even deeper at fast sub-
duction zones that are also characterized by old, cold slabs 
with high slab dip angles, such as those occurring at Tonga.

Geophysical models of the relations between depth, 
pressure, and temperature in the Tonga subduction zone 
(Syracuse et al., 2010) are shown in Figure 25.5. The warmer 
slab surface intersects the 121 °C isotherm at about 50 km 
depth, corresponding to a pressure of about 15 kb in all 
models. The cooler Moho, which is deeper in the insulated 
interior of the slab, would intersect the 121 °C isotherm at 
a little more than 100 km depth and a pressure of about 35 
kb. These observations lead to the conclusion that the high-
est temperatures and pressures of laboratory microbial 
experiments are attained within the upper 100 km, or so, of 
the Tonga subduction zone. In this study, we conducted cal-
culations up to 200  °C to include additional conditions 
where life may thrive in excess of the currently established 
upper temperature. Note that the slab surface intersects the 

200 °C isotherm at about 20 kb in Figure 25.5. The models 
for conditions at the Moho diverge as temperatures increase 
and intersect the 200 °C isotherm at pressures from ~44 kb to 
~52 kb. These conditions are within the pressure‐tempera-
ture limits of the DEW geochemical model (Sverjensky, 
Harrison, et al., 2014), which allows us to calculate stan-
dard state thermodynamic data throughout this deepest of 
potential subsurface biospheres.

The DEW model accounts for experimentally deter-
mined properties of water and aqueous solutions to 60 kb 
(6.0 GPa) and has enabled new perspectives on the 
progress of water‐rock‐organic reactions in subduction 
zone fluids and the upper mantle (Facq et al., 2014; Guild 
& Shock, 2019; Huang et al., 2017; Sverjensky, Stagno, 
et  al., 2014; Tao et  al., 2018). The development of the 
DEW model is accompanied by changes in how some of 
the revised‐HKF equation of state parameters are esti-
mated. Specifically, extrapolations to high pressures 
required revision of the way that standard partial molal 
volumes of aqueous species are calculated with the 
revised‐HKF parameters. Correlation methods provided 
by Sverjensky, Harrison, et al. (2014) allow estimates of 
these parameters in the absence of experimental data, 
which is the case for everything involved in the citric acid 
cycle other than H+ and CO2(aq). These methods were 
used together with existing standard state data from 
Canovas and Shock (2016) to obtain the revised‐HKF 
equation of state parameters in Table  25.2 that can be 
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Figure 25.5 Depths, pressures, and temperatures for the slab surface (solid curves) and Moho (~7 km below the 
slab surface, dashed curves) in the Tonga subduction zone using geothermal gradient modeling data from the 
D80, T550, W1300, and X25 models of Syracuse et al. (2010). Dashed vertical lines indicate the highest known 
temperature for life (121 °C), as well as the highest temperature used in citric acid cycle affinity calculations 
(200 °C). Note that all models of the subduction zone produce depths and pressures that are essentially the same 
at 121 °C, and that model differences at slightly higher temperatures affect the pressure/depth relations at 200 °C. 
See electronic version for color representation of the figures in this book.



Table 25.2 Summary of standard partial molal thermodynamic data at 25 °C and 1 bar for aqueous species in the citric acid cycle (Canovas & Shock, 2016) 
and related biomolecules that take part in reactions in the citric acid cycle (LaRowe & Helgeson, 2006a, 2006b) that are not included in the Deep Earth Water (DEW) 
database, along with equation of state parameters required to calculate the corresponding properties at high temperatures and pressures between 10 and 60 kb. 
Unless otherwise indicated, revised‐HKF equation of state parameters were estimated using the software from DEW model version 11.0.1 (Sverjensky, Harrison,  
et al., 2014).

Species o
fG a o

fH a S o b Cp
o b V o c a1 × 101d a2 × 10−2d a3

e a4 × 10−4f c1
b c2 × 10−4f ωe×10−5a

Citric acid −297180. −364527. 78.89 73.47 112.98 23.4335 18.0278 −10.2781 −3.5243 48.6718 11.9312 −0.06g

H2‐citrate− −292912. −363530. 67.92 47.04 102.48 22.1425 16.7987 −9.2475 −3.4735 47.5542 6.5474 1.50g

H‐citrate2− −286417. −362947. 48.09 7.71 91.08 20.3986 15.1383 −7.8553 −3.4048 33.5330 −1.4641 2.48g

Citrate3− −277690. −363750. 16.13 −43.16 74.08 17.2265 12.1182 −5.3229 −3.2800 6.2075 −11.8263 2.75g

Cis‐aconitic acid −236200. −291400. 63.9 64.0 108.7 22.5524 17.1890 −9.5747 −3.4896 42.1636 10.0022 −0.1640h

H2‐cis‐aconitate− −233600. −290480. 58.2 37.6 98.2 20.9505 15.6638 −8.2958 −3.4265 35.0910 4.6245 0.7477h

H‐cis‐aconitate2− −227700. −289900. 40.4 −1.7 86.8 19.6254 14.4022 −7.2380 −3.3744 29.1329 −3.3809 2.6010h

Cis‐aconitate3− −218970. −290700.  8.4 −52.6 69.8 17.3231 12.2102 −5.4000 −3.2838 18.4954 −13.7492 4.6843h

Isocitric acid −295880. −363960. 76.4 74.5 114.3 23.6793 18.2619 −10.4743 −3.5339 49.0727 12.1411 −0.0820h

H2‐isocitrate− −291390. −362960. 64.7 48.1 103.8 21.9908 16.6543 −9.1264 −3.4675 40.3381 6.7634 0.6493h

H‐isocitrate2− −284960. −362380. 45.1 8.8 92.4 20.6788 15.4052 −8.0790 −3.4158 34.6306 −1.2420 2.5298h

Isocitrate3− −276230. −363180. 13.1 −42.1 75.4 18.3766 13.2132 −6.2410 −3.3252 23.9941 −11.6104 4.6132h

α‐ketoglutaric acid −201800. −245700. 76.1 39.9 95.7 20.0660 14.8217 −7.5897 −3.3917 28.7766 5.0930 −0.0840h

H‐α‐ketoglutarate− −198800. −242300. 77.1 2.9 88.9 19.0070 13.8134 −6.7443 −3.3500 12.1179 −2.4439 0.4615h

α‐ketoglutarate2− −191800. −240400. 60.1 −49.9 82.7 18.6860 13.5078 −6.4881 −3.3374 −1.8644 −13.1992 2.3026h

Succinic acid −177800. −218000. 62.3 53.3 82.44 17.4474 12.3285 −5.4993 −3.2887 35.7970 7.8226 −0.1744h

H‐succinate− −172060. −217350. 45.2 9.3 69.99 15.5663 10.5375 −3.9975 −3.2146 20.3194 −1.1402 0.9446h

Succinate2− −164380. −217350. 19.5 −50.5 56.32 13.8575 8.9105 −2.6333 −3.1474 3.4443 −13.3215 2.9170h

Fumaric acid −154820. −186260. 60.62 47.00 77.9 16.5601 11.4838 −4.7909 −3.2537 31.9979 6.5393 −0.1860h

H‐fumarate− −150600. −186150. 46.83 10.0 65.4 14.6630 9.6775 −3.2764 −3.1791 20.5021 −0.9976 0.9199h

Fumarate2− −144320. −186830. 23.48 −42.8 51.7 12.9315 8.0290 −1.8941 −3.1109 7.4061 −11.7530 2.8572h

Malic acid −213530. −259310. 68.21 56.43 82.22 17.4231 12.3054 −5.4799 −3.2877 37.9851 8.4602 −0.1360h

H‐malate− −208810. −258610. 54.75 19.4 75.40 16.5476 11.4718 −4.7809 −3.2532 24.9065 0.9172 0.8000h

Malate2− −201860. −258890. 30.48 −33.4 69.19 16.2774 11.2146 −4.5662 −3.2426 11.9385 −9.8382 2.7512h

Oxaloacetic acid −200000. −235100. 72.9 29.1 79.1 16.8320 11.7426 −5.0080 −3.2644 22.2537 2.8931 −0.1050h

H‐oxaloacetate− −196600. −231300. 74.0 −7.9 72.3 15.8056 10.7654 −4.1886 −3.2240 6.2205 −4.6438 0.5084h

Oxaloacetate2− −190600. −230300. 57.2 −60.7 66.1 15.4832 10.4584 −3.9312 −3.2114 −7.7894 −15.3992 2.3465h

(Continued)
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Table 25.2 (Continued)

Species o
fG a o

fH a S o b Cp
o b V o c a1 × 101d a2 × 10−2d a3

e a4 × 10−4f c1
b c2 × 10−4f ωe×10−5a

Pyruvic acid −117000. −140300. 62.1 36.3  64.6 13.9819  9.0291  −2.7327 −3.1523  25.8192  4.3597 −0.1760h

Pyruvate− −113600. −137400. 60.4 −3.7  51.5 11.8649  7.0134  −1.0426 −3.0689  10.5798 −3.7883  0.7144h

NAD2−
red −524441. −783126. 137.2 177.2 335.8 70.7652 63.0924 −48.0643 −5.3872 187.4039 33.0608  8.4i

NAD−
ox −529811. −776066. 147.6 169.7 335.9 70.7846 63.1109 −48.0798 −5.3880 183.0056 31.5321  8.4i

ADP3− −452649. −624106. 52.17 41.5 191.7 40.6730 34.4416 −24.0408  4.2028 67.3629  5.4271  4.0i

ATP4− −657038. −859264. 47.96 21.3 196.8 42.1334 35.8320 −25.2067 −4.2603 64.7373  1.3124  5.0i

a cal mol−1,
b cal mol−1 K−1,
c cm3 mol−1,
d cal mol−1 bar−1,
e cal K mol−1 bar−1,
f cal K mol−1,
g LaRowe and Helgeson (2006a),
h Canovas and Shock (2016),
i LaRowe and Helgeson (2006b).
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used with the DEW model, which already includes H+, 
H2(aq), CO2(aq), and HPO4

2−. It should be noted that 
these parameters can be used reliably at pressures bet-
ween 10 kb and 60 kb, but not below 10 kb.

Equilibrium constants for the reactions in Box 25.1 were 
calculated with the DEW model for temperatures up to 
200 °C and pressures from 10 to 60 kb. At the lower temper-
atures and higher pressures considered, a polymorph of ice 
is stable rather than liquid water, so equilibrium constants 
for reactions involving aqueous solutes were not calculated 
at these conditions. Values of activity products were calcu-
lated as described above using data from Table  25.1 and 
combined with the DEW‐based equilibrium constants to 
evaluate affinities throughout low‐temperature conditions 
of subduction zone fluids in the Tonga model shown in 
Figure  25.5. The results are shown in Figure  25.6 for 
minimum affinity values and in Figure 25.7 for maximum 
affinity values, using the same constraints as in the 
construction of Figures 25.3 and 25.4.

The plots in Figure 25.6 show minimum affinity con-
tours on P‐T plots that extend from 10 to 60 kb and from 
0 °C to 200 °C. These plots also show depths on the right‐
hand ordinate. The contours are truncated where they hit 
the edge of the ice stability field. Also shown in each plot 
are traces of the slab surface (solid curve) and the Moho 
(dashed curve) from the Tonga subduction models 
adopted from Figure 25.5. A striking feature of the plots 
in Figure 25.6 is that the affinity contours have consider-
ably lower slopes than the corresponding low‐pressure 
plots shown in Figure 25.3. In fact, rather than being able 
to conclude that the minimum affinities for the citric acid 
cycle and most of its individual steps change with tem-
perature but are nearly independent of pressure, which is 
the case of the low‐pressure predictions, at the higher 
pressures of Figure  25.6, affinities depend strongly on 
both pressure and temperature. In several cases, the tra-
jectory of the slab surface in pressure and temperature is 
roughly parallel with the affinity contours of individual 
steps, suggesting that slab surface conditions are energet-
ically similar for these reactions regardless of depth. In 
contrast, the trajectory of the Moho cuts across the 
affinity contours. The implication is that the energetic 
consequences for the citric acid cycle at the Moho are 
considerably more variable than at the slab surface.

Minimum affinities for step 0 in Figure 25.6 are positive 
and increase with increasing pressure, indicating that this 
reaction yielding citrate and CO2(aq) from pyruvate and 
oxaloacetate is predicted to release energy throughout 
shallow conditions in steeply dipping subduction zones. 
Affinities for step 0 at the conditions of the slab surface 
vary from 17 kcal mol−1 at the initiation of subduction to 
12 kcal mol−1 at 200  °C and depth >60 km, which is 
equivalent to the affinity at 25 °C and ~1 kb for step 0 in 
Figure 25.3. In contrast to the subparallel trajectory of 

the slab surface, the trajectory for the Moho crosses sev-
eral affinity contours and is consistent with greater energy 
releases with increasing depth, maximizing at about 29 
kcal mol−1 at 200  °C and nearly 160 km. Although the 
slopes of the affinity contours for step 1 are similar to 
those for step 0, the magnitudes of the affinities are 
opposite in sign and become more negative with increasing 
depth and pressure. This means that the dehydration of 
citrate to form cis‐aconitate is not favored at these condi-
tions and would require the input of energy. The energy 
requirements at slab surface conditions are considerably 
milder than along the trace of the Moho. These results 
contrast with affinities for step 1 at low pressures shown 
in Figure 25.3, which are small and positive at all pres-
sures and temperatures considered.

The slab‐surface trajectory is also subparallel to the 
minimum affinity contours for steps 2, 3, and 5 as shown 
in Figure 25.6. Those for step 2 hover around zero, those 
for step 3 are slightly negative, and those for step 5 are 
strongly negative, which means that the hydration of cis‐
aconitate to isocitrate is predicted to effectively break 
even, the oxidation of isocitrate to α‐ketoglutarate and 
CO2(aq) requires a small input of energy, and the oxidation 
of succinate to fumarate is cost intensive. Comparison 
with analogous plots in Figure 25.3 shows that differences 
in the magnitudes of affinities between the low‐pressure 
and high‐pressure calculations are least for step 2 and con-
siderably more dramatic for steps 3 and 5. The effects of 
pressure are particularly noteworthy for step 3, as strongly 
negative affinities can be encountered at subduction zones 
of Figure 25.6 that are not seen at the lower pressures in 
Figure 25.3. It should be kept in mind that negative affin-
ities for forward reactions also mean that the reverse 
reactions would release energy. It is particularly notable 
that the reduction of fumarate to succinate, the reverse 
version of step 5, would release considerable energy at 
slab‐surface conditions. The Moho trajectory for step 2 
crosses the affinity contours much like it does for steps 0 
and 1, and like step 0 becomes more energetically favor-
able with depth. In contrast, the Moho trajectories for 
steps 3 and 5, which also cross many affinity contours, 
extend into conditions where these reactions are increas-
ingly costly with increasing depth. Again, this means that 
the reverse reactions would be energy releasing, and both 
are capable of releasing impressive amounts of energy 
along the Moho trajectory.

The minimum affinity contours shown in Figure 25.6 
for steps 4, 6, and 7 are steeper than the trajectories for 
the other steps, and as a consequence, the changes along 
slab‐surface and Moho trajectories appear to be more 
dramatic. However, the spacings between contours for 
steps 4 and 6 are considerably smaller than in the plots 
for steps 0, 1, 3, and 5, and those for step 7 are comparable 
to those for step 2. In the case of  step 4, in which the 
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Figure 25.6 Contours of minimum affinity values (in kcal mol−1) as functions of temperature and pressure for steps 
in the citric acid cycle as given in Box 25.1 and calculated with equation (25.6) using the compositional data listed 
in Table 25.1 and equilibrium constants calculated with the DEW model using data and parameters from Table 25.2. 
Slab‐surface and Moho trajectories for the Tonga subduction zone shown in Figure  25.5 are indicated. See 
electronic version for color representation of the figures in this book.



ENERGETICS OF THE CITRIC ACID CYCLE IN THE DEEP BIOSPHERE 317

oxidation of  α‐ketoglutarate to succinate and CO2(aq) is 
coupled to the production of  ATP from ADP, minimum 
affinities change along the slab surface from slightly 
positive to zero with increasing depth. The Moho trajec-
tory for step 4 crosses into negative affinity values, 
 consistent with energy release if  the reaction were to pro-
ceed in the reverse direction of  how it is written in 
Box  25.1, leading to production of  α‐ketoglutarate. 
Small positive affinity values accompany step 4 at the 
lower pressure plots in Figure 25.3 as well. As in the case 
of  step 4, slab‐surface and Moho trajectories for step 6 
in Figure  25.6 also move to somewhat more negative 
values with depth, which means that hydration of  fuma-
rate to malate becomes increasingly costly, and the 
reverse reaction more energetically favorable over the 
course of  shallow subduction. Note that the magnitudes 
of  the affinities for step 6 at the high‐pressure conditions 
shown in Figure  25.6 are similar to the those at much 
lower pressures shown in Figure 25.3. In contrast to the 

high‐pressure behavior shown by step 6, the Moho and 
slab‐surface trajectories for step 7 move to more positive 
affinities with increasing depth, indicating that the 
oxidation of  malate to oxaloacetate yields increasing 
energy with depth. The steep contours for step 7 indicate 
that changes in temperature tend to have more profound 
effects on the minimum affinities than do changes in 
pressure, which is a conclusion reached for most steps 
in  the citric acid cycle at low pressures illustrated in 
Figure 25.3.

Minimum affinity contours for the overall citric acid 
cycle shown in Figure  25.6 almost all show negative 
values, indicating that the forward citric acid cycle costs 
energy and that the reverse citric acid cycle would be 
capable of releasing energy. The slab‐surface trajectory 
moves to less negative values with increasing depth, but 
the Moho trajectory moves steadily to more negative 
values with increasing depth before becoming essentially 
parallel to the affinity contours at depths greater than 
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140 km. Note that deep Moho trajectories for steps 0, 1, 
2, 3, and 5 also approach constant affinity values at these 
depths, which is why the overall cycle affinities show this 
behavior. All subduction zone affinities for the overall 
cycle in Figure  25.6 are more negative than any of the 
affinity contours for the overall cycle in Figure 25.3. In 
terms of minimum affinities, this means that increasing 
depth increasingly favors the reverse citric acid cycle.

As in the low‐pressure examples discussed above, vari-
ations in activities of H2(aq), CO2(aq), and HPO4

2− from 
Table 25.1 will affect the affinities of steps 0, 3, 4, and 5, 
and therefore the affinities of the overall cycle as well. 
Maximum affinities attainable owing to these activity 
variations are shown for these steps in Figure  25.7 for 
high‐pressure conditions. Note that affinities for step 0 in 
Figure 25.7 are about 6 kcal mol−1 more positive than in 
Figure 25.6. Similarly, those for step 3 are about 4 kcal 
mol−1 more positive, and those for step 5 are about 15 
kcal mol−1 more positive. The curved contours for step 4 
fall in somewhat different positions in Figure 25.7 than 
they do in Figure 25.6, and affinities are generally bet-
ween 3 and 6 kcal mol−1 more positive in Figure 25.7. The 
consequences of these more positive affinities in the 
maximum case are dramatic for the affinities of the 
overall cycle shown in Figure 25.7. Neither the slab‐sur-
face nor the Moho trajectories are predicted to cross into 
negative affinity territory, although the Moho trajectory 
reaches a broad minimum of about 2 kcal mol−1 below 
about 120 km. In contrast, the slab‐surface trajectory is 
predicted to cross into more and more positive affinity 
values with depth. Unlike the minimum affinity values 
shown in Figure  25.6, which are consistent with the 
reverse citric acid cycle releasing energy throughout shal-
low subduction conditions, maximum affinity values lead 
to the prediction that the forward citric acid cycle would 
release energy. These dramatic differences underscore the 
influence of changes in the composition of the external 
geochemical environment on how basic biochemical 
processes can operate, which can be anticipated from the 
principles of geobiochemistry (Shock & Boyd, 2015).

The two pressure‐temperature ranges described above 
do not overlap, owing to constraints of  the revised‐HKF 
and DEW models, and the vertical axes vary enor-
mously in range. Nevertheless, it is possible to envision 
how contours connect from the lower pressure plots in 
Figure  25.3 and 25.4 to the higher pressure plots 
in Figures 25.6 and 25.7. The nearly vertical contours in 
Figures 25.3 and 25.4 must bend at higher pressures to 
become the much flatter contours in Figure  25.6 and 
25.7, reflecting the increasing influence of  changes in 
reaction volumes as pressure increases. It is useful to 
take the scales of  the figures into account. As an 
example, the Ar = –2 kcal mol−1 contour toward the left 
of  the step 2 plot in Figure 25.3 has a slope of  ~0.125 °C 
bar−1, and the same Ar = –2 kcal mol−1 contour in the 

upper right corner of  the Step 2 plot of  Figure 25.6 has 
a slope of  0.007 °C bar−1. In the eight‐kilobar gap bet-
ween the two figures, this contour apparently moves 
from <50 °C at 2 kb to ~ 150 °C at 10 kb, with a change 
in slope of  ~95%.

25.5. GEOCHEMICAL INFLUENCE 
ON THE POTENTIAL ENERGY YIELD OF THE  

CITRIC ACID CYCLE

In an effort to emphasize how geochemical composi-
tional differences affect the energy yield of the citric acid 
cycle and even which direction yields energy, we have 
assembled the four overall citric acid cycle plots from 
Figures 25.3, 25.4, 26.6, and 25.7 in Figure 25.8 and used 
color scales to illustrate the differences in affinities. It 
should be kept in mind that it is the variations in H2(aq), 
CO2(aq), and HPO4

2−, all of which depend on differences 
in geochemical processes, that drive the differences in 
affinity ranges in these figures.

The top two plots in Figure 25.8 show affinities for the 
overall cycle for the minimum case on the left and the 
maximum case on the right, and both use the same color 
coding indicated by the upper right bar. Using the same 
scale allows the observation that the plot for minimum 
affinity conditions is considerably flatter, varying from 
about 10 to about −5 kcal mol−1, than the maximum 
affinity version, in which affinity values range from 
about 10 to about 45 kcal mol−1. Note that the 
equilibrium, Ar = 0, contour appears on the minimum 
affinity plot and not on the maximum affinity plot. It 
follows that all affinities in the maximum case are 
positive and consistent with energy release through the 
citric acid cycle by its operation in the forward direction. 
In the minimum affinity case, most of  the left side of  the 
plot is in negative affinity space, and much of  that nega-
tive affinity space encompasses the known subsurface 
biosphere as illustrated in Figure 25.1d. Therefore, this 
analysis is consistent with the citric acid cycle domi-
nantly operating to release energy in the reverse direction 
at minimum affinity ranges controlled by geochemical 
processes in the subsurface.

A similar story is revealed by comparing the minimum 
and maximum affinity plots for subduction zone pres-
sures and temperatures shown in the lower two plots in 
Figure 25.8, which use the color coding indicated by the 
lower right bar. As shown in the plot in the lower right, 
maximum affinity values are consistent with positive 
affinities for the overall citric acid cycle throughout con-
ditions attained along the slab‐surface and Moho trajec-
tories, although the latter approaches the Ar = 0 contour 
at the greatest depths. Geochemical compositions leading 
to these maximum affinity values would be consistent 
with energy release through the forward citric acid cycle 
in subduction zone habitats. In contrast, the lower left 
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plot indicates that minimum affinity values are consistent 
with negative affinities over most of the pressures and 
temperatures considered, which means that the reverse 
citric acid cycle would be associated with energy release 

in subduction habitats. In general, conditions along the 
slab‐surface trajectory fall at about −10 kcal mol−1, while 
those along the Moho trajectory reach −30 kcal mol−1 at 
the greatest depths.
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Figure 25.7 Contours of maximum affinity values (in kcal mol−1) as functions of temperature and pressure calcu-
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2− from 
Table 25.1. See electronic version for color representation of the figures in this book.



320 CARBON IN EARTH’S INTERIOR

25.6. CONCLUDING REMARKS

Uncertainties in the internal compositions of microbial 
cells inhibit full assessments of affinities for the citric acid 
cycle and its individual steps throughout the deep 
 biosphere. We have tried to limit ambiguity by selecting a 
single set of compositions for most of the compounds in 
the cycle. At the same time, we allowed activities of H2(aq) 
and CO2(aq) to vary in response to plausible ranges of 
geochemical compositions. These uncharged solutes are 
likely to diffuse more easily across cell membranes than 
ions, which means their activities can be imposed on 
microbial cells from external geochemical processes. The 

inescapable influence of external processes on these con-
stituents of the citric acid cycle raises the possibility that 
geochemical processes can determine whether energy is 
released as the citric acid cycle operates in either the for-
ward or reverse directions in the deep biosphere.

We find from this analysis that our proposal that con-
ditions in shallow ranges of subduction zones may be 
conducive to life is tenable. The deep biosphere may 
indeed extend much further into the subsurface than we 
presently have access. There is even the possibility that 
these results could refresh thinking about early life on 
Earth. Genetic evidence from all known life sends a 
strong message that use of chemical energy sources 
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 preceded the use of sunlight to power life on Earth (Shock 
& Boyd, 2015). The inescapable conclusion from this 
existing evidence is that there is no compelling reason to 
think that life emerged at the surface or that early habi-
tats should be equated to those at the surface. Instead, life 
itself  seems to indicate that it had geologic origins that 
were plausibly internal to the planet. The energetic anal-
ysis performed in this study shows that one of the central 
biochemical cycles that is deeply engrained in biological 
energy transfer may be intimately tied to geochemical 
compositions that can vary enormously with depth.

We anticipate that calculations of this kind can be 
improved upon. Here are some ways:

 • The main source of constraints for the abundances of 
compounds involved in the citric acid cycle is studies of 
Escherichia coli, which is hardly a denizen of the deep 
biosphere. Perhaps the ongoing metabolomic revolution 
will provide economical ways to inventory internal cel-
lular compositions of a wider variety of microbes, 
including deep residents. The results could be used in a 
far more comprehensive analysis of how compositions 
affect affinities and therefore the directions that the citric 
acid cycle can be run for an energetic profit in subsurface 
habitats, and the magnitudes of those energy releases. 
Additional advances in theoretical estimations could 
open other biochemical pathways to investigation.

 • Subsurface exploration for life can expand through 
scientific drilling, especially if  those drilling efforts focus 
on extreme conditions in the accessible subsurface that 
may be most similar to those that persist in the far less 
accessible reaches of subduction zones that may indeed 
be habitable. Intensive sampling and analysis of subsur-
face fluids for inorganic and organic solutes, together 
with live capture of subsurface residents, will improve the 
compositional framework adopted here.

 • The standard state properties for the citric acid cycle 
used here come from our critique of the available data 
(Canovas & Shock, 2016), and we refer to the review there 
for extensive and obvious gaps in current knowledge. While 
we are optimistic that our predictions are applicable to 
high pressure and temperature extremes of the biosphere, 
we would also not be surprised to find that crucial refine-
ments are possible. Specifically, measurements of partial 
molar properties of solutes involved in the citric acid cycle 
at high temperatures and pressures would revolutionize the 
accuracy of predictions of the type attempted here.

 • We adopted pressure‐temperature‐depth relations for 
the Tonga subduction zone because it is steep, which 
allows subducted materials to reach high pressures while 
still in the relatively low temperature range compatible 
with known life. Other pressure‐temperature‐depth 
models are likely to lead to other conclusions about how 
chemical energy can be accessed through the citric acid 
cycle in other specific locations.
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Deep Hydrocarbon Cycle: An Experimental Simulation

Vladimir Kutcherov1,2, Kirill Ivanov3, Elena Mukhina4, and Aleksandr Serovaiskii2

ABSTRACT

The concept of  a deep hydrocarbon cycle is proposed based on results of  experimental modeling of  the 
transformation of  hydrocarbons under extreme thermobaric conditions. Hydrocarbons immersed in the 
subducting slab generally maintain stability to a depth of  50 km. With deeper immersion, the integrity of 
the traps is disrupted and the hydrocarbon fluid contacts the surrounding ferrous minerals, forming a 
 mixture of  iron hydride and iron carbide. This iron carbide transported into the asthenosphere by convec-
tive flows can react with hydrogen or water and form an aqueous hydrocarbon fluid that can migrate 
through deep faults into the Earth’s crust and form multilayer oil and gas deposits. Other carbon donors in 
addition to iron carbide from the subducting slab exist in the asthenosphere. These donors can serve as a 
source of  deep hydrocarbons that participate in the deep hydrocarbon cycle, as well as an additional feed 
for the general upward flow of  the water‐hydrocarbon fluid. Geological data on the presence of  hydrocar-
bons in ultrabasites squeezed from a slab indicate that complex hydrocarbon systems may exist in a slab at 
considerable depths. This confirms our experimental results, indicating the stability of  hydrocarbons to a 
depth of  50 km.

26

26.1. INTRODUCTION

Descriptions of the global carbon cycle are generally 
limited to processes occurring in the oceans, the 
atmosphere, and in the surface sedimentary layer of the 
Earth’s crust. Knowledge of the deep carbon cycle is 
fragmentary, despite the fact that the deep layers of the 
Earth may contain up to 90% of all planetary carbon 
(Javoy, 1997). It is assumed that the upward flux of 

carbon is formed mainly from CO2 and CH4 during 
volcanic eruptions and the downward flow is realized in 
subduction zones (Manning, 2014). Subduction processes 
play a key role in the evolution of the continental crust 
and upper mantle (Dasgupta et al., 2013; Stern, 2002).

Despite the significant progress in understanding the 
processes of subduction, the potential role of hydrocar-
bons in subduction zones is not well understood and has 
long been debated (Manning, 2004). Numerous major 
petroleum deposits have been located close to subduction 
zones (Hessler & Sharman, 2018; Mann et  al., 2003). 
Hydrocarbons located in these zones sink with the sub-
ducting slab while being exposed to extremely high tem-
peratures and pressures. Taking into consideration the 
∼44,500 km length of global subduction zones, Kelemen 
and Manning (2015) suggest that the total amount of 
immersed hydrocarbons is likely significant.
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Furthermore, hydrocarbons in the ocean crust sinking 
with the subducting slab could have been generated 
inside the slab at a comparably shallow depth. The 
experimental results presented in Mukhina et al. (2017) 
demonstrated that the formation of  complex hydro-
carbon mixtures can occur at a depth of  70–80 km in 
the subducting slabs. Petrological observation and 
experimental simulation also confirmed that carbon-
ates and water sinking with the subducting slab are 
transformed into graphite and light saturated hydrocar-
bons (Tao et  al., 2018). Estimations of  the carbon 
content of  subduction‐zone fluids show that organic 
carbon species may also be present in the deep Earth 
(Sverjensky et al., 2014).

The abiogenic formation of complex hydrocarbon sys-
tems in the upper and lower mantle and their upward 
migration to the Earth’s crust was investigated in a series 
of studies (Belonoshko et al., 2015; Kenney et al., 2002; 
Kolesnikov et  al., 2009; Kutcherov et  al., 2010; Sokol 
et  al., 2017; Sonin et  al., 2014). Although Kolesnikov 
et al. (2017) conducted a thorough review of theoretical 
and experimental studies on the possible pathways for the 
formation of complex hydrocarbons at pressures and 
temperatures of the upper mantle, the behavior of hydro-
carbons in subducting slabs is still not well understood.

In the subduction zone, at a depth of  50–80 km, the 
temperature at the boundary of  the plates coincides 
with the continental geotherm and reaches 600°–700 °C 
(Karato, 2013). If  pressure increases to 0.5–1 GPa, the 
melting temperature for the majority of  silicates in the 
presence of  water drops to 600°–700 °C (Bezmen et al., 
2005; Shimada, 1969). Water‐saturated carbonates, the 
predominant carbon‐bearing phases commonly present 
in the subducting slab, behave similarly (Cooper et al., 
1975). Concurrently, alumosilicates and water‐satu-
rated carbonates also melt at depths of  50–80 km. Thus, 
we suggest that hydrocarbon traps retain their integrity 
at depths of  50–80 km. With further immersion, the 
integrity of  the traps is disrupted and the hydrocarbon 
fluid begins to contact the surrounding iron‐bearing 
minerals.

26.2. MATERIALS AND METHODS

Two different types of high‐pressure equipment, described 
below, were employed: diamond anvil cells and the Toroid‐
type large reactive volume unit.

26.2.1. Diamond Anvil Cells

Diamond anvil cells with a culet diameter of 250 μm 
were used with steel or rhenium gaskets (250 μm thickness) 

with the 125 μm hole drilled in the center. The hole was 
filled with the liquid hydrocarbon system that also served 
as a pressure medium in the experiments. Cell temperature 
and pressure were measured by the fluorescence of the 
ruby (Cr‐doped Al2O3) and Sm:YAG (Sm‐doped Y3Al5O12) 
chips loaded into the chamber together with the sample 
(Mao et al., 1986; Trots et al., 2013). Two different heating 
methods were applied in the experiments: resistive and 
laser heating.

The resistive heating method was used for the experi-
ments with temperatures up to 450 °C, carried out by a 
Pt heater installed inside the body of  the cell. The tem-
perature was measured by the ruby fluorescence. A Pt/
Pt‐Rh (10%) thermocouple was mounted on the side sur-
face of  the diamond for additional temperature control 
during heating. Prior to heating, the sample was loaded 
into the chamber and the cell was closed and pressurized 
using the screws on the body of  the cell. The temperature 
was increased at a rate of  50°–60 °C per hour, according 
to the thermocouple readings. The temperature and 
pressure inside the cell were monitored two to three 
times per hour by measuring the fluorescence of  ruby 
and Sm:YAG. The pressure was kept constant during the 
heating. After the required temperature was reached, the 
cell was kept at the required thermobaric parameters for 
several hours. Then the heating was stopped and the 
sample was quenched. The sample analysis was carried 
out by means of  the Raman spectrometer LabRam cou-
pled with the He‐Ne laser (514.5 nm wavelength and the 
power 0.001–0.6 W).

In the laser heating experiments, the systems, consist-
ing of a mixture of saturated hydrocarbons C15‐C40 
(99.9%, Merch KGaA, EMD Millipore Chemical 
1.07160.1000) and 57Fe‐enriched wüstite Fe0.94O (in the 
first series) and pyroxene‐like glass (Mg0.91Fe0.09)
(Si0.91Al0.09)O3 (in the second series), were heated by the 
portable laser heating setup, with two optical fibre‐based 
opposite‐mounted 50 and 100 W (900°–1500 °C) power 
lasers (Kupenko et  al., 2012). The temperature of the 
heated surface of the sample was measured by means of 
multiwavelength spectroradiometry of the sample radia-
tion (Dubrovinsky & Saxena, 1999). The temperature 
radiation spectra were collected in the wavelength range 
of visible light and near infrared light (600–900 nm); 
afterwards, the spectra were fitted by means of the Planck 
function. The heating experiment continued for 5 minutes 
with constant movement of the focal point of the laser 
for equal heating of the surface of the sample. The anal-
ysis was carried out by means of conventional Mössbauer 
spectroscopy (with the source 57Co) and Raman spectros-
copy at experimental pressure and ambient temperature 
before and after heating. The isomer shift and the velocity 
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scale were calibrated relative to α‐Fe. The transmission 
Mössbauer spectra were fitted to Lorentzian line‐shapes 
by MossA software (Prescher et al., 2012).

26.2.2. The Toroid‐Type Large Reactive Volume Unit

The Toroid‐type large reactive volume unit enabled the 
investigation of sample transformation at pressures up to 
8 GPa and temperatures up to 1800 K with the time 
exposure of the required conditions from one second up 
to several days. An experimental assemblage included a 
couple of hard‐alloy anvils, also known as anvils‐with‐
hole, one toroid‐type chamber, one cylindrical sample 
container, and two graphitic resistive heaters. The 
hydraulic pressure applied to pistons of the device was 
transferred to the anvils and, finally, to the sample con-
tainer. The Toroid‐type chamber served as a pressure 
medium, transmitting the pressure equally to the surface 
of the sample container. One of the main advantages of 
the Toroid‐type chamber is the possibility of using large‐
volume containers, up to 0.3 cm3, that enable ex situ chro-
matography analysis to be carried out.

The mixture of  water and iron carbide (Fe3C, 
American Elements, CAS# 12011‐67‐5) was loaded 
into a sealed steel container and then placed inside the 
Toroid‐type chamber. Water was loaded in excess 
amount to reach the full transformation of  iron car-
bide. Two resistive heaters (made of  the mixture 
graphite‐Al2O3) were placed above and below the con-
tainer. Then the sample assemblage was placed bet-
ween two hard‐alloy anvils. Pressurizing the carefully 
calibrated internal and external diameters of  the 
cylindrical container produced a sealed zone inside the 
container. Water served as a pressure medium for the 
container, preventing it from being crushed.

When experimental pressure was reached, the 
heating was turned on. All the variables (the hydraulic 
pressure, electrical power, duration of  the exposure, 
and further quenching) were adjusted using the press 
control software. The temperature and pressure in the 
container were measured using calibration curves, 
made for particular containers, chambers, and sam-
ples by phase transitions of  reference compounds (Bi, 
PbSe, PbTe for pressure calibration, Pb, Sn, Ti, Cu 
for temperature calibration). After the sample was 
exposed for a certain time, the heating was switched 
off  and the sample was quenched. Once the tempera-
ture had dropped to ambient, the container was 
depressurized and recovered from the chamber. The 
pressure‐sealed steel container maintained chemical 
product integrity. The products were analyzed by 
means of  gas chromatography.

A “Chromatek 5000” gas chromatograph was used for 
analysis thanks to a specific gas‐extracting device. The 
sealed gas‐extracting cell was used to remove the gaseous 
product from the container by going down a sharp steel 
stock, making a hole in the container and recovering the 
products. Helium as carrier gas was supplied from the 
system of the chromatograph, taking the gaseous prod-
uct to the chromatograph. The chromatograph was 
equipped with a capillary column and two flame ionisa-
tion detectors. This analytical equipment enabled light 
hydrocarbons and inorganic gases to be detected and 
measured. The details of the experimental method are 
described in Mukhina et  al. (2017). Following chroma-
tography analysis, the solid products were recovered from 
the steel container and analyzed by powder X‐ray 
diffraction. A Seifert MZ III powder X‐ray diffractom-
eter, employing CuKα radiation (1.5405981 Å) in the 
Bragg‐Brentano geometry, was used.

26.3. EXPERIMENTAL RESULTS

The results of three series of experimental investigation 
are presented below. Each experiment in each series was 
repeated three times to confirm results.

26.3.1. Behavior of the Hydrocarbon Systems 
at Depths Down to 50 km

In the first series of  the investigation, the model 
hydrocarbon system, similar to natural gas condensate, 
was used (density 20

4  794.7 kg/m3; Table  26.1). The 
experiments were carried out in diamond anvil cells 
with resistive heating at temperatures of  320°–450  °C 
and pressures of  0.7–1.4 GPa with various exposure 
times (Table 26.2). Raman spectroscopy was employed 
for product analysis. The experimental results demon-
strated the thermal stability of  the hydrocarbon system 
at the thermobaric conditions applied. The example of 
the Raman spectra of  the model hydrocarbon system 
(before and after heating at 450 °C and 1.4 GPa) is pre-
sented in Figure 26.1.

The composition of the hydrocarbon system remained 
constant in all three experiments of the current series of the 
investigation. All peaks of the spectra, corresponding to 
hydrocarbons of the model system, kept their relative inten-
sity, shape, and Raman wavelength shift. No new peaks 
appeared in the spectra after heating, signifying the absence 
of new components in the sample. Increasing exposure time 
from 3 to 12 hours did not influence the composition of the 
hydrocarbon system (Experiment 3, Table 26.2).

The results of  the first series of  the experimental inves-
tigation demonstrated that the hydrocarbon system, 
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 similar to natural gas condensate, retained its qualitative 
and quantitative composition in the thermobaric range 
320°–450 °C and 0.7–1.4 GPa, corresponding to a depth 
down to 50 km.

26.3.2. Hydrocarbon System Transformation 
at a Subduction Depth Down to 290 km

In the second series of the experimental investigation, 
the behaviour of the system, consisting of a mixture of 
saturated hydrocarbons C15‐C40 and iron‐bearing min-
erals, was investigated. As iron‐bearing minerals, 57Fe‐
enriched pyroxene‐like glass (Mg0.91Fe0.09)(Si0.91Al0.09)O3 
and wüstite Fe0.94O composition, synthesized by Kantor 

et  al. (2004), were used. The powder of 57Fe‐enriched 
pyroxene‐like glass was synthesised from a pelletized mix-
ture of Fe2O3, Mg(OH)2, SiO2 and Al(OH)3 using a 1 
atmosphere box furnace. Two experiments were carried 
out in diamond anvil cells with the laser heating in this 
series (Table 26.3).

The Mössbauer spectra of  the samples, collected 
before and after heating, show a mixture of  iron hydride 
FeH (Narygina et  al., 2011) and iron carbide Fe7C3 
(Prescher et al., 2015) (with trace amount of  α‐Fe and an 
unidentified iron compound) detected in both experi-
ments as a result of  the chemical interaction between the 
hydrocarbon system and the iron‐bearing minerals 
(Figure  26.2). Raman spectroscopy analysis demon-
strated the formation of  graphite (Tuinstra & Koenig, 
1970), water in the form of ice VII (Walrafen et  al., 
1982), and methane (Kolesnikov et al., 2009; Sterin et al., 
2013) (Figure 26.3). Pure hydrogen was not detected in 
the sample after the heating.

According to the experimental results obtained, the 
chemical reaction may be described as follows:

7 5. GPa:FeO wustite C H FeH Fe C
C H O CH

n 2n 2 7 3

2 4



 (26.1)

 

8 8. GPa:FeSiO in the form of pyroxene
C H FeH Fe C C

3

n 2n 2 7 3 H O CH2 4
 (26.2)

Summarizing our observations, we conclude that heating 
of hydrocarbons with iron oxides or silicates to tempera-
tures above 1000 °C and pressures above 7 GPa results in 

Table 26.1 Characteristics of the model hydrocarbon system.

Compound Content, %

Aromatics 55
Paraffins 40
Naphthenes 5
Asphaltenes 0
Sulphur 0

Table 26.2 Conditions of the experiments with model 
hydrocarbon system.

Exp.
Pressure, 
(±0.2) GPa

Temperature, 
(±20) °C

Corresponding 
depth, km

Exposure 
time, hours

1 0.7 320 20–30  3
2 1.2 420 30–40  3
3 1.4 450 40–50 12
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Figure 26.1 The Raman spectra of the model hydrocarbon system at 1.4 GPa before heating (blue curve) and after 
12 hours of heating at 450 °C (green curve). See electronic version for color representation of the figures in this book.
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formation of a mixture of iron hydride and iron carbide in 
the subducting slab. It is notable that formation of this 
mixture was observed independently of whether iron‐
bearing silicate or oxides were used as starting materials.

The ability of iron carbide to act as a carbon donor in 
the deep abiogenic synthesis of hydrocarbon systems was 
investigated on the third series of experiments.

26.3.3. Chemical Interaction of Iron Carbide and Water 
at the Thermobaric Conditions of the Asthenosphere

In the third series of  the current experimental investi-
gation, the chemical reaction between iron carbide 
(Fe3C) and water was studied in the thermobaric range, 

corresponding to depths of  100–150 km. Two experi-
ments were carried out: the first one at 3.5 GPa and 
750 °C, and the second one at 4.5 GPa and 850 °C. The 
experiments were carried out in the Toroid‐type large 
reactive volume unit. The gas chromatograph 
“Chromatech‐5000” was employed for the reaction prod-
ucts analysis with the further analysis of  solid products 
by powder X‐ray diffraction data. The X‐ray diffraction 
analysis demonstrated full transformation of  iron car-
bide (the distinguishable peaks of  Fe3C were absent on 
the spectra after the heating; Kumari et  al., 2016; 
Williams et al., 2016) with the formation of  wustite FeO 
(Khurshid et al., 2013) (Figure 26.4). The results of  the 
experiments demonstrated the chemical interaction 

Table 26.3 Experimental details.

Exp # System
Final P, 
(±0.2)GPa T, (±100) °C

Mössbauer Spectroscopy 
Results Raman Results

1 Paraffin oil + wüstite Fe0.94O 7.5 1100 FeH + Fe7C3 C + H2O + CH4

2 Paraffin oil + pyroxene‐like glass 
(Mg0.91Fe0.09)(Si0.91Al0.09)O3

8.8 1300 FeH + Fe7C3 + remaining 
pyroxene glass

C + H2O + CH4

–10 –5

unidentified
Fe-component

unidentified
Fe-component

pyroxene
glass

pyroxene
glass

a-Fe

C
ou

nt
s

C
ou

nt
s

Fe7C3

Fe7C3

FeHx

FeHx

FeO

(a) (b)

after after

before before

0

Velocity, mm/s

5 10 –10 –5 0

Velocity, mm/s

5 10

Figure 26.2 The Mössbauer spectra of the samples: (a) At 7.5 GPa before heating: doublet of Fe0.94O with a 
narrow quadrupole splitting; after laser heating: produced FexH (blue sextet), Fe7C3 (two purple doublets), α‐Fe 
(black sextet), and an undefined iron component. (b) At 8.8 GPa before heating: doublet of pyroxene glass; after 
heating: produced FexH (blue sextet), Fe7C3 (purple doublet), remained pyroxene glass and an undefined iron 
component. See electronic version for color representation of the figures in this book.
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Figure 26.3 The Raman spectra of the sample before and after laser heating at 7.5 GPa (a) and 8.8 GPa (b). Number 
on the spectra: 1 = before heating; 2–4 = after heating, from the less heated zone on the border of DAC (2) to the more 
heated zone in the center of DAC (3, 4). See electronic version for color representation of the figures in this book.
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Figure 26.4 XRD pattern of pure iron carbide Fe3C (a), solid products of the chemical reaction between Fe3C and H2O 
at 750 °C and 3.5 GPa (b), solid products of the chemical reaction between Fe3C and H2O at 850 °C and 4.5 GPa (c). 
See electronic version for color representation of the figures in this book.
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 between iron carbide and water under the above‐ 
mentioned thermobaric conditions with the formation of 
complex hydrocarbon mixtures, consisting of light paraf-
fins and naphtenes (Figure 26.5). As can be seen in Figure 
26.5, the formation of heavier hydrocarbons is prevalent 
at lower thermobaric conditions, corresponding to upper 
levels of the mantle. According to the experimental 
results, the chemical reaction proceeded according to the 
following scheme:

 Fe C H O FeO C H C H3 2 n 2n m 2m2  (26.3)

The thermobaric conditions for all the experiments dis-
cussed above are shown in Figure 26.6, which also pres-
ents pressure‐temperature profiles of the coldest and 
hottest subducting slabs and Earth’s geotherm.

26.4. GEOLOGICAL OBSERVATIONS

Our experimental results demonstrate that hydrocarbons 
in the slab maintain their stability to a depth of 50 km. In 
this study, we compared the experimental results with geo-
logical observations from a well‐studied ancient island‐arc 
system, the Urals. Signs of subduction are clearly mani-
fested in the Urals. Signs of subduction are clearly mani-
fested in the Urals. The Main Uralian Fault (MUF) is the 
paleozone of subduction (K. Ivanov, 2001). It extends in 
the sub‐meridional direction for more than 2000 km and 
divides the Urals fold belt into two sectors, the western 
(paleocontinental) and the eastern (paleoisland‐arc). Here, 
the oceanic plate of the Early Paleozoic Ural Paleoocean 
sinks under the Irendyk island arc (Zonenshain et al., 1991). 
Structural and paleomagnetic data indicate that  subduction 
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Figure 26.5 The chromatogram (left) and the fraction composition (right) of the hydrocarbon system, formed from 
the chemical interaction between iron carbide and water at 750 °C and 3.5 GPa (a), and 850 °C and 4.5 GPa (b). 
See electronic version for color representation of the figures in this book.
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(and subsequent collision) in the Urals in the Late Paleozoic 
was oblique and not frontal, accompanied by significant 
movement of the Ural blocks to the north.

Hydrocarbon data in ultrabasic rocks is especially 
pertinent alongside experimental results on the behavior 
of  hydrocarbons in the subducted oceanic crust. In 
the  Urals, there are two main types of  ultrabasites 
(S. Ivanov et al., 1975). The first type is alpinotype (ophi-
olitic), the largest massifs of which are located in the zone 
of the MUF, extending more than 2,000 km. The second 
one is platiniferous: area‐based dunite‐clinopyroxenite‐
gabbroic massifs located in the suprasubduction zone 
(K. Ivanov et al., 2007) on the east of the MUF in the 
Middle and Northern Urals. Different forms of carbon, 
including bituminous (from traces to 100 g/t), gaseous 
CO2, CH4 forms, and diamonds were found in the ultra-
basites of the Urals (Chashchukhin & Votyakov, 2009; 
Koshkina et al., 1974; Shteinberg & Lagutina, 1984).

The diamonds were found in both types of  Ural ultra-
basites. Numerous fine diamonds from the ophiolitic 
massif  Rai‐Iz of  the Polar Urals were studied and 
described (Yang et al., 2015). There is also a description 
of  the diamond in the dunites of  the Kamenushinsky 
massif  of  the Platinum Belt of  the Urals (Kaminsky, 
2007). We believe that the presence of  diamonds in 
ultrabasites indicates their transformation at high pres-
sures at considerable depths in the subduction zone. 

The intermittent high pressure–low temperature belt of 
eclogite‐glaucophane metamorphic rocks (sometimes 
containing small diamonds as well) stretches for almost 
2000 km in the western part of  the MUF. A study of 
eclogite and glaucophane rocks from the above‐men-
tioned belt show that their formation occurred under 
pressure of  15 kbar, which corresponds to a depth of  50 
km (Lennykh et al., 1995).

The bitumen content found in ultrabasites (serpen-
tinized dunites of  different ophiolitic allochthons) is 
from 1 to 63 g/t. Polycyclic aromatic hydrocarbons, 
varying from 5 to 103 g/t, were found in these rocks. 
C14H10, C20H12, C22H12, and C24H12 were also identified 
(Chashchukhin & Votyakov, 2009). The content of  heavy 
alkanes was determined in the ultramafites of  the largest 
alpinotypic massif: Voikar‐Synya (Polar Urals): 1.3 g/
ton (δ13C = −23.4 ‰) in harzburgite, 1.6 g/ton (δ13C = 
−26.5 ‰) in wehrlite, 1 g/t in websterite, and 2.3 g/t (δ13C 
= −26.7 ‰) in pyroxenite. In composition, alkanes in 
pyroxenite vary from C18H38 to C33N68 (with a maximum 
at C22N46). They also include pristane (S19N40) and phy-
tane (C20H42) (Sugisaki & Mimura, 1994). Thus, geolog-
ical data on the presence of  hydrocarbons in ultrabasites 
squeezed from a slab indicates that complex hydrocarbon 
systems may exist in a slab at considerable depths. This 
confirms our experimental results, indicating the sta-
bility of  hydrocarbons to a depth of  50 km.

Another type of geological observation deals with a 
result of a study of the primary fluid inclusion in diamonds 
and garnets, the mantle origin of which is beyond doubt. 
The composition of the primary fluid inclusion was studied 
by mass spectrometry in seven native Arkansas diamonds. 
The result of the investigation has confirmed the presence 
of different kinds of hydrocarbon in all samples (Melton & 
Giardini, 1974). Raman and infrared spectroscopy were 
used to study the composition of the primary fluid in garnet 
from the Udachnaya kimberlite pipe, (Yakutia, Russia). 
Primary fluids extracted from garnets comprise saturated 
hydrocarbons from CH4 to C6H14 (Tomilenko et al., 2009).

The obtained data on fluid inclusions in natural dia-
monds and garnets, together with the results of our experi-
ments, have provided conclusive evidence that a mixture of 
hydrocarbons of similar composition to the main compo-
nents of natural petroleum can form in the Earth’s mantle.

26.5. CONCLUSION

Our experimental results are compatible with the 
presence of a deep Earth hydrocarbon cycle (Figure 26.7), 
which can be described as follows.

1. Hydrocarbons accumulated in the traps in the 
Earth’s crust, together with sedimentary rocks immersed 
in the subducting slab, maintain their stability to a depth 
of 50 km. The presence of hydrocarbons in ultrabasites 
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from the Main Uralian Fault, the paleozone of subduction, 
confirms existence of hydrocarbons in a slab at consider-
able depths. This observation corresponds with our 
experimental results and confirms the stability of hydro-
carbons to a depth of 50 km.

2. At depths of 50–80 km, the integrity of the traps is 
disrupted and hydrocarbon fluid enters into contact with 
surrounding iron‐bearing minerals. Lightly saturated 
hydrocarbons are generated inside the slab from descend-
ing carbonates and water.

3. Further immersion transforms the hydrocarbon 
fluid. At a depth of  80 km, the system consists of  hydro-
carbon phase, graphite, and water. Methane and other 
light hydrocarbons can migrate up along the slab–
continental plate border.

4. At depths of 210–290 km, light hydrocarbons react 
with iron‐bearing minerals presented in the slab and form 
a mixture of iron hydride and iron carbide.

5. Iron carbide transported in the asthenosphere by 
convective flows can react with hydrogen or water present 
in the asthenosphere and form an aqueous hydrocarbon 
fluid that can migrate through deep faults into the Earth’s 
upper crust and form multilayer oil and gas deposits in 
rocks of any lithological composition, genesis, and age.

6. There are other carbon donors in the asthenosphere, in 
addition to iron carbide coming from the subducting slab. 
These donors can also serve as a source of deep hydrocar-
bons. Theoretical calculations (Huang et al., 2017; Karpov 
et al., 1998; Kenney et al., 2002; Spanu et al., 2011) and 
experimental results (Kutcherov et  al., 2002; Kutcherov 
et al., 2010; Sokol et al., 2017) show that abiogenic synthesis 
of complex hydrocarbon systems is possible at temperatures 
of 900°–1700  °C in the 3–7 GPa pressure range. Similar 
conditions exist in the layer of  the Earth’s astheno-
sphere at depths of  100–250 km. The amount of  these 
hydrocarbons could be significant (Kutcherov et al., 2010). 
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These  hydrocarbons also participate in the deep hydro-
carbon cycle, being an additional feed for the general 
upward flow of the water‐hydrocarbon fluid. The presence 
of hydrocarbons in diamonds and garnets, the mantle 
origin of which is beyond doubt, corresponds with the 
above‐mentioned theoretical and experimental results and 
provides evidence that hydrocarbons can form in the 
Earth’s mantle.
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27.1. INTRODUCTION

Carbon‐based nanomaterials, such as graphene, fuller-
enes, and carbon nanotubes, have attracted broad interest 
in both science and industry for their unique and out-
standing properties, which make them attractive for a 
wide range of nanotechnology applications (Stauss & 
Terashima, 2017; Yang et al., 2016). Here, another excep-
tional member in the carbon nanomaterial family, dia-
mondoid molecules and their functionalized derivatives, 
are discussed in terms of how their structures and prop-
erties evolve under extreme conditions.

Diamondoid molecules are hydrogen‐terminated carbon 
nanomaterials in the form of C4n+6H4n+12 (Mansoori, 2008; 
Marchand, 2003). With size variations of 0.5–2 nm in 

diameter, diamondoids represent the ultimate limit in 
reducing the size of diamond. The most basic unit of dia-
mondoids, adamantane (C10H16), is composed of ten‐
carbon atoms which form a tetra‐cyclic cage that can be 
superimposed on a cubic diamond lattice, with larger dia-
mondoids consisting of varying numbers of these cage 
units (Figure  27.1a). The lower diamondoids, ada‐, dia‐ 
and tria‐mantane (when n ≤ 3), each have one isomer. 
Higher diamondoids (when n > 3) have multiple structural 
isomers depending on the relative directions of face‐fused 
single cage adamantane units (Clay et al., 2009; Mcintosh 
et al., 2004; Sasagawa & Shen, 2008; Willey et al., 2006; 
Zhang et  al., 2016). Entirely constituted by sp3‐bonded 
carbons arranged in a three‐dimensional (3D) network 
with covalent interatomic interactions, diamondoid mole-
cules are highly stable and dense. Their resemblance to 
bulk diamond means that diamondoids similarly have 
high thermal stability and rigidity.

In nature, diamondoid molecules can be found in deep 
fossil fuel reservoirs, such as coal, petroleum, gas conden-
sate, and natural gas, formed by hydrocarbon rearrange-
ment reactions under acidic conditions (Fort & Schleyer 
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1964; Katz et al., 2008). Due to their similarity to the bulk 
diamond structure, diamondoids are extremely resistant to 
weathering, which enables them to be isolated from petro-
leum by hydrocracking oil to gas (Dahl et al., 2010; Ma, 
2016; Ma et  al., 2017; Stout & Douglas, 2004). Bulk 
concentration of the petroleum diamondoids is adaman-
tane, which is generally accompanied by small amounts of 
diamantane and triamantane (Katz et al., 2008; Mckervey, 
1980; Wingert, 1992). Higher diamondoids also exist in 
minute quantities in a gas condensate produced from very 
deep (~6.8 km below the Earth’s surface) petroleum reser-
voirs (Dahl et al., 2003; R. Lin & Wilk, 1995). Diamondoids 
represent an important geochemical tool for characterizing 
reservoir fluids. Applied solely and/or in conjunction with 
well‐known biomarkers, diamondoids are used for correla-
tion, biodegradation, and maturity assessments involved in 
petroleum exploration, quality evaluation, and chemical 
fingerprinting of light petroleum and gasoline (Ekweozor 
& Telnaes, 1990; Mackenzie et al., 1980; Requejo et al., 
1992; Seifert & Moldowan, 1986; Van Graas, 1990). For 
example, by taking advantage of  the rigidity and 
concentration effect of diamondoids, one can reliability 
constrain the extent of thermal cracking and the depth at 
which it occurs in a given reservoir (Dahl et al., 1999).

Due to their outstanding properties, diverse geometry, 
and ability to be manipulated and functionalized, diamon-
doids have gained interest as highly attractive targets as 
molecular building blocks for applications in biomedicine, 
materials science, and nanotechnology, in addition to the 
field of petroleum engineering (Clay et al., 2009; Mcintosh 
et al., 2004; Sasagawa & Shen, 2008; Willey et al., 2006; 

Zhang et al., 2016). Furthermore, diamondoid molecules 
are a useful system for basic science studies. They display 
atomic-level uniformity and a systematic series of sizes and 
geometries, making them ideal materials for exploring how 
structural and chemical parameters affect properties.

In this chapter, the pressure‐induced structural modifica-
tions in a range of diamondoids are reported. In section 27.2, 
the critical role of molecular geometry in determining the 
phase transition pressures and bulk moduli of diamondoids 
is discussed, followed by the sensitivity of diamondoids to 
hydrostaticity and deviatoric stress under compression. 
Section 27.3 examines recent work investigating functional-
ized diamondoids at high pressure, followed by a conclusion 
on perspective for future work and exciting potential direc-
tions for studying diamondoids at extreme conditions.

27.2. ROLE OF MOLECULAR GEOMETRY 
ON DIAMONDOIDS AT HIGH PRESSURE

The high‐pressure behavior of carbon allotropes has 
long been a subject of intense investigation, fueled by the 
dramatic changes in physical and chemical properties at 
extreme conditions. Diamondoids exhibit interesting 
structural stability coupled with configurational changes 
in their molecular packing at high pressures. Here we 
report pressure‐induced modifications in eight selected 
diamondoid crystals with varying molecular geometries: 
adamantane, diamantane, triamantane, [121]tetraman-
tane, [123]tetramantane, [1212]pentamantane, [1234]
pentamantane, and cyclohexamantane (Figure  27.1) 
(Yang et  al., 2016). A summary of the structural 

(b)

a
b

c
(a)

triamantane

adamantane

adamantane

0D 2D

1D 3D

cyclohexamantane

triamantanediamantane [123] tetramantane

[121] tetramantane [1212] pentamantane [1(2,3)4] pentamantane

diamantane

Figure 27.1 (a) Molecular structure of lower diamondoids superimposed on a cubic diamond lattice. (b) Molecular 
structures of the eight diamondoids studied; relative directions of face‐fused adamantane cages in polymantane 
homologues are indicated by dashed arrows. (Adapted from Yang et al., 2016.) See electronic version for color 
representation of the figures in this book.
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information and physical parameters for the eight dia-
mondoids studied is given in Table 27.1.

To understand the high‐pressure behavior of diamondoids, 
diamond‐anvil cell was utilized to reach pressures up to 
~40 GPa. Structural evolution as a function of pressure 
was then probed using both Raman spectroscopy and 
angle‐dispersive synchrotron X‐ray powder diffraction 
(XRD). The XRD results were used to produce pressure‐
volume curves, which were fit to an isothermal third‐
order Birch‐Murnaghan equation of state (EOS) (Birch, 
1947). Pressure was increased incrementally under both 
hydrostatic and nonhydrostatic conditions, and measure-
ments were collected both during compression and 
decompression cycles.

At ambient conditions, diamondoid molecules exhibit 
multiple characteristic vibrational modes, appearing at 
three different wavenumber ranges: C‐C‐C bending and 
C‐C stretching at lower Raman shifts ~200–900 cm−1, C‐H 
wagging/C‐H2 twisting/C‐H2 scissoring at midrange 
Raman shifts ~900–1600 cm−1, and C‐H stretching at 
higher Raman shifts ~2800–3200 cm−1 (Filik, 2010; Filik 
et al., 2006a, 2006b). Upon compression, the only vibra-
tional region undergoing a continuous, monotonic change 
is the C‐C stretching mode, while other vibrational regions 
display complex peak splitting and merging (Figure 27.2a) 
(Yang et al., 2016). The C‐C stretching region, which blue 
shifts as a function of pressure, originates from a breathing 
vibration across a single adamantane cage (Filik et  al., 
2006a). The pressure‐induced change in peak position is 
attributed to the parabolic relationship from the changes 
in the C‐C bond force constant under compression. In 
some diamondoid molecules (adamantane, diamantane, 
and [121]tetramantane), the evolution of this breathing 
mode at high pressure undergoes an obvious discontinuity, 
due to the alteration in intermolecular packing, 
which  in  turn, modifies the intramolecular vibrations 
(Figure  27.2b). Despite the discontinuity, however, the 
breathing mode persists even up to the highest pressure 
reached, indicating that the diamond‐like cages can 
remain intact even up to high pressures. Upon pressure 
release, the changes observed in all Raman spectra are 
completely reversible. The observation provides evidence 
against the reconstructive mechanisms widely described 
for other carbon‐containing molecular solids, wherein 
decomposition and amorphization are readily discussed 
in terms of the breaking and formation of new bonds at 
high pressures. The comparable pressure range used in our 
studies to those reported  previously for carbon‐based 
solids suggests that only modifications of molecular 
packing are observed for diamondoids at high pressure 
due to the particularly rigid diamond‐like molecular cages 
of diamondoids (Yang et al., 2016).

In agreement with the Raman spectroscopy, XRD 
 patterns show a completely reversible trend upon pressure 

release in all the diamondoids studied. Additionally, 
strong hysteresis effects are observed upon decompression. 
As observed in Figure 27.2c, [123]tetramantane with an 
ambient structure of P1 exhibits a new peak (marked with 
an asterisk) at a pressure ~11.8 GPa that persists up to ~15 
GPa. Upon release, the metastable high‐pressure phase 
remains until pressure is completely reversed, indicating a 
strong hysteresis effect under hydrostatic condition.

The relative pressure‐induced volume changes for the 
low‐pressure phases were fit to a third‐order Birch‐
Murnaghan EOS, and the results are plotted in Figure 27.3. 
The small ambient bulk moduli (K0) of all diamondoid 
crystals are attributed to their weak intermolecular van 
der Waals interactions, wherein the compression at low 
pressures occurs through simple volume reduction of the 
intermolecular spacing. At higher pressures, the volume 
reduction becomes increasingly difficult due to the domi-
nant Coulomb repulsion and stiff  intramolecular covalent 
bonds, resulting in rapid increase in bulk moduli and large 
pressure derivatives (K0′) (Yang et al., 2016).

The bulk moduli of the diamondoids illustrate a 
systematic correlation with their molecular geometry. 
Zero‐dimensional adamantane with all dimensions mea-
sured within the nanoscale has the lowest bulk modulus, 
while 3D [1(2,3)4]pentamantane and 2D cyclohexaman-
tane have the highest bulk moduli (Figure  27.3b). It is 
interesting to note that 2D cyclohexamantane, which 
is  confined to one dimension at nanoscale, has similar 
bulk  modulus as 3D [1(2,3)4] pentamantane, which 
resembles bulk nanomaterials that are unconfined to the 
nanoscale in any dimension. One‐dimensional diamon-
doid  molecules that are confined to two (x,y) dimensions 
fall somewhere in between 0D adamantane and 2D–3D 
diamondoids. For comparisons, the EOS of C60 fullerene 
falls within a similar region in the pressure‐volume space 
as diamondoid crystals, which can be attributed to its 
comparable molecular size, geometry, and intermolecular 
interactions (Yang et al., 2016).

For the pressure range studied, the compressibility of 
the diamondoid crystals is influenced by the hydrogen 
interactions between adjacent molecules, which help 
govern the molecular geometry and packing orientations. 
As summarized in Table 27.1, a mutual feature across the 
diamondoid crystals is the fast onset of pressure‐induced 
structural transitions. Except for triamantane, which 
 persists its structure up to ~18 GPa, all other diamon-
doids  undergo at least one structural phase transition. 
Interestingly, the phase transition pressure in diamondoids 
is found to be positively correlated to the hydrogen separa-
tion distance (H–H distance), or the distance between the 
nearest hydrogen atoms in adjacent molecules (Yang et al., 
2016). The smaller H–H distances, such as those of ada-
mantane (2.37 Å) and [1(2,3)4]pentamantane (2.30 Å), 
suggest that the adjacent molecules are close and relatively 



Table 27.1 Structural information for the eight investigated diamondoid crystals.

Diamondoid
Molecular 
Formula

Molecular 
Weight

Molecular 
Volume 
(Å3)

Unit Cell 
Volume 
(Å3)

Density 
[g/cm3]

Ambient 
Phase Dimensionality

H—H 
Distance 
(Å)

K0

(GPa)
K0’
(GPa)

Adamantane C10H16 136.125 N/A 844 1.08 Fm3m 0D 2.37 3.2(0.2) 19(1.0)
Diamantane C14H20 188.314 N/A 1033 1.21 Pa3 1D 2.65 5.0(0.6) 19.5(2.8)
Triamantane C18H24 240.390 N/A 5124 1.24 Fddd 3D 2.81 13.9(1.6) 9.6(1.5)
[121]tetramantane C22H28 292.466 284 768 1.27 P21/n 1D 2.53 5.5(0.6) 18.8(2.3)
[123]tetramantane C22H28 292.466 — 369 1.31 P1 1D 2.52 5.0(1.3) 20.0(1.1)
[1(2,3)4]pentamantane C26H32 344.542 329 1815 1.26 Pnma 3D 2.30 16.0(1.2) 11.8(1.0)
[1212]pentamantane C26H32 344.542 — 1763 1.30 P212121 1D 2.48 8.1(0.8) 8.5(1.5)
Cyclohexamantane C26H30 342.526 319 1239 1.38 ‐R3 2D 2.63 13.5(1.5) 11.9(1.8)
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compact, leading to quick buildup of repulsive forces. 
Hence, those with smaller H–H distances require less com-
pression to trigger phase change, resulting in low phase‐
transition pressures. Contrarily, large H–H distances imply 
that a greater compression is needed to reach a critical 
transition point and prompt a phase transformation, as 
evidenced by high phase‐transition pressure of triaman-
tane, which has ~20% higher H–H distance (2.81 Å) com-
pared with adamantane and [1(2,3)4]pentamantane (Yang 
et al., 2016).

In addition to the sensitivity to H–H distance, phase 
transitions in diamondoids exhibit a strong dependency 
on hydrostaticity. By subjecting diamantane (C14H20) to 
different pressure media at high pressure, it was found 
that its crystal structure is extremely sensitive to devia-
toric stress (Yang et al., 2014a). Diamantane transforms 
almost immediately (~0.15 GPa) when external pressure 
is applied under nonhydrostatic conditions (Yang et al., 
2014a). This transition pressure, when silicone oil is 
applied, is elevated to 7 GPa, which coincides with the 
hydrostatic limit of silicone oil (Klotz et  al., 2009). 
Further experiments using helium as a pressure medium 
confirmed that the discrepancy in transition pressure is 
associated with the pressure medium quality, which 
underlines the critical role of deviatoric stress in trigger-
ing phase transitions in diamondoids (Yang et al., 2014a, 
2014b). Indeed, deviatoric stress plays a critical role in 

inducing phase transformations, and in some cases, 
greatly reduces phase‐transition pressure (Kailer et  al., 
1998; Y. Lin et al., 2011). Under hydrostatic conditions, 
diamondoids preserve their initial high‐symmetry phases 
until the distortion of the unit‐cell geometry becomes too 
high and eventually results in the observed phase changes.

Diamondoids are very robust in response to multiple 
rounds of compression and decompression. Even after 20 
repeated pressure cycles up to ~5 GPa, diamondoids were 
able to retain their initial structures (Figure 27.4). This 
exquisite recoverability, combined with small ambient 
bulk moduli and high structural stability, makes diamon-
doids promising candidates for cushioning devices. In 
fact, diamondoids’ recoverability far exceeds that of more 
conventional materials, such as foamy polystyrene and 
recently proposed carbon nanotube cushion materials 
(Liu et  al., 2008). The energy absorption density (at 
~2 GPa) of lower diamondoids is on the order of 102 kJ/kg, 
which is at least one order of magnitude greater than 
those of conventional cushion materials (Liu et al., 2008). 
In addition to possible applications in cushioning devices, 
the unique properties of diamondoids offer several other 
applications. For example, the geometry‐dependent 
physical property of diamondoids suggest a possibility in 
designing nanoscale structures with tunable mechanical 
strength. The robust diamondoid networks also make 
them ideal materials to synthesize acentric metal‐organic 
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diamondoid frameworks or supramolecular systems 
(Evans & Lin, 2001; Evans et al., 1999; Zaworotko, 1994).

27.3. CURRENT AND FUTURE PROSPECTS 
AND DIRECTIONS

Motivated by the unique properties of diamondoids, 
including their systematic sizes and geometries, a large 
body of work has recently been devoted to selectively sep-
arate, manipulate, and functionalize diamondoids 
(Gunawan et al., 2014). A wide range of functionalized 
diamondoid molecules have been reported with great 
potential for applications in molecular electronics, 
mechanics, biology, and chemistry (e.g. Archibald et al., 
1991; Malik et al., 1991; Mcintosh et al., 2004; Patel et al., 
2008; Shinisha & Sunoj 2005; Tewari et al., 2005; Wang 
et al., 2011). These studies take advantage of the fact that 
diamondoids are excellent building blocks to construct 
complex ordered nanoelements with molecular precision 
for their superior stability and rigidity (Garcia et al., 2009; 
Gunawan et al., 2014; Merkle, 2000). However, the dia-
mondoid units on their own can be brittle due to full 
hybridization with hydrogen and weak intermolecular 
interactions (Garcia et  al., 2009, Yan et  al., 2018). 
Functionalization of such diamondoid molecules aims to 
solve several of the limitations by generating chemically 
active sites and manipulating the intermolecular/intramo-
lecular interactions for fine tuning of the nanostructures. 
Such functionalization encourages self‐assembly of the 
building blocks, eventually driving the system to opti-
mized configurations (Garcia et al., 2009).

Recently, novel mechanochemistry through isotropic 
compression by engineering molecular structures that 
translate macroscopic isotropic stress into molecular‐level 
anisotropic strain was reported (Yan et  al., 2018). The 
“steric blockage” scenario, where rigid ligands in steric 
contact hampers relative motion and hinders reactivity, is 
demonstrated using copper(1) adamantane‐1‐thiolate 
(Cu‐S‐Ada), which is proposed for mechanochemistry of 
specific mechanosynthesis (Yan et al., 2018).

Cu‐S‐Ada crystals are composed of the mechanophore, 
a Cu‐S nanowire, with a three‐atom cross‐section that is 
surrounded by a ligand shell consisting of adamantyl 
groups (Figure 27.5) (Yan et al., 2017; Yan et al., 2018). 
The sterically hindered ligand shell of Cu‐S‐Ada, caused 
by the rigid ligands, impedes relative movement of the ada-
mantyl groups and deformation of Cu‐S mechanophore. 
Density functional theory calculations show that the struc-
ture of adamantyl groups in Cu‐S‐Ada crystals remains 
rigid up to 20 GPa with less than 0.01 Å change in the 
average C‐C bond length (Yan et al., 2018). Upon pressure 
release, the initial structure is recovered, indicating that the 
deformation is elastic. Such results are vastly dissimilar to 
the comparable building block system of copper(1) m‐car-
borane‐9‐thiolate (Cu‐S‐M9) crystals (where m = meta 
positions of the carbon atoms in the carborane), wherein 
the cage‐like nature and substantially large molecular dis-
tance between the M9 groups enable relatively free motions 
without mutual steric hindrance under compression (Yan 
et  al., 2018). The free motions of Cu‐S‐M9 leads to a 
reduction of copper (Cu[1] → Cu[0]) after compression up 
to ~8 GPa, driven by the anisotropic deformation of Cu4S4 
core (Yan et al., 2018). This reduction process, however, is 
inhibited when adamantane replaces the main building 
block, and the sterically hindered ligands limit the density 
differences near mechanophore, prohibiting any chemical 
reaction to occur (Yan et al., 2018).

The possible mechanochemistry driven by the relative 
motion of the rigid ligands of diamondoid cages func-
tionalized with transition metals and chalcogens opens 
further exciting avenues for highly specific mechanosyn-
thesis. The behavior of  specific properties tuned from 
the functionalization of  diamondoids should be further 
constrained by investigating the physical and chemical 
evolution under extreme conditions.

The exceptional properties of diamondoids and func-
tionalized diamondoids point towards many potential 
applications. As discussed above, the stability of diamon-
doids in response to repeated pressure cycling makes 
them attractive candidates for cushioning devices. 

ambient presssure 20 GPa

high pressure

Figure 27.5 Structure of Cu‐S‐Ada crystals at ambient conditions. Red arrows denote the direction of motion for 
adamantyl groups under compression. (Reproduced from Yan et al., 2018.) See electronic version for color rep-
resentation of the figures in this book. 
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Furthermore, rigid ligands from molecular engineering 
and functionalization diamondoids make them attractive 
for mechanochemistry and mechanosynthesis.

The evolution of structures and properties in diamon-
doid molecules upon compression warrants further inves-
tigations involving additional stimuli, such as high 
temperature. The simultaneous exposure of diamondoids 
to static high pressure and temperature could potentially 
cause spontaneous dehydrogenation, which in turn could 
drive the materials to form novel phases or unique struc-
tures not easily accessible using alternative pathways or 
precursor systems. A potential outcome of this is dia-
mond. Given the resemblance of the diamondoids to the 
bulk diamond, diamondoid molecules may serve as 
optimal seed materials for forming diamond at high 
pressure and temperature. Additionally, time‐resolved 
studies can be conducted to visualize the melting and 
reconstruction of shock‐compressed diamondoids. Such 
studies can be performed by coupling the extremely 
bright X‐ray pulses from X‐ray free‐electron lasers like 
the Linac Coherent Light Source (LCLS) at SLAC 
National Accelerator Laboratory with a high power 
optical laser, which can generate a shockwave in the 
material that results in high‐pressure/high‐temperature 
conditions. By probing material modifications in a nano-
second time regime, the dynamic pathways driving transi-
tions in diamondoids can be evaluated, including the 
intermediate state that may not be accessible through 
static compression. These results will not only provide 
insight into the transformation of hydrocarbons into dia-
mond or other carbon allotropes, but also help in deter-
mining physical and chemical parameters for synthesizing 
desirable carbon phases.
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